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Abstract

We propose a set-valued controller with a signum multifunction nested inside another one. We prove that the controller is well posed and achieves robust ultimate boundedness in the presence of mismatched, non-vanishing disturbances. Even more, the selected output can be made arbitrarily small. Also, by applying an implicit/explicit Euler scheme similar to the one introduced by Acary and Brogliato [15] for matched disturbances, we derive a selection strategy for the discrete-time implementation of the set-valued control law. Simulations demonstrate that the discrete scheme diminishes chattering substantially, compared with a fully explicit method.
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1 Introduction

Since its appearance, sliding-mode control has been studied in detail because of its robustness against matched disturbances and parametric uncertainty [1–4]. However, the controllers of this type are known to be fragile in the presence of mismatched disturbances, that is, disturbances that affect the system through a channel not shared by the control input, and which in consequence, cannot be eliminated by applying the conventional methods developed in [1].

Several solutions have been proposed in order to overcome the problem of high sensitivity to mismatched disturbances. The combination of conventional (first-order) sliding-mode control with other robust techniques such as $H\infty$ is one of such solutions [5]. Others [6–8], are based on the use of high-order sliding-mode control techniques. In [6,8], the main idea is to estimate the disturbances first and then apply a control law that compensates them while fulfilling the control objective (regulation or tracking of the desired output in finite time). Another approach makes use of the so-called robust control Lyapunov functions [9]. The authors prove that the knowledge of such a Lyapunov function yields a control law that is also optimal in some meaningful sense. A nonsmooth version of the technique is developed in [10].

Mismatched uncertainty may appear in the form of parametric uncertainty or unmodeled dynamics. Then, in some cases, the solution to a set of linear matrix inequalities can be used to design a sliding surface such that the sliding motions are completely invariant with respect to the mismatched uncertainty [11,12]. This approach requires, however, the mismatched uncertainty to vanish at the desired equilibrium.

A distinctive feature of first-order sliding-mode control is the finite-time convergence of the state towards the so-called sliding surface. However, if the sliding surface is linear, the state will approach the origin only exponentially fast, even while in the sliding regime. To achieve finite-time convergence to the origin, terminal sliding-mode control was proposed [13,14]. For a system of the form (10) (see below) without mismatched perturbations, i.e., when $\zeta_1(t,x_1) = 0$, one defines a sliding variable $s(x) = x_2 + |x_1|^p \text{sgn} x_1$ with $0 < p < 1$. It is not difficult to verify that, along the sliding surface \{x $\in \mathbb{R}^2$ | $s(x) = 0$\}, the state converges indeed to the origin in finite time. In this paper, we study the limiting case $p = 0$, which results in a controller with
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a signum function nested inside another one. In other words, not only the control action is discontinuous, but the switching surface is discontinuous as well. The controlled system is studied under a differential-inclusions perspective.

A discrete-time version of the controller is developed using an implicit/explicit Euler scheme. The idea follows along the lines of [15–21,12], in which a backward Euler scheme results in a control law implicitly defined by an algebraic inclusion (i.e., a generalized equation). Intuitively, the algebraic inclusion may be thought of as the discrete counterpart of Filippov’s differential inclusion. We say that a control value is adequately selected if it is a solution of such inclusion, in which case the control law is able to compensate the matched disturbances while alleviating the digital chattering.

Reference [22] is closely related to our work. The authors also consider the case $p = 0$, but then use a sigmoidal approximation in place of the true signum multifunction. In this regard, our work can also be understood as a limiting case of the controller proposed in [22].

In this context, it is worth mentioning the nested sliding mode controllers presented in [23], which have signum functions inside other signum functions as well. This family of controllers is capable of steering the complete state to the origin in finite time by establishing a higher-order sliding-motion. However, neither mismatched perturbations nor time-discretization are analyzed.

Also related to our work is [24], where the problem of control with amplitude- and rate-saturation constraints is addressed with a nested sigmoidal controller.

Contributions

We present results in continuous and discrete time. For continuous time, the main result is the ultimate boundedness of the closed-loop system in the presence of mismatched disturbances. We first prove the well-posedness (existence of solutions) of the closed-loop system with the nested algorithm, by using a set-valued framework. Closed-loop trajectories can be decomposed in three phases: a reaching phase, a sliding motion along a continuous segment of the switching surface and an oscillatory phase around the corners of the switching surface. Practical stability is shown by means of a single Lyapunov function that is suitable for the three phases. The function is Lipschitz continuous but nondifferentiable, which requires the application of the set-valued derivative defined in [25]. Unlike many results on ultimate boundedness, the analysis yields an explicit relation between the ultimate bounds on the trajectories and the controller parameters.

The main challenge in a discretization scheme like the one outlined above is guaranteeing the solvability of the resulting inclusion. This has been typically achieved by exploiting the maximal monotone nature of the signum multifunction. Unfortunately, the composition of two signum multifunctions is no longer maximal monotone. To overcome this problem, the selection process is split into two parts, yielding a discrete-time scheme reminiscent of backstepping. The resulting control law is capable of rejecting both matched and unmatched disturbances with practically no chattering.

Paper structure

The paper is organized as follows: Section 2 recalls some results on stability theory in the nonsmooth setting. Section 4 is dedicated to well-posedness and stability issues of the closed-loop system in continuous time, whereas Section 5 studies the discrete-time counterpart of the nested controller. We present numerical results and the comparison of the implicit discretization against explicit techniques. Finally, the paper ends with conclusions and possible future work.

2 Preliminaries

Throughout this paper we deal with set-valued maps, that is, maps that evaluate to a subset of the range at each point of their domain. A set-valued map with domain $\mathbb{R}^n$ and taking values on the power set of $\mathbb{R}^m$ is denoted as $F : \mathbb{R}^n \rightrightarrows \mathbb{R}^m$. For example, the set-valued function $\text{Sgn} : \mathbb{R} \rightrightarrows [-1, 1] \subset \mathbb{R}$ is given by

$$\text{Sgn}(x) := \begin{cases} \text{sgn}(x) & \text{if } x \neq 0 \\ [-1, 1] & \text{otherwise} \end{cases},$$

whereas the single-valued function $\text{sgn} : \mathbb{R} \setminus \{0\} \rightarrow \mathbb{R}$ is defined as

$$\text{sgn}(x) := \begin{cases} -1 & \text{if } x < 0 \\ 1 & \text{if } x > 0 \end{cases}.$$

Note that the single-valued signum function is undefined at $x = 0$.

**Definition 1** A set-valued map $F : X \rightrightarrows Y$ is called upper semi-continuous (usc) at $x_0 \in X$ if, for any open neighborhood $M$ of $F(x_0)$, there exists a neighborhood $N$ of $x_0$ such that $F(N) \subset M$. The set-valued map $F$ is upper semi-continuous if it is so at every $x_0 \in X$.

The graph of a given map $F$ is defined as

$$\text{Graph} \ F = \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^m \mid y \in F(x)\}.$$

Let $F$ and $G$ be two set-valued maps, the composition map $F \circ G$ is given by the formula

$$F \circ G(x) := \bigcup_{y \in G(x)} F(y).$$

(1)
Whenever

Consider the non-autonomous differential inclusion
while the inner product is defined as

Theorem 3 ([26, Theorem 3, p. 98]) Let:

(1) \( Q \subset \mathbb{R} \times \mathbb{R}^n \) be an open subset containing \((0, x_0)\).
(2) \( G \) be an upper semicontinuous map from \( Q \) into the non-empty closed convex subsets of \( \mathbb{R}^n \).
(3) The map \((t, x) \mapsto n(G(t, x))\) be locally compact with \( n(G(t, x)) \) the element of \( G(t, x) \) with the smallest norm.

Then, there exist \( T > 0 \) and an absolutely continuous function \( x(\cdot) \) defined on \([0, T]\), a solution to the differential inclusion (2).

We will make use of the notion of stability of sets and the corresponding Lyapunov theory that has been developed in the context of nonsmooth analysis and differential inclusions. In particular, we will take into account the possibility that the solutions to a given differential inclusion may not be unique. Following [27], we will say that a set \( C \) is stable if, for any \( \varepsilon > 0 \), there exists a \( \delta > 0 \) such that, for any initial condition \( x_0 \) satisfying \( |x_0|_C < \delta \), it follows that \( |x(t)|_C < \varepsilon \) for all time \( t > 0 \) and all solutions passing through \( x_0 \) at \( t = 0 \). Moreover, the set \( C \) is said to be globally asymptotically stable if all solutions satisfy \( |x(t)|_C \to 0 \) as \( t \to +\infty \).

We will temporarily restrict our attention to the autonomous differential inclusion

\[
\dot{x} \in F(x), \quad x(0) = x_0,
\]

where \( F : \mathbb{R}^n \rightharpoonup \mathbb{R}^n \) is an usc map. Let \( V : \mathbb{R}^n \to \mathbb{R} \) be a possibly nondifferentiable but Lipschitz continuous function. The set-valued derivative of \( V \) along the trajectories of (3) is defined as [25]

\[
\mathcal{L}_F V(x) := \{ a \in \mathbb{R} \mid \exists v \in F(x) \text{ such that } \langle \partial V(x), v \rangle = \langle a \rangle \},
\]

where the term \( \partial V(x) \) refers to Clarke’s generalized gradient of the function \( V \) at the point \( x \). Formally, let \( \Omega_V \) be the zero-measure set where the function \( V \) is nondifferentiable and let \( \Omega \) be any subset of \( \mathbb{R}^n \) with measure zero, then [25]

\[
\partial V(x) := \text{conv} \{ \lim \nabla V(x_i) \mid x_i \to x, x_i \notin \Omega \cup \Omega_V \},
\]

where the operator \( \text{conv} \) stands for convex closure.

Remark 4 When \( V \) is differentiable at \( x \), \( \partial V(x) \) is single-valued and the set-valued derivative simplifies to

\[
\mathcal{L}_F V(x) = \langle \partial V(x), F(x) \rangle.
\]

In the following, we agree that \( \max \mathcal{L}_F V(x) = -\infty \) whenever \( \mathcal{L}_F V(x) = \emptyset \).

Definition 5 A function \( f : \mathbb{R}^n \to \mathbb{R} \) is said to be regular at \( x \in \mathbb{R}^n \) if, for all \( z \in \mathbb{R}^n \), the usual one-sided derivative

\[
\lim_{\lambda \to 0^+} \frac{f(x + \lambda z) - f(x)}{\lambda}
\]

exists and is equal to the generalized directional derivative

\[
\limsup_{\lambda \to 0^+} \frac{f(s + \lambda z) - f(s)}{\lambda}.
\]

We denote the open unit ball as

\[
B_n = \{ x \in \mathbb{R}^n \mid \|x\| < 1 \}.
\]

Given a set \( C \), the closure and the interior are denoted by \( \text{cl}(C) \) and \( \text{int}(C) \), respectively. The boundary \( \text{cl}(C) \setminus \text{int}(C) \) is denoted by \( \text{bd}(C) \). If \( C \subset \mathbb{R}^n \) and \( x \in \mathbb{R}^n \), the distance between them is defined as

\[
|x|_C = \inf_{w \in C} \|x - w\|
\]

while the inner product is defined as

\[
\langle C, x \rangle = \{ \langle \sigma, x \rangle \mid \sigma \in C \}.
\]

Whenever \( C \) is closed, we define the projection of \( x \) onto \( C \) as

\[
\text{Proj}(x, C) = \arg \min_{w \in C} \|x - w\|.
\]

Consider the non-autonomous differential inclusion

\[
\dot{x} \in G(t, x), \quad x(0) = x_0.
\]
The function $f$ is called regular if it is regular at each $x \in \mathbb{R}^n$.

**Proposition 6 ([28, Proposition 2])** Let $f$ be Lipschitz near $x$.

i) If $f$ is convex, then $f$ is regular at $x$.

ii) A finite linear combination (by nonnegative scalars) of functions regular at $x$, is regular at $x$.

To compute Clarke’s generalized gradient, we will use the following nonsmooth chain rule, adapted from [29, Theorem 2.3.9]

**Proposition 7** Let $f : \mathbb{R}^n \to \mathbb{R}$ be given as $f = g \circ h$, where $h : \mathbb{R}^n \to \mathbb{R}$ is a Lipschitz continuous function and $g : \mathbb{R} \to \mathbb{R}$ is continuously differentiable. Then,

$$
\partial f(x) = \nabla g(h(x)) \partial h(x)
$$

The following is a generalization of [25, Theorem 2] to the stability of sets. Its proof resembles the one given in [30].

**Theorem 8** Consider the differential inclusion (3) with $F$ use with compact and convex values. Let $\Gamma \subset \mathbb{R}^n$ be a compact subset of $\mathbb{R}^n$ and let $V : \mathbb{R}^n \to \mathbb{R}$ be a regular, radially unbounded and locally Lipschitz continuous function satisfying $V(x) \geq 0$ for all $x \in \mathbb{R}^n$ and

$$
V(x) > 0 \quad \text{for all } x \in \mathbb{R}^n \setminus \Gamma.
$$

Consider the set $\Omega_c := \{ x \in \mathbb{R}^n \mid V(x) \leq c \}$ and define

$$
c^* := \min \{ c \mid \Gamma \subseteq \Omega_c \}.
$$

Thus, the set $\Omega_{c^*}$ is the smallest sublevel set of $V$ that contains $\Gamma$. Under the aforementioned assumptions, the set $\Omega_{c^*}$ is globally asymptotically stable if

$$
\max L_F V(x) \leq -W(x),
$$

where $W : \mathbb{R}^n \to \mathbb{R}$ is continuous and positive definite with respect to $\Gamma$. That is,

$$
W(x) > 0 \quad \text{for all } x \not\in \Gamma.
$$

**Proof.** Recalling from [25, Lemma 1] that the derivative of $V$ along the trajectories of (3) exists almost everywhere and satisfies $\frac{d}{dt} V(x(t)) \in L_F V(x(t))$ almost everywhere, it follows that the sets $\Omega_c$ are positively invariant for all $c \geq c^*$. On the other hand, the fact that $V$ is radially unbounded together with the positivity assumptions imply the boundedness of the sublevel sets $\Omega_c$ for all $c \geq 0$. This also establishes globality.

Define the neighborhood $N_\varepsilon = \{ x \in \mathbb{R}^n \mid |x|_{\Omega_{c^*}} < \varepsilon \}$ and let

$$
\tilde{c} = \min_{x \in \text{bd}(N_\varepsilon)} V(x).
$$

Then, $\tilde{c} > c^*$. To see this, simply note that $|x|_{\Omega_{c^*}} = \varepsilon$ implies $x \not\in \Omega_{c^*}$, so that $V(x) > c^*$. Choose any $\hat{c} \in (c^*, \tilde{c})$ and observe that $\Omega_{\hat{c}} \subset \Omega_{c^*}$ and $\Omega_{\hat{c}} \cap N_\varepsilon \neq \emptyset$. Moreover, $\Omega_{\hat{c}} \subset N_\varepsilon$. To prove the latter, assume by contradiction that there exists a $\xi$ in $\Omega_{\hat{c}} \cap \text{bd}(N_\varepsilon)$. We have

$$
\xi \in \text{bd}(N_\varepsilon) \implies V(\xi) \geq \hat{c} \quad \text{and} \quad \xi \in \Omega_{\hat{c}} \implies V(\xi) \leq \hat{c},
$$

so that $\hat{c} \geq \hat{c}$, the desired contradiction.

Now, choose $\mu \in (0, \hat{c} - c^*)$. It follows from the continuity of $V$ that, for every $x \in \text{bd}(\Omega_{c^*})$, there exists a $\delta_x$ depending on $x$ and $\mu$ such that

$$
||\xi - x|| < \delta_x \implies |V(\xi) - V(x)| < \mu.
$$

Set $\delta = \min_{x \in \text{bd}(\Omega_{c^*})} \delta_x$ (the minimum exists by the compacity of $\Omega_{c^*}$). Let $\xi$ be any point in $N_\delta \setminus \Omega_{c^*}$ and let $x \in \text{Proj}(\xi, \Omega_{c^*})$. We have

$$
V(\xi) = V(x) + V(\xi) - V(x) \leq V(x) + |V(\xi) - V(x)| < c^* + \mu.
$$

Since $c^* + \mu < \hat{c}$, we finally obtain

$$
N_\delta \subset \Omega_{c^*} \subset N_\varepsilon,
$$

which implies that trajectories starting in $N_\delta$ cannot leave $\Omega_{c^*}$.

Asymptotic stability will be established by showing that

$$
|x(t)|_{\Omega_{c^*}} \to 0 \quad \text{as} \quad t \to \infty.
$$

We will use a contradiction argument. Suppose that

$$
x(t) \not\in \Omega_{c^*} \quad \text{for all } t \geq 0,
$$

then $V(x(t))$ is monotonically decreasing and, since it also bounded from below,

$$
V(x(t)) \to \tilde{c}
$$

for some $\tilde{c} > c^*$. Again by continuity of $V$, there exists a $b > 0$ such that $N_b \subset \Omega_{c^*}$. The limit $V(x(t)) \to \tilde{c}$ implies that the trajectory $x(t)$ lies outside the neighborhood $N_b$. Let

$$
\gamma = \min \{ W(x) \mid b \leq |x|_{\Omega_{c^*}} \leq \varepsilon \}.
$$

By (7), we have $\gamma > 0$. It follows from (6) that

$$
V(x(t)) \leq V(x(0)) - \gamma t.
$$
The fact that the right-hand side will eventually become less than $c^*$ contradicts the assumption that $\bar{c} > c^*$.

Observe that no assumptions have been imposed on the nature of the trajectories $x(\cdot)$, other than they are solutions of (3). Hence, the inclusion (8) (stability) and the limit (9) (convergence) hold for all solutions of (3).

\section{Problem Statement}

Consider the system

\begin{align}
\dot{x}_1 &= x_2 + \xi_1(t, x_1) \\
\dot{x}_2 &= u + \xi_2(t, x) \\
y &= x_1
\end{align}

(10)

where $x_i \in \mathbb{R}$ represent the states of the system, $\xi_i \in \mathbb{R}$ account for external disturbances and uncertain dynamics, $i = 1, 2$, and $u, y \in \mathbb{R}$ are the control input and desired output, respectively.

\textbf{Assumption 9} The disturbance terms $\xi_i : \mathbb{R} \times \mathbb{R}^i \to \mathbb{R}$, $i = 1, 2$, are measurable with respect to the first argument, continuous with respect to the second argument and uniformly bounded by positive constants $w_i$. That is, $\xi_i \in w_i \cdot B_1$ for all $t$ and all $x$.

\textbf{Objective}: To regulate the output $y = x_1$ to a neighborhood of the origin in the presence of disturbances $\xi_i$, $i = 1, 2$.

Note that, even for this simple plant, the task of regulating the output is a challenging problem because of the presence of the unmatched disturbance $\xi_1$.

A motivation for studying (10) is the following. Briefly consider a more general system

\[ \dot{z} = f(z) + g(z)\alpha + p(z)d \]

\[ y = h(z) \]

where $z \in \mathbb{R}^n$ is the state. Suppose that the relative degree of the disturbance $d \in \mathbb{R}$ is equal to one, and that the relative degree of the control $\alpha \in \mathbb{R}$ is equal to two. In symbols,

\[ L_p h \neq 0, \quad L_g h = 0 \quad \text{and} \quad L_g L_f h \neq 0 \] (11)

with $L_f h$ the Lie derivative of the function $h$ along the vector field $f$.

Take $x_1 = h(z)$ and $x_2 = L_f h(z)$. We have

\[ \dot{x}_1 = x_2 + L_p h \cdot d \]

\[ \dot{x}_2 = L_f^2 h + L_g L_f h \cdot \alpha + L_p L_f h \cdot d \].

It is well known that there exist a coordinate transformation $z = \phi(\eta, x)$ such that the dynamics of $\eta$, the internal dynamics, are independent of $\alpha$ [31]. If, furthermore, the internal dynamics are stable, then they can be ignored for the purposes of regulating $y$.

Define the input–output linearizing controller

\[ \alpha = \frac{u - L_f^2 h}{L_g L_f h} \] (12)

with $u$ a new control input. The simplified model (10) is then recovered by identifying

\[ \xi_1 = L_p h \cdot d \quad \text{and} \quad \xi_2 = L_p L_f h \cdot d \].

\subsection{Example, a chemical process}

Consider two continuously stirred-tank reactors in series, as shown in Figure 1. A reactant enters the first tank at a rate $F_0$, a temperature $T_0$ and a concentration $C_0$. The reactant leaves the tank at the same rate and enters the second one at a temperature $T_1$ and a concentration $C_1$. A fraction of the stream, $F_d = F_0 d$, is diverted from $F_0$ and used, e.g., at a later stage. The fraction $0 \leq d \leq 1$ is unknown. The remaining flow, $F_1 = F_0(1 - d)$, enters the second tank and leaves it at a concentration $C_2$ and a temperature $T_2$. The volumes of the tanks remain constant and for simplicity we assume that they are both equal to $V$. A simple mass balance together with Arrhenius equation (to account for the temperature dependence of the reaction rates) gives [32]

\begin{align}
\frac{dC_1}{dt} &= \frac{F_0}{V} (C_0 - C_1) - k_0 e^{-\frac{E}{RT}} C_1 \quad \text{(13a)} \\
\frac{dC_2}{dt} &= \frac{F_0}{V} (C_1 - C_2) - k_0 e^{-\frac{E}{RT}} C_2 - \frac{F_0}{V} (C_1 - C_2) \cdot d \quad \text{(13b)}
\end{align}

where $k_0$ is the pre-exponential factor, $E$ is the activation energy and $R$ is the universal gas constant. Energy
balance gives
\[
\begin{align*}
\frac{dT_1}{dt} &= \frac{F_0}{V} (T_0 - T_1) - \frac{\Delta H}{\rho c_p} k_0 e^{-\frac{E}{RT} z_1} + \frac{Q_1}{V c_p}, \\
\frac{dT_2}{dt} &= \frac{F_0}{V} (T_1 - T_2) - \frac{\Delta H}{\rho c_p} k_0 e^{-\frac{E}{RT} z_2} + \frac{Q_2}{V c_p} - \frac{F_0}{V} (T_1 - T_2) \cdot d,
\end{align*}
\] (13c)

where \( \rho \) is the density of the substance, \( c_p \) the heat capacity, \( \Delta H \) is the heat of the reaction and \( Q_1 \) and \( Q_2 \) are the heat inputs in the first and second vessels, respectively. The objective is to regulate, by acting on \( Q_2 \), the effluent concentration \( C_2 \) to the desired value \( C_{2d} \).

The state, input and output are, respectively,
\[
z = \begin{pmatrix} C_1 & C_2 & T_1 & T_2 \end{pmatrix}^T, \quad \alpha = Q_2 \quad \text{and} \quad y = h(z) = z_2 - C_{2d}.
\]

The vector fields are
\[
f(z) = \begin{pmatrix} \frac{F_0}{V} (C_0 - z_1) - k_0 e^{-\frac{E}{RT} z_1} \\
\frac{F_0}{V} (z_1 - z_2) - k_0 e^{-\frac{E}{RT} z_2} \\
\frac{F_0}{V} (T_0 - z_3) - \frac{\Delta H}{\rho c_p} k_0 e^{-\frac{E}{RT} z_3} + \frac{Q_1}{V c_p} \\
\frac{F_0}{V} (z_3 - z_4) - \frac{\Delta H}{\rho c_p} k_0 e^{-\frac{E}{RT} z_4}
\end{pmatrix},
\]
\[
p(z) = \begin{pmatrix} 0 \\
0 \\
0 \\
0
\end{pmatrix}, \quad g(z) = \begin{pmatrix} 0 \\
0 \\
1
\end{pmatrix}.
\]

It is lengthy but straightforward to verify that (11) holds.

Also, by setting
\[
x_1 = z_2 - C_{2d}, \quad x_2 = \frac{F_0}{V} (z_1 - z_2) - k_0 e^{-\frac{E}{RT} z_2}
\]
and the control (12) with
\[
L^2 f h = \frac{E k_0 z_2}{R z_4^2} \left( \frac{\Delta H k_0}{\rho c_p} z_2 e^{-\frac{E}{RT} z_2} - \frac{F_0}{V} (z_3 - z_4) \right),
\]
\[
e^{-\frac{E}{RT} z_2} + \frac{F_0}{V} \left( \frac{F_0}{V} (C_0 - z_1) - k_0 z_1 e^{-\frac{E}{RT} z_1} \right)
\]
\[
- \left( \frac{F_0}{V} + k_0 e^{-\frac{E}{RT} z_1} \right) \left( \frac{F_0}{V} (z_1 - z_2) - k_0 z_2 e^{-\frac{E}{RT} z_2} \right)
\]
and
\[
L_g L f h = - \frac{E k_0 z_2 e^{-\frac{E}{RT} z_2}}{R V \rho z_4^2},
\]

one obtains (10) with
\[
\zeta_1 = \frac{F_0}{V} (z_2 - z_1) \cdot d
\]
and
\[
\zeta_2 = \frac{F_0 e^{-\frac{E}{RT} z_2}}{R V^{\frac{1}{2}} z_4^4} \left( E V k_0 z_2 (z_3 - z_4) + R z_2^2 (z_1 - z_2) \left( \frac{F_0 e^{-\frac{E}{RT} z_2}}{V} + V k_0 \right) \right) \cdot d.
\]

4 Continuous-time nested set-valued control

In order to achieve the robust regulation of \( y \) to a neighbourhood of the origin, we propose the control law
\[
u(x) \in -\gamma_2 \Xi(x) - \gamma_3 \text{Sgn}(\Xi(x)),
\] (14)

where \( \Xi : \mathbb{R}^2 \to \mathbb{R} \) is the set valued map \( x \mapsto x_2 + \gamma_1 \text{Sgn}(x_1) \) and the gains \( \gamma_i, \ i = 1, 2, 3, \) are positive and constant. The set \( \{ x \mid 0 \in \Xi(x) \} \) may be thought of as a nonsmooth switching surface. The composed multifunction \( \text{Sgn}(x_2 + \gamma_1 \text{Sgn}(x_1)) \) is computed from (1) as
\[
\text{Sgn}(\Xi(x)) = \begin{cases}
\text{sgn}(\xi(x)) & \text{if } x_1 \neq 0, \ 0 \notin \Xi(x) \\
\text{sgn}(x_2) & \text{if } x_1 = 0, \ 0 \notin \Xi(x) \\
[-1, 1] & \text{if } x_1 \in \mathbb{R}, \ 0 \in \Xi(x)
\end{cases}
\]

where \( \xi : \{ x \in \mathbb{R}^2 \mid x_1 \neq 0 \} \to \mathbb{R} \) is a singled-valued map given as
\[
\xi(x) = x_2 + \gamma_1 \text{sgn}(x_1)
\] (15)

(see Figure 2).

Since the disturbances \( \zeta_i \) are uniformly bounded (see Assumption 9) it is always possible to find gains \( \gamma_1 \) and \( \gamma_3 \) sufficiently large such that the following holds:

i) \( \zeta_1(t, x_1) \in \gamma_1 \cdot B_1, \) for all \( t \geq 0, \)

ii) \( \zeta_2(t, x) \in \gamma_3 \cdot B_1, \) for all \( t \geq 0. \)

With the interconnection of (14) and (10), the closed-loop system can be modeled by the differential inclusion
\[
\begin{align*}
\dot{x}_1 &= x_2 + \zeta_1, \\
\dot{x}_2 &= -\gamma_2 \Xi(x) - \gamma_3 \text{Sgn}(\Xi(x)) + \zeta_2, \\
y &= x_1
\end{align*}
\] (16)

A pair of typical trajectories is shown in Figure 3. They consist of an initial reaching phase, a sliding motion along a continuous segment of the switching surface and oscillations around the corners of the switching surface.
The system parameters are $\gamma_1 = 1.5$, $\gamma_2 = 4.5$ and $\gamma_3 = 10.75$.

In the last mode, the swings along the $x_2$ axis are relatively large. This is to be expected as $x_2$ is required to compensate for $\zeta_1$, according to the backstepping-like control strategy. On the other hand, the amplitude of $x_1$ is rather small, as desired. The formal analysis of such behaviour is the topic of the sequel.

4.1 Well-posedness of the closed-loop

Proposition 10 Consider the closed-loop system (16) and define the set-valued map

\[ G(t, x) := \begin{pmatrix} x_2 + \zeta_1(t, x_1) \\ -\gamma_2 \Xi(x) + \zeta_2(t, x) \end{pmatrix}, \tag{17} \]

where the perturbations $\zeta_i$ satisfy Assumption 9. There exist $T > 0$ and an absolutely continuous function $x(t)$ defined on $[0, T]$, a solution to the differential inclusion (2).

PROOF. It suffices to verify the conditions of Theorem 3. It follows from [33, Proposition 2.2] that the set-valued function $\text{Sgn}$ is usc. By Proposition 2 and the continuity of $\zeta_i$ with respect to $x$, the set-valued map (17) is then usc. Since its values consist of sums of closed bounded intervals, such values are convex and compact. Also, the map $(t, x) \mapsto G(t, x)$ is locally compact. $\square$

Remark 11 It is shown later in Section 4.2 that all solutions remain bounded. Using standard arguments, it is then possible to show that $T$ can be chosen arbitrarily large. Alternatively, the global existence of solutions can be established by invoking [34, Theorem 5.2], which is formulated in the much broader context of Marchaud differential inclusions.

Proposition 10 assures the existence of solutions for any initial condition. However, the uniqueness of solutions requires further properties which we do not investigate here, keeping in mind that the stability proofs in the sequel accommodate non-uniqueness of solutions.

We also remark that, because of the presence of the mismatched uncertain terms, it is in general impossible to drive the whole state to the origin. In fact, system (10) does not contain an assignable equilibrium at the origin, unless $\zeta_1$ vanishes at the origin. Thus, we aim for stability of a set rather than just a point.

4.2 Ultimate boundedness of the closed loop

Let us start by introducing two single-valued mappings associated with the set-valued sign function,

\[ J_\varepsilon = (I + \varepsilon \text{Sgn})^{-1}, \tag{18} \]
\[ S^\varepsilon = \frac{1}{\varepsilon} (I - J_\varepsilon). \tag{19} \]

which are the so-called resolvent and Yosida approximation of $\text{Sgn}$, respectively. It follows from these definitions that

\[ J_\varepsilon(x) = \begin{cases} x - \varepsilon \text{sgn}(x) & \text{if } |x| > \varepsilon \\ 0 & \text{if } |x| \leq \varepsilon \end{cases} \tag{20} \]
\[ S^\varepsilon(x) = \begin{cases} \text{sgn}(x) & \text{if } |x| > \varepsilon \\ \frac{x}{\varepsilon} & \text{if } |x| \leq \varepsilon. \end{cases} \tag{21} \]

Clearly, $S^\varepsilon$ is Lipschitz continuous with constant $1/\varepsilon$, while $J_\varepsilon$ is non-expansive, i.e., it is a Lipschitz continuous map with constant less or equal than one (see [35] for more details). Note also that $\varepsilon S^\varepsilon(x) \in \text{Proj}(x, [-\varepsilon, \varepsilon])$.

Now we are ready to prove the ultimate boundedness of the state of the closed-loop system (16). We will do so by using the nonsmooth, Lipschitz continuous, regular and proper Lyapunov function

\[ V(x_1, x_2) = |x_1| [-\varepsilon, \varepsilon] + \frac{1}{2} (x_2 + \gamma_1 S^\varepsilon(x_1))^2. \tag{22} \]
Note that this function is nonnegative everywhere and equal to zero only on the line segment joining the points \((-\varepsilon, \gamma_1)\) and \((\varepsilon, -\gamma_1)\). Figure 3 shows the level sets

\[ \mathcal{V}_c := \{ x \in \mathbb{R}^2 \mid V(x) = c \} \]  

for a particular instance of such function.

**Theorem 12.** Consider the closed-loop system (16). Fix \( \varepsilon > 0 \) and define \( \Omega_{c, \varepsilon} \), the smallest sublevel set containing the rectangle \( \mathcal{Q} := [-\varepsilon, \varepsilon] \times [-\gamma_1, \gamma_1] \). In other words, set

\[ c^* = \min \{ c \mid \mathcal{Q} \subseteq \mathcal{V}_c \} . \]

The set \( \Omega_{c, \varepsilon} \) is globally asymptotically stable (this implies that the system trajectories are ultimately bounded) whenever

\[
\begin{align*}
\gamma_1 &\geq w_1 , \\
\gamma_2 &\geq \frac{\gamma_1}{\varepsilon} , \\
\gamma_3 &\geq w_2 + \max \left\{ 1, \gamma_1 \left( \frac{\gamma_2}{\varepsilon} + \frac{1}{\varepsilon} w_1 \right) \right\} .
\end{align*}
\]

Before stating the proof, allow us to define the autonomous set-valued map

\[ F(x) := \left( \begin{array} {c} x_2 + w_1 B_1 \\ -\gamma_2 (x) - \gamma_3 \text{sgn}(x) + w_2 B_1 \end{array} \right) . \]

A short comment on the use of (17) and (25) as models for (16) is in order. Note that the formulation with \( F(x) \) is more general than the formulation with \( G(t, x) \), as \( F(x) \) does not impose any assumptions on the continuity nor the measurability of the perturbations, it just requires boundedness. The non-autonomous map \( G(t, x) \) was used in Proposition 10, because the existence of one solution for \( F(x) \) would merely imply that a solution exists for one particular perturbation. This would of course be undesirable, as solutions should exist for any perturbation in the given class. Now, we use the map \( F(x) \) to prove stability because the tools we use require the system to be autonomous. The mathematical argument is correct in as much as Theorem 8 holds for all solutions. Thus, what is proved below for (25) is actually stronger than what is stated for (16).

**PROOF.** As first step we compute the generalized gradient of the distance function to the closed set \( \mathcal{C} := [-\varepsilon, \varepsilon] \) as indicated in [36, Theorem 1],

\[ \partial |x| \mathcal{C} = \begin{cases} 
\text{sgn}(x) & \text{if } |x| > \varepsilon \\
[0, 1] \text{sgn}(x) & \text{if } |x| = \varepsilon \\
0 & \text{if } |x| < \varepsilon
\end{cases}. \]

On the other hand, it is easy to see that the generalized gradient of the Yosida approximation of \( \text{sgn} \) exists and satisfies

\[ \partial S^\varepsilon(x) = \begin{cases} 0 & \text{if } |x| > \varepsilon \\
[0, \frac{1}{\varepsilon}] \text{sgn}(x) & \text{if } |x| = \varepsilon \\
\frac{1}{\varepsilon} & \text{if } |x| < \varepsilon
\end{cases}. \]

Therefore, following the nonsmooth chain rule in Proposition 7, along with (26)-(27) and (15), we compute the generalized gradient of (22),

\[ \partial V(x) = \begin{cases} 
(\text{sgn}(x_1), \frac{\gamma_2}{\varepsilon} (x)) & \text{if } |x_1| > \varepsilon \\
(0, 1) (\text{sgn}(x_1) + \frac{\gamma_2}{\varepsilon} x_1, \frac{\gamma_2}{\varepsilon} x_1) & \text{if } |x_1| = \varepsilon \\
\frac{\gamma_2}{\varepsilon} (x_2 + \frac{\gamma_2}{\varepsilon} x_1), x_2 + \frac{\gamma_2}{\varepsilon} x_1) & \text{if } |x_1| < \varepsilon
\end{cases}. \]

Now we compute the set-valued derivative of \( V \) along the trajectories of (2). We analyze three cases that cover the complement of \( \mathcal{Q} \).

**Case 1** \((|x_1| > \varepsilon)\). Note that \( \partial V \) is single valued, so from Remark 4 and (28) we obtain

\[ \mathcal{L}_F V(x) = \text{sgn}(x_1) (x_2 + w_1 B_1 + \frac{\gamma_2}{\varepsilon} (x_2 + \frac{\gamma_2}{\varepsilon} x_1) - \gamma_3 \text{sgn}(x_1) + w_2 B_1) . \]

It follows from \( x_2 = \xi(x) - \gamma_1 \text{sgn}(x_1) \) that

\[ \max \mathcal{L}_F V(x) \leq -W_1(x) \]

with

\[ W_1(x) = (\gamma_1 - w_1) + \gamma_2 \xi(x)^2 + (\gamma_3 - w_2 - 1) |\xi(x)| , \]

which is strictly negative whenever \( \gamma_1 > w_1, \gamma_2 > 0 \) and \( \gamma_3 > 1 + w_2 \).

**Case 2** \((|x_1| = \varepsilon \text{ and } |x_2| > \gamma_1)\). Note first that the condition \(|x_2| > \gamma_1\) ensures that \( \xi(x) \neq 0 \). We have

\[ \mathcal{L}_F V(x) = \begin{cases} 
0 & \text{if } \exists \gamma_1 \in w_1 B_1, \xi_2 \in w_2 B_2 \text{ such that } (\text{sgn}(x_1) + \frac{\gamma_1}{\varepsilon} \xi(x)) (x_2 + \gamma_1 [0, 1] + \xi(x) (-\gamma_2 \xi(x) - \gamma_3 \text{sgn}(\xi(x)) + \xi_2) = \{ a \} 
\end{cases} . \]

For the equality inside the braces to hold it is required that

\[ \text{sgn}(x_1) + \frac{\gamma_1}{\varepsilon} \xi(x) = 0 \quad \text{or} \quad x_2 + \gamma_1 = 0 , \]

in which case we have \( a = -\gamma_2 \xi(x)^2 - \gamma_3 |\xi(x)| + \gamma_2 \xi(x) \cdot \xi_2 \xi(x) \).

Thus,

\[ \mathcal{L}_F V(x) = -\gamma_2 \xi(x)^2 - (\gamma_3 - w_2 B_1) |\xi(x)| . \]
Noting that, in this case $|\xi(x)| \geq |x|_Q$, we can write

$$\mathcal{L}_F V(x) \leq -W_2(x)$$

with

$$W_2(x) = \gamma_2 |x|_Q^2 + (\gamma_3 - w_2) |x|_Q,$$

where (24c) is used to establish the positivity of the coefficient $\gamma_3 - w_2$.

**Case 3** ($|x_1| < \varepsilon$ and $|x_2| > \gamma_1$). Note that $\partial V$ is again single valued, so

$$\mathcal{L}_F V(x) = \frac{\gamma_1}{\varepsilon} (x_2 + \gamma_1 S^c(x_1)) (x_2 + w_1 \cdot B_1)$$

$$+ (x_2 + \gamma_1 S^c(x_1)) \left( -\gamma_2 (x_2 + \gamma_1 \text{sgn}(x_1)) - \gamma_3 \text{sgn}(x_2 + \gamma_1 \text{sgn}(x_1)) + w_2 \cdot B_1 \right),$$

where we have used $S^c(x_1) = x_1/\varepsilon$.

Since

$$\text{sgn}(x_2 + \gamma_1 \text{sgn}(x_1)) = \text{sgn}(x_2)$$

and

$$\text{sgn}(x_2 + \gamma_1 S^c(x_1)) = \text{sgn}(x_2),$$

we can write

$$\mathcal{L}_F V(x) = -|x_2 + \gamma_1 S^c(x_1)||x_2| \left( \gamma_2 - \frac{\gamma_1}{\varepsilon} \right)$$

$$-|x_2 + \gamma_1 S^c(x_1)| \left( \gamma_3 + \gamma_1 \gamma_2 \text{sgn}(x_2) \text{sgn}(x_1) \right)$$

$$- \frac{\gamma_1}{\varepsilon} w_1 \text{sgn}(x_2) \cdot B_1 + w_2 \cdot B_1 \right).$$

Therefore,

$$\max \mathcal{L}_F V(x) \leq -|x_2 + \gamma_1 S^c(x_1)| \cdot$$

$$\left( |x_2| \left( \gamma_2 - \frac{\gamma_1}{\varepsilon} \right) + \gamma_3 - \gamma_1 \gamma_2 - \frac{\gamma_1}{\varepsilon} w_1 - w_2 \right).$$

In this case we have $|x_2 + \gamma_1 S^c(x_1)| \geq |x|_Q$, so we can write $\mathcal{L}_F V(x) \leq -W_3(x)$ with

$$W_3(x) = |x|_Q \cdot \left( |x_2| \left( \gamma_2 - \frac{\gamma_1}{\varepsilon} \right) + \gamma_3 - \gamma_1 \gamma_2 - \frac{\gamma_1}{\varepsilon} w_1 - w_2 \right).$$

We can finally establish (6) with

$$W(x) = \min \{W_1(x), W_2(x), W_3(x)\}. $$

By construction, the function $W$ inherits the continuity and positive definiteness of $W_i$, $i = 1, 2, 3$. We conclude, in accordance with Theorem 8, the stability of $\Omega_\varepsilon$ and the ultimate boundedness of the trajectories of (16). □

| $E$ | 76,480 [J/gmol] |
| $\rho c_p$ | 30,000 [J/L-K] |
| $V$ | 9 [L] |
| $\Delta H$ | $-500 \times 10^3$ [J/gmol] |
| $R$ | 8.314 [J/gmol-K] |
| $k_b$ | $1.25 \times 10^4$ |

**Table 1**

System parameters for the chemical reactor.

**Remark 13** The width of the set $Q$ can be made arbitrary small (at the cost of increasing the gains $\gamma_2$ and $\gamma_3$). Hence, the regulation of the output $y = x_1$ can be achieved, in theory, with an arbitrary precision. In practice, however, there exist bounds on the magnitude of the gains, which will restrict the actual precision of the controlled system.

### 4.3 Example, a chemical process (continued)

The chemical process described in Section 3 was simulated with three controllers:

**Sliding-mode control** $u \in -40 \text{Sgn}(5x_1 + x_2)$

**H-infinity control** $u = -70.43x_1 - 24.38x_2$

**Nested control**

$$u \in -10 \text{Sgn}(0.5 \text{Sgn}(x_1) + x_2) - 10 \cdot (0.5 \text{Sgn}(x_1) + x_2),$$

all three applied after feedback linearization. The second controller was obtained by minimizing the H-infinity norm of the transfer matrix from the disturbance $(\zeta_1, \zeta_2)$ to the virtual output $(10x_1, u)$. Note that, in a manner consistent with our problem statement, most of the weight of the virtual output is attributed to $x_1$, i.e., $x_2$ is not present and $u$ appears with a relatively low weight, only to ensure that the control problem is well posed. The linear control gain was computed by solving the corresponding Riccati equation.

The system parameters, taken from [32], are shown in Table 1. The objective was to regulate the concentration $C_2$ to the reference $C_{2d} = 0.2$. The incoming flow was set at $F_0 = 54$ [L/h]. The time-varying parameters are depicted in Figure 4. The regulation errors and control actions are shown in Figures 5 and 6, respectively. The smallest steady-state error results for the nested controller. For reference, the solutions are shown on the $x_1 - x_2$ plane (Figure 7), where the reaching, the sliding and the oscillating phases of the nested controller can be appreciated, as well as the fact that $x_1$ is ultimately bounded to a smaller region. This comparison analysis demonstrates that the nested controller may possess quite interesting properties, and is worth investigating further.

### 5 Discrete-time nested set-valued control

In this section we study the discrete-time counterpart of the nested controller introduced in Section 4. It has been shown in [15,17,19,20,12] that the adequate selection of
the values of a set-valued controller can substantially reduce the chattering effect. The main contributions of the aforementioned works rely on an implicit discretization scheme which, by using a nominal model of the closed loop, makes the selection of the values of the controller such that matched (or mismatched but vanishing) disturbances are compensated. The main theoretical assumption depends on the maximal monotonicity of the set-valued map defining the controller, which translates into a single-valued expression in terms of the current state [12]. It is worth mentioning that, in the case when the controller is not a maximal monotone operator, it is not possible (in general) to apply the results previously reported in the literature.

Roughly speaking, we will exploit the triangular structure (10) by applying a backstepping-like algorithm. The algorithms reported in [15,19,12] will be then used to yield a suitable discrete-time control law that exhibits much lower digital chattering than the ‘conventional’ explicit Euler discretization.

Consider the following discrete model for (10):

\[
\begin{align*}
  x_{1,k+1} &= x_{1,k} + h (x_{2,k+1} + \zeta_{1,k}) \\
  x_{2,k+1} &= x_{2,k} + h(u_k + \zeta_{2,k}) \\
  y_k &= x_{1,k} 
\end{align*}
\]

(29a) (29b) (29c)

where \( h = t_{k+1} - t_k > 0 \) represents the sampling period, considered fixed, and the notation \( f_{i,k} \) stands for \( f_i(t_k) \).

Now we go one step through the backstepping-like algorithm. We consider the virtual system

\[
\begin{align*}
  \tilde{x}_{1,k+1} &= x_{1,k} + h\nu_k + h\zeta_{1,k}
\end{align*}
\]

with virtual control input \( \nu_k \) and we consider its nominal version

\[
\tilde{x}_{1,k+1} = x_{1,k} + h\nu_k 
\]

(30)

We know that the set-valued control law

\[
\nu_k \in -\gamma_1 \text{Sgn}(\tilde{x}_{1,k+1})
\]

(31)

is well posed. In the discrete context, by well posed we mean that, for any given sequence \( x_{1,k} \):

\begin{enumerate}
  \item There exists sequences \( \tilde{x}_{1,k} \) and \( \nu_k \) satisfying (30) and (31) for all \( k \in \mathbb{N} \).
\end{enumerate}
ii) There is a unique selection for the control.

By item ii) we mean that, given $x_{1,k}$ at some $k \in \mathbb{N}$, there is one, and only one, $\nu_k$ that satisfies (30) and (31) simultaneously.

We also know that (30) and (31) allow for a suitable selection strategy that achieves the robust regulation of the virtual state $\tilde{x}_{1,k}$ to the origin in finite time for $\gamma_1 > 0$ sufficiently large, and that the system admits the Lyapunov function $V_1(x_1) = |x_1|$ (see, e.g., [15,19,12]). It is worth recalling that steering $\tilde{x}_{1,k}$ towards the origin implies that $|x_{1,k}| \leq hv_1$. Then we have the limit $x_{1,k} \to 0$ as $h \to 0$.

Next, we go one step further into the backstepping algorithm by considering the whole system (29) and the control law

$$ u_k = -\gamma_2(x_{2,k} - \nu_k) + \eta_k, $$

(32)

where $\nu_k$ is as in (30)-(31) and

$$ \eta_k \in -\gamma_3 \text{Sgn} (\tilde{x}_{2,k+1} - \nu_k) $$

(33)

$$ \tilde{x}_{2,k+1} = x_{2,k} + hv_k. $$

(34)

Note that (31)-(33) constitute the forward discretization of (14)-(15), where $\tilde{x}_{k+1}$ is used in place of $x_{k+1}$ because $x_{k+1}$ requires knowledge of $\zeta_k$.

Note also that (30)-(31) make the generalized equation

$$ 0 \in -\nu_k - \gamma_1 \text{Sgn} (x_{1,k} + hv_k) $$

with unknown $\nu_k$, and that (32)-(34) make

$$ 0 \in -\gamma_2(x_{2,k} - \nu_k) - u_k - \gamma_3 \text{Sgn} (x_{2,k} - \nu_k + hv_k) $$

with unknown $u_k$. We now study the well-posedness and stability of the closed-loop system (29)-(34). The use of the backstepping-like approach allows us to overcome the maximal monotonicity requirement by splitting the selection process in two steps. Namely, we first compute the selection of the values of $\nu_k$ by using (30)-(31). After that, we use (33)-(34) to compute the selection of $\eta_k$, considering $\nu_k$ fixed. The following lemma formalizes this.

**Lemma 14** The closed-loop system (29)-(34) is well posed. The unique selection of the control depends on the current state $x(t_k)$ only. Moreover, we have

$$ \dot{x}_{1,k+1} = J_S^{h\gamma_1}(x_{1,k}), $$

(35a)

$$ \dot{x}_{2,k+1} - \nu_k = J_S^{h\gamma_3}((1 - h\gamma_2)(x_{2,k} - \nu_k)), $$

(35b)

which in fact implies

$$ \nu_k = -\gamma_1 S^{h\gamma_1}(x_{1,k}) $$

(36a)

$$ \eta_k = -\gamma_3 S^{h\gamma_3}((1 - h\gamma_2)(x_{2,k} - \nu_k)). $$

(36b)

**PROOF.** Consider the subsystem described by (30)-(31). It can be rewritten as

$$ x_{1,k} \in (I + h\gamma_1 \text{Sgn}) (\tilde{x}_{1,k+1}). $$

Recalling the definition of the resolvent given by (18), it becomes evident that $x_{1,k+1} = J_S^{h\gamma_1}(x_{1,k})$. It follows from (30) that

$$ J_S^{h\gamma_1}(x_{1,k}) = x_{1,k} + hv_k, $$

from where we easily infer (36a) with the aid of (19).

Equations (35b) and (36b) follow mutatis mutandis by starting the argument with subsystem (33)-(34).

Therefore, the controller is non-anticipative and can be calculated at $t = t_k$ and applied on $|x_k, t_{k+1}|$ using (32), (36) and (21).

Once the well-posedness of the closed loop has been established, we turn to the study of the existence of a discrete-time sliding motion.

**Definition 15** We say that the closed-loop system (29)-(34) is in discrete-time sliding mode at time $k$ if

$$ \nu_k \in (-\gamma_1, \gamma_1) \quad \text{and} \quad \eta_k \in (-\gamma_3, \gamma_3). $$

Define the sliding set

$$ R = \{(x_{1,k}, x_{2,k}) \in \mathbb{R}^2 \mid \tilde{x}_{1,k+1} = 0, \tilde{x}_{2,k+1} - \nu_k = 0\}, $$

(37)

and note that the trajectories exhibit a sliding motion whenever $x_k \in R$. Also, by (35) and (20), we have

$$ R = \left\{ x \in \mathbb{R}^2 \mid |x_1| \leq h\gamma_1, \quad |x_2 + \gamma_1 S^{h\gamma_1}(x_1)| \leq \frac{h\gamma_3}{1 - h\gamma_2} \right\}. $$

(38)

The following lemma states conditions for the existence of a sliding regime.

**Lemma 16** Consider the closed-loop system (29)-(34) and fix $0 < h < 1$. The set $R$ in (38) is robustly positively
invariant, i.e., it is invariant in the presence of the disturbances $\zeta_i,k$, whenever the gains $\gamma_i$, $i = 1, 2, 3$ satisfy

\begin{align*}
 w_1 + hw_2 < \gamma_1 & \quad \text{(39a)} \\
 1 < \gamma_2 < \frac{1}{h} & \quad \text{(39b)} \\
 2\gamma_1 + hw_2 < \frac{h\gamma_3}{1 - h\gamma_2} & \quad \text{(39c)}
\end{align*}

**PROOF.** Assume that $(x_{1,k}, x_{2,k}) \in \mathcal{R}$ for some $k > 0$. We will show that $(x_{1,k+1}, x_{2,k+1}) \in \mathcal{R}$. From equations (29a), (30) and (34) we obtain

\[
x_{1,k+1} = \tilde{x}_{1,k+1} + h(\tilde{x}_{2,k+1} - \nu_k) + h\zeta_1,k + h^2\zeta_2,k,
\]

but, according to (37) and (39a),

\[
|x_{1,k+1}| \leq h(w_1 + hw_2) \leq h\gamma_1. \quad \text{(40)}
\]

On the other hand, from (29b) and (34) it follows that

\[
x_{2,k+1} - \nu_{k+1} = \tilde{x}_{2,k+1} + h\zeta_2,k - \nu_{k+1}
\]

so that

\[
|x_{2,k+1} - \nu_{k+1}| \leq |\nu_k - \nu_{k+1}| + hw_2.
\]

Finally, the bounds $|\nu_k - \nu_{k+1}| \leq 2\gamma_1$ and (39b) imply

\[
|x_{2,k+1} - \nu_{k+1}| \leq \frac{h\gamma_3}{1 - h\gamma_2}. \quad \square
\]

The following theorem depicts the limiting properties of the backstepping-like selection algorithm.

**Theorem 17** Consider the closed-loop dynamics given by (29)-(34). Let all the assumptions of Lemma 16 hold. Then, the region $\mathcal{R}$ in (38) is finite-time stable, that is, for any initial condition $x(0) \in \mathbb{R}^2$, the closed-loop system trajectories converge to $\mathcal{R}$ in a finite number of steps.

**PROOF.** Consider the regular candidate Lyapunov function

\[
V(k, x_k) = |\tilde{x}_{1,k+1}| + |\tilde{x}_{2,k+1} - \nu_k|.
\]

This function is positive definite with respect to $\mathcal{R}$. Note that proving $\tilde{x}_{1,k+1} \to 0$ and $\tilde{x}_{2,k+1} - \nu_k \to 0$ is equivalent to proving $(x_{1,k}, x_{2,k}) \to \mathcal{R}$. The difference $\Delta V_k(x) := V(x_{k+1}) - V(x_k)$ is

\[
\Delta V_k(x) = |\tilde{x}_{1,k+1} - \tilde{x}_{1,k+1}| + |\tilde{x}_{2,k+1} - \nu_{k+1}| - |\tilde{x}_{2,k+1} - \nu_k|,
\]

or

\[
\Delta V_k(x) = |J_S^{\gamma_1}(x_{1,k+1})| - |\tilde{x}_{1,k+1}|
\]

\[
+ |J_S^{\gamma_3}((1 - h\gamma_2)(x_{2,k+1} - \nu_{k+1}))|
\]

\[
- |\tilde{x}_{2,k+1} - \nu_k|. \quad \text{(41)}
\]

First we write $x_{k+1}$ as a function of $\tilde{x}_{k+1}$:

\[
x_{1,k+1} = \tilde{x}_{1,k+1} + h(\tilde{x}_{2,k+1} - \nu_k + \zeta_1,k) + h^2\zeta_2,k
\]

\[
x_{2,k+1} = \tilde{x}_{2,k+1} + h\zeta_2,k
\]

and then consider a comprehensive set of cases.

**Case 1** ($|x_{1,k+1}| \geq h\gamma_1$ and $|x_{2,k+1} - \nu_{k+1}| \geq \frac{h\gamma_3}{1 - h\gamma_2}$). Observe that, by (20),

\[
|x| \geq \varepsilon \implies |J_S^{\gamma_1}(x)| = |x| - \varepsilon,
\]

so that

\[
|J_S^{\gamma_1}(x_{1,k+1})| = |x_{1,k+1}| - h\gamma_1 \quad \text{(44a)}
\]

and

\[
|J_S^{\gamma_3}((1 - h\gamma_2)(x_{2,k+1} - \nu_{k+1}))| = (1 - h\gamma_2)|x_{2,k+1} - \nu_{k+1}| - h\gamma_3 \quad \text{(44b)}
\]

and the difference in $V$ satisfies

\[
\Delta V_k(x) = |x_{1,k+1}| - h\gamma_1 - |\tilde{x}_{1,k+1}|
\]

\[
+ (1 - h\gamma_2)|x_{2,k+1} - \nu_{k+1}| - h\gamma_3 - |\tilde{x}_{2,k+1} - \nu_k|.
\]

By applying (42) we can bound the difference as

\[
\Delta V_k(x) \leq -h(\gamma_1 - w_1 - hw_2)
\]

\[
- h(\gamma_2 - 1)|\tilde{x}_{2,k+1} - \nu_k|
\]

\[
- h\gamma_3 + (1 - h\gamma_2)(2\gamma_1 + hw_2), \quad \text{(45)}
\]

where we have made use of $|\nu_k - \nu_{k+1}| \leq 2\gamma_1$.

**Case 2** ($|x_{1,k+1}| \geq h\gamma_1$ and $|x_{2,k+1} - \nu_{k+1}| < \frac{h\gamma_3}{1 - h\gamma_2}$). Equation (44a) still holds. By (20), we have

\[
J_S^{\gamma_3}((1 - h\gamma_2)(x_{2,k+1} - \nu_{k+1})) = 0.
\]

Hence, equation (41) results in

\[
\Delta V_k(x) = |x_{1,k+1}| - h\gamma_1 - |\tilde{x}_{1,k+1}|
\]

\[
- |\tilde{x}_{2,k+1} - \nu_k|
\]

\[
\leq -h(\gamma_1 - w_1 - hw_2) - (1 - h)|\tilde{x}_{2,k+1} - \nu_k|. \quad \text{(46)}
\]
Case 3 ($|x_{1,k+1}| < h\gamma_1$ and $|x_{2,k+1} - \nu_{k+1}| \geq \frac{h\gamma_2}{1-h\gamma_2}$).

Equation (44b) holds and $J_{8\gamma_1}(x_{1,k+1}) = 0$. Hence,

$$
\Delta V_k(x) \leq -|\tilde{x}_{1,k+1}| + h\gamma_2|\tilde{x}_{2,k+1} - \nu_k| - h\gamma_3 + (1 - h\gamma_2)(2\gamma_1 + hw_2) . \quad (47)
$$

Case 4 ($|x_{1,k+1}| < h\gamma_1$ and $|x_{2,k+1} - \nu_{k+1}| < \frac{h\gamma_3}{1-h\gamma_2}$).

Both resolvents are zero, so

$$
\Delta V_k(x) = -|\tilde{x}_{1,k+1}| - |\tilde{x}_{2,k+1} - \nu_k| . \quad (48)
$$

It is not difficult to verify that the inequalities (39) imply that $\Delta V_k(x) \leq 0$ in all cases (45)-(48). Moreover, $\Delta V_k(x)$ is bounded away from zero outside $\mathcal{R}$ (Cases 1-3), so $\mathcal{R}$ is attained in finite time. \hfill \Box

5.1 Example, a chemical process (continued)

In this section we illustrate the performance of the controller applied to the chemical reactors described in previous sections. The simulations of the closed-loop system (13), (12), (32) were carried out using a zero-order hold as interface between the discrete-time controller and the continuous-time plant.

An advantage of the implicit discretization approach is the possibility to use relatively large sampling periods without deteriorating the performance significantly (this has been confirmed experimentally in, e.g., [20]). Allow us then to set $h = 1.8$ min and the gains

$$
\gamma_1 = 0.5 , \quad \gamma_2 = 10 \quad \text{and} \quad \gamma_3 = 10 .
$$

Figure 8 shows the time evolution of the regulation error $x_1$, of $x_2$ and the control input. It can be seen that $x_2$ compensates for $\zeta_1$ (cf. the perturbation in Figure 4). There is an initial control peak which takes $x$ to the set defined by $0 \in \Xi(x)$. Afterwards, the control compensates for $\zeta_2$ while steering $x_2$ to the trajectory that compensates for $\zeta_1$. There are some additional peaks that correspond to the sudden transitions that $x_2$ requires to compensate for $\zeta_1$. The overall strategy keeps $x_1$ practically at zero.

For comparison purposes, the same plant with the same parameters, was simulated using the explicit discretization

$$
\dot{u}_k = -10 \text{sgn} (x_{2,k} + 0.5 \text{sgn}(x_{1,k})) - 10 \cdot (x_{2,k} + 0.5 \text{sgn}(x_{1,k})) . \quad (49)
$$

The results are shown in Figure 9. Equation (49) lacks a selection strategy based on the information available at time $t_k$, which explains the noticeable increase in chattering in the input and in the regulation variable.

6 Discussion

The key issue when discretizing the control law (14) is the interplay between controller gains, sampling time and regularization of the signum function, and this is where the main contribution of the paper resides. In the traditional approach, the controller in continuous time is first regularized and then discretized. The reader familiar with this approach could argue that the control law (49) can yield roughly the ‘same level’ of chattering as the implicit scheme by properly regularizing the signum function in continuous time. This argument is only partially true because, on one hand, an arbitrary regularization does not guarantee the reduction of chattering and, on the other hand, a correct tuning of the regularization (saturation or sigmoid or else) may be quite a difficult task, even in the simplest case of first-order
SMC with a single sliding surface [20, Section 3.2.6], [4, Section II.B]. Namely, the smoothness of the control law depends on the required gains and the sampling period and, to the best of the authors knowledge, there is no systematic procedure for choosing the appropriate regularization based on these parameters, just trial and error by simulation. In the implicit method the regularization is not performed in continuous time, it is performed after the system has been discretized. As a result, the regularized control (32) with (36a) and (36b) is set with concrete parameters depending on the sampling period and the controller gains.

Finally, it is worth commenting on the plant’s implicit/explicit discretization (29). Suppose that we fix the gains $\gamma_i$. Then, the model is consistent with (10) in the sense that, given the boundedness of the discrete solutions of (29), (32), (36), uniformly on $h$, it is not difficult to show that these converge to a solution of (16) as $h$ goes to zero. The proof follows along the lines of [21, Theorem 6]. Fixing the gains and taking the limit $h \to 0$ entails of course the loss of the discrete sliding motion but, as above, rejection of the unmatched disturbance is preserved without noticeable chattering.

7 Conclusions and further work

A set-valued nested controller was proposed. The controller ensures the robust regulation of the output in the presence of non-vanishing mismatched disturbances. The implemented controller uses an implicit discretization together with a backstepping-like algorithm for the selection of the control values. The proposed selection strategy exhibits a much better performance when compared with the explicit discretization.

Nonsmooth Lyapunov functions are proposed for continuous and discrete time. Set-valued analysis then provides a relation between the gains and the compact set to which the system trajectories ultimately converge. The gains can then be tuned in a simple but effective fashion.

A possible future direction is the study of integral nested controllers which would eliminate the reaching phase, i.e., the period of time taking place before the state enters $R$. This would avoid the large initial peaks displayed by the control input. Also, the methodology could be extended to systems of relative degree higher than two.
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