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This paper tackles the stabilization of periodic orbits of nonlinear discrete-time dynamical systems with chaotic sets. The problem is approximated locally to the stabilization of linear time-periodic systems and the theory of modern control is applied to the Prediction-Based Control, resulting in a new control law. Using numerical simulations, this control law was analyzed and compared with an optimal Delayed Feedback Control evidencing its advantages in theoretical and practical aspects.

Keywords: Prediction-Based Control; Delayed Feedback Control; Periodic Orbits; Floquet Stability; Discrete-Time Systems.

1. Introduction
Stabilization of periodic orbits consists in changing the stability of an existing unstable periodic solution of a dynamical system. The stabilizing methods take advantage of the existing unstable solution to obtain a stable periodic solution using low feedback control effort. The methods can be applied to oscillatory systems where one of the performance requirements is a periodic oscillation.

Persistent oscillations are observed in many engineering problems, for example, attitude control in aerospace engineering [Mesquita et al., 2008], flutter in aeronautical engineering [Fung, 2002], shimmy in automotive and aeronautics engineering [Zhuravlev & Klimov, 2010], power electronics in electrical engineering [Turci et al., 2009] and physiological oscillations (heart-beating, for example [Schmitt & Ivanov, 2010]).
2007]) in biomedical engineering. Oscillations are also observed in other areas, for example, ecology [Fussmann et al., 2000] and economy [Chian et al., 2006].

Persistent oscillations are characteristic of non-linear systems with chaotic sets in their state space. In fact, if there is a chaotic set in the n-dimensional state space, it is known that the chaotic set is composed by an infinite number of unstable periodic orbits (UPO) and the number of UPOs per discrete period \( p \) increases exponentially with \( p \) [Cvitanović, 1988; Franceschini et al., 1993].

Ott et al. [1990] proposed to stabilize the UPOs embedded in the chaotic sets, namely chaos control, by small time-dependent parametric perturbations. Chaos control aims at eliminating steady state chaotic behaviour with low control effort resulting in a stable periodic oscillation. For practical applications, low control effort means reduction in actuators power, resulting in lower financial costs and increasing the equipment life-time. Although, the required parametric perturbations reduces the set of systems that the method can be applied.

Pyragas [1992] introduced the Delayed Feedback Control (DFC), a chaos control method based on state-feedback that presents the advantages of the previous one without the required parametric perturbations. Although, the DFC has also some limitations proofed for discrete-time systems, the odd-number limitation [Ushio, 1996; Yamamoto et al., 2001, 2002; Zhu & Tian, 2005] and the impossibility to control orbits with longer periods [Zhu & Tian, 2005], i.e., with larger Floquet exponent or equivalent, larger eigenvalue in the expanding (unstable) direction [Franceschini et al., 1993].

The Prediction-Based Control (PBC) was proposed by Ushio & Yamamoto [1999] as an alternative to overcome the DFC limitations, maintaining its advantages. It uses the value of the state one period ahead, computed along the trajectories of the free system response as reference for the control signal.

We propose some contributions to the PBC method based on the link between chaos control and modern control theories applied and developed by control systems engineering [Sanjuan & Grebogi, 2010; Sontag, 1998; Bittanti & Colaneri, 2009]. For that we basically consider that the stabilization of a periodic orbit of a non-linear chaotic system can be recast as the stabilization of a linear time-periodic system. This linear system is obtained linearising the trajectories in the close vicinity of the periodic orbit and using Floquet stability theory for local orbit stability analysis. The stabilized orbits shown in this manuscript are all associated to chaotic sets, but the stabilizing methods developed can be applied to any existing UPO of an autonomous/non-autonomous discrete-time nonlinear system.

The following practical and theoretical aspects are of special concern in this contribution:

- Control systems performance specifications include transient and steady state behavior. In general, chaos control methods use the ergodicity of chaotic attractors to achieve stabilization of periodic orbits with low control effort and the drawback of large transient time [Ott et al., 1990]. We present a new PBC law based on improved sufficient stability conditions using Floquet theory [Chagas et al., 2010b,a] (see Section 2.1). This control law applied to the PBC results a control method similar to dead-beat control developed for linear discrete-time systems [Grasselli & Lampariello, 1981]. Dead-beat main characteristic is the fast transient time, allowing the PBC strategy to accommodate transient specifications, possibly increasing control effort (see Sections 2.2 and 3);
- The new PBC law proposed does not depend on previous knowledge about the UPO position, avoiding the common problem of finding the target UPO before analytically designing of the control parameters for application. It also does not require the experimental process, suggested for the DFC [Pyragas, 1992], for tuning the control parameter. In fact, it can also be used for finding UPOs, similar to the Newton-Raphson method [Parker & Chua, 1989] (see Sections 2.2, 3.1.1 and 3.2.1);
- Chaos control methods based on state feedback, as PBC and DFC, generally consider that all the state variables are available and the system is fully actuated [Sontag, 1998]. In practice some state variables may not be directly accessible for measurement and/or the system may be under actuated. Here we propose a control law that deals with a class of systems that are not fully actuated (see Sections 2.3 and 3.4);
- The PBC uses as reference the predicted state of the free system response for one target orbit period ahead. The main drawback of the PBC is the necessity of the prediction model for application and also the dependence on its precision. Methods to deal with these problems can be found in the literature of
Model Predictive Control and Robust Control. Here we present a brief numerical robustness analysis for the new PBC law for the case of parametric uncertainty in the prediction model (see Section 3.3).

The new PBC law proposed was compared using numerical experiments with an optimal DFC applied to discrete-time systems [Chagas et al., 2012; Huijberts et al., 2009].

1.1. Problem statement

Consider the following discrete-time dynamical system:

\[ x_{k+1} = f(k, x_k, u_k), \quad x_0 \text{ given} \]  

(1)

where \( x : \mathbb{N} \rightarrow \mathbb{R}^n, u : \mathbb{N} \rightarrow \mathbb{R}^m, k, m, n \in \mathbb{N} \) and \( f : \mathbb{N} \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) is a \( p \)-periodic function with respect to time \( k \), i.e., by definition

\[ \forall k \in \mathbb{N}, \quad \forall x \in \mathbb{R}^n, \quad \forall u \in \mathbb{R}^m, \quad f(k + \Delta, x, u) = f(k, x, u). \]  

(2)

We assume moreover the existence of a \( p \)-periodic solution \( x^*_k \) to the free system (1), i.e., the system obtained for \( u \equiv 0 \). In other words

\[ \forall k \in \mathbb{N}, \quad x^*_{k+p} = x^*_k \]  

(3)

and

\[ \forall k \in \mathbb{N}, \quad x^*_k = f(k, x^*_k, 0_m). \]  

(4)

We assume that this periodic solution is unstable. Our ultimate objective is to synthesize periodic feedback laws \( u_k(x_k) \) that stabilize it, i.e., such that

\[ \forall k \in \mathbb{N}, \quad \forall x \in \mathbb{R}^n, \quad u_{k+p}(x) = u_k(x) \]

and such that \( x^* \) is a stable solution of the closed-loop system

\[ x_{k+1} = f(k, x_k, u_k(x_k)) \]  

(5)

with \( u : \mathbb{N} \times \mathbb{R}^n \rightarrow \mathbb{R}^m \) designed latter. Notice that, when the open-loop system (1) and the feedback are periodic with respect to time \( k \), the same is true for the closed-loop system (5).

The control signal \( u \) used in this work has to satisfy,

\[ u_k(x^*_k) = 0, \quad k \geq 0. \]  

(6)

That is, on the periodic orbit the control effort is zero and the unstable periodic solution \( x^*_k \) of \( f(k, x_k, 0) \) is a stable periodic solution of \( f(k, x_k, u_k(x_k)) \).

2. Prediction based control (PBC)

This method was proposed by Ushio & Yamamoto [1999] as an alternative to the DFC due to its odd number limitation [Ushio, 1996; Yamamoto et al., 2001, 2002; Zhu & Tian, 2005]. It uses a control signal defined by

\[ u_k(x_k) = K_k(x_k) (\varphi(k + p, k, x_k, 0) - x_k), \]  

(7)

where \( \varphi(k_1, k_0, x, 0) \) is the value at time \( k_1 \) of the state of (5) with \( x_{k_0} = x \) and \( u_k = 0 \), \( k_0 \leq k \leq k_1 \). In other words, \( \varphi(k_1, k_0, x, 0) \) is the value at time \( k_1 \) of the state along the trajectory departing from \( x \) at time \( k_0 \) of the free system (\( u_k \equiv 0 \)).

A constant control gain \( K \), designed using \( x^*_k \), for the PBC is used in [Ushio & Yamamoto, 1999; Morgül, 2009; Boukabou & Mansouri, 2007]. A time varying control gain defined for the target UPO, \( K_k(x^*_k) \), was proposed in [Hino et al., 2002]. The PBC applied via pulse-based control is presented in [Liz & Pötzsche, 2014].
2.1. Stabilization of periodic orbits by the PBC

The stabilization of a periodic orbit of a non-linear system can be recast as the stabilization of a linear time-periodic system. This linear system is obtained linearising the trajectories in the close vicinity of the periodic orbit and its stability can be analyzed using the Floquet stability theory. Thus, the local stability of the periodic orbit of the non-linear system is defined by the stability of the associated linear system.

Consider the non-linear discrete-time dynamical system described by (5) and the existence of the hyperbolic periodic orbit \( x^* \) of period \( p \in \mathbb{N} \). The goal here is stabilizing the UPO \( x^* \) of (1) subjected to the control restriction (6). The transition from \( x_k \) to \( x_{k+p} \) of (5) is defined by the closed-loop state transition map.

\[
x_{k+p} = \varphi(k + p, k, x_k, u_k(x_k)).
\]

On the periodic orbit, condition (6) guarantees that any \( p \)-periodic orbit that satisfies (2) is also a \( p \)-periodic orbit of (8). Then,

\[
x^*_{k+p} = x^*_k = \varphi(k + p, k, x^*_k, u_k(x^*_k)) = \varphi(k + p, k, x^*_k, 0).
\]

The matrix

\[
\Psi_k = \nabla_x\varphi(k + p, k, x, u_k(x))|_{x=x^*_k}
\]

is the monodromy matrix associated to the orbit \( x^* \) of the closed-loop discrete-time system (5). The stability of the periodic orbit of (5) is related to the spectrum of the monodromy matrix, being stable if all the eigenvalues (Floquet characteristic multipliers [Bittanti & Colaneri, 2009]) have modulus less than or equal to 1.

According to (5) and (7), the closed-loop discrete-time dynamical system controlled using the PBC is defined by

\[
x_{k+1} = \varphi(k + 1, k, x_k, u_k(x_k)) = f(k, x_k, K_k(x_k)(\varphi(k + p, k, x_k, 0) - x_k)).
\]

In the sequel, for any \( x \in \mathbb{R}^n \) and \( K \in \mathbb{R}^{q \times n} \), \( q \in \mathbb{N} \), we use the notation

\[
\psi(k, x, K) \triangleq f(k, x, u_k(x)), \quad u_k(x) = K(\varphi(k + p, k, x, 0) - x).
\]

The first step for obtaining a sufficient stability condition for periodic orbits is to calculate the monodromy matrix \( \Psi_k \). This task, for the closed-loop system, is done according to the proposed Lemma 1.

**Lemma 1.** For any \( p \)-periodic point \( x^*_k, k, p \in \mathbb{N} \), of the trajectory \( x^* \) of the closed-loop system (10), one has

\[
\Psi_k = \prod_{l=0}^{p-1} \nabla_x\psi(k + l, x, K_{k+l}(x^*_k+l))|_{x=x^*_k+l}
\]

and the matrices in the product are ordered from right to left for increasing indices \( l \).

**Proof.** See Appendix A. ■

The interest of formula (12) is that no derivative of \( K_k(x_k) \) with respect to \( x_k \) appears in the right-hand side. Thus, Lemma 1 provides a simplification in the computation of the monodromy matrix spectrum: as indicated by (12), the dependence of the gain with respect to the state does not modify the Jacobian \( \nabla_x\psi(k, x, K_k(x)) \) in the points of the periodic orbit.

The simplification provided by the Lemma 1 is used in the Theorem 1 to define a sufficient stability condition for a periodic orbit of (10).

**Theorem 1.** Assume the Jacobian \( \nabla_x\psi(k, x, K_k(x^*_k)) \)|\( x=x^*_k \) of the system (10) is zero at least for one point of the periodic orbit \( x^*_k \). Then, the periodic orbit \( x^* \) is locally exponentially stable.
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Theorem 1 reduces the problem of the stabilization of periodic orbits of discrete-time dynamical system controlled by the PBC to the problem of leading the Jacobian of one point of the orbit to zero (matrix composed by zeros) with the simplification provided by Lemma 1. The next step is to define a gain matrix \( K_k(x_k) \) that leads to the desired result.

Note that the result shown in the Theorem 1 sets not only the eigenvalues of the monodromy matrix equal zero, but the entire matrix is equal to zero. This results in the cancellation of the linearized dynamics around the periodic orbit. Setting all the eigenvalues of the monodromy matrix to zero is characteristic of dead-beat controllers and leads do finite-time convergence for linear dynamics [Grasselli & Lampariello, 1981]. However, applying this result, as we do here, to the linearized dynamics around the periodic orbit does not ensure finite-time convergence of the trajectories of the nonlinear system towards the latter.

2.2. Stabilizing control laws: The invertible input matrix case

Theorem 2. If the input matrix \( \nabla_u f(k, x, u) \) is invertible for \( x = x_k^* \) and \( u = u_k(x_k^*) \) and the linear map that describes the evolution of a perturbation in the close vicinity of a trajectory of system (10) for \( u_k(x_k) = 0 \) is hyperbolic, then there exists a control gain \( K_k(x_k) \) that satisfies Theorem 1.

Proof. See Appendix A. ■

Invertible \( \nabla_u f(k, x, u) \) matrix is typically the case for systems such that

\[
x_{k+1} = g(k, x_k) + u_k,
\]

where \( x \) and \( u \) are vectors of the same dimension and the systems can be fully actuated.

The values of \( K_k(x_k) \) selected in the sequel will be shown to fulfill Theorem 2.

- **Control law CL1.** \( K(x_0^*) \) is a constant matrix defined by:

\[
K(x_0^*) = - (\nabla_u f(0, x_0^*, u)|_{u = u_0(x_0^*)})^{-1} \nabla_x f(0, x, u_0(x_0^*))|_{x = x_0^*} (\nabla_x \varphi(p, 0, x, 0) - I_n)^{-1}|_{x = x_0^*}.
\]

This results in a linear time-invariant control law whose determination also depends upon the UPO knowledge.

- **Control law CL2.** \( K_k(x_k^*) \) is a time-varying matrix defined for each time \( k \in \mathbb{Z} \) by:

\[
K_k(x_k^*) = - (\nabla_u f(k, x_k^*, u)|_{u = u_k(x_k^*)})^{-1} \nabla_x f(k, x, u_k(x_k^*))|_{x = x_k^*} (\nabla_x \varphi(k + p, k, x, 0) - I_n)^{-1}|_{x = x_k^*},
\]

This results in a linear time-periodic control law whose determination depends also upon the UPO knowledge.

CL1 or CL2 require the exact knowledge of the UPO for the design of the control gain. A similar control law for dimension-1 discrete-time systems is applied in [Hino et al., 2002], here CL1 and CL2 are provided for \( n \)-dimensional systems.

Application of CL1 or CL2 necessitates to define which of the orbit points is the point \( x_0^* \). A possible choice is to take \( x_0^* \) as the point of the cycle minimizing the distance from \( x_0 \).

- **Control law CL3.** \( K_k(x_k) \) is given as

\[
K_k(x_k) = - (\nabla_u f(k, x_k, u)|_{u = u_k(x_k)})^{-1} \nabla_x f(k, x, u_k(x_k))|_{x = x_k} (\nabla_x \varphi(k + p, k, x, 0) - I_n)^{-1}|_{x = x_k}.
\]

Contrary to CL1 and CL2, the choice CL3 does not require any knowledge on the UPO (except the period \( p \)). The calculus of \( K_k(x_k) \) depends only on the actual state of the trajectory.
One advantage of CL3 is the fact that it avoids the necessity of finding the UPO before stabilizing it. Another advantage is that, when designing the control gain for CL1 or CL2 (or any other control method that depends on UPO knowledge), errors in the UPO approximation lead to less accurate control gains. The PBC with CL3 can be applied to find (or refine, for inaccurate approximations) UPOs when using other control methods.

The three control laws satisfy the condition of Theorem 2, this implies that the proposed control laws result in the suppression of the linearised dynamics (perturbation) around the periodic orbit \( \Psi_k = 0 \). This is done canceling the linearised dynamics at, at least, one point of the orbit \((\nabla_x \psi(k, x, K_k(x^*_k)))|_{x=x_k^*} = 0\) and depends on the exact knowledge of \(f(k, x_k, u_k(x_k))\) for the calculation of \(\nabla_x f(k, x, u_k(x_k))\) and the future state. Model-plant mismatch results in \(\Psi_k \neq 0\) and a brief robustness analysis of the control methods based on simulation is presented in Section 3.3.

### 2.3. Stabilizing control laws: The non-invertible input matrix case

The control laws proposed in Section 2.2 are limited to systems described by (1) that present an invertible input matrix \(\nabla_u f(k, x_k, u)\). Most of the chaos control methods consider this matrix equal to the identity and it is omitted [Sanjuán & Grebogi, 2010]. Although, in the control system literature it is called input matrix and models how control effort is applied to the state variables [Sontag, 1998]. Here we provide alternatives for a non-invertible \(\nabla_u f(k, x_k, u) : \mathbb{N} \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^{n \times m}\) with \(K_k(x_k) : \mathbb{N} \times \mathbb{R}^n \rightarrow \mathbb{R}^{m \times n}\), \(m \leq n, m,n \in \mathbb{N}\), in the special case of single input systems, i.e., for \(m = 1\).

Note that condition (A.1) (required in the proof of Theorem 1, Appendix A) may be unsatisfiable for non-invertible \(\nabla_u f(k, x_k, u)\) and the Theorem 1 is not applicable (Lemma 1 is still valid).

For the cases where the condition (A.1) can not be satisfied we provide the control law (17) below with a non-linear time-varying control gain \(K_k(x_k)\) that may be applied making the Floquet multipliers of the controlled orbit equal to zero. The monodromy matrix is not necessarily 0\(n\), but this control law is equivalent to CL3, in the sense that the Floquet multipliers are equal to 0, while no previous knowledge about the UPO is required. The main requirement to apply the result we are about to state (Theorem 3 below) is the existence of a given change of basis transforming, at any frozen time, the system linearised around the periodic orbit in its controllable canonical form. This condition is equivalent to controllability in linear time-invariant system theory [Sontag, 1998].

**Theorem 3.** Given the matrices

\[
\begin{align*}
A_k(x_k) &= \nabla_x f(k, x, u_k(x_k))|_{x=x_k} \\
B_k(x_k) &= \nabla_u f(k, x_k, u)|_{u=u_k(x_k)}
\end{align*}
\]

associated to system (10) with scalar input signal \(u_k(x_k)\), assume that:

(a) the unstable p-periodic orbit \(x_k^*\) of system (1) is hyperbolic;
(b) for any \(k \geq 0\) and for any \(x_k\), the pair \((A_k(x_k), B_k(x_k))\) is controllable;
(c) there exists a constant (with respect to \(k\)) transformation matrix \(T\) that transforms \((A_k(x_k), B_k(x_k))\) into the controllable canonical form \((TA_k(x_k)T^{-1}, TB_k(x_k))\).

Then it is possible to set to zero all the Floquet multipliers of \(x_k^*\) for system (10) using the time-varying control gain vector \(K_k(x_k)\) defined by

\[
K_k(x_k) = [0_{1 \times n-1} \ 1] \left( T^{-1} N - \nabla_x f(k, x, u_k(x_k))|_{x=x_k} \right) \left( \nabla_x \varphi(k + p, k, x, 0)|_{x=x_k} - I_n \right)^{-1}
\]

where \(N\) is the nilpotent matrix defined as

\[
N_{i,j} = \begin{cases} 
1, & \text{if } j = i + 1, \\
0, & \text{otherwise}.
\end{cases}
\]

**Proof.** See Appendix A. ■
Table 1. Points and respective values of the control gain for the stabilized UPO of Figure 1(a).

<table>
<thead>
<tr>
<th>Time</th>
<th>$k$</th>
<th>$k + 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_k^*$</td>
<td>0.90451</td>
<td>0.34549</td>
</tr>
<tr>
<td>$K_k(x_k^*)$</td>
<td>-0.64721</td>
<td>0.24721</td>
</tr>
</tbody>
</table>

3. Numerical results

This section is divided in four subsections. We compare the three control laws proposed for the PBC shown in the Section 2.2 using the Logistic map as case study in the first part (Section 3.1). We compare the PBC with the proposed CL3 with the DFC using as case study the Hénon map in the second part (Section 3.2). The DFC gain is tuned minimizing the modulus of the Floquet multipliers of the controlled orbits. A brief numerical robustness analysis of the PBC with CL3 and the DFC for the system subject to parametric uncertainty is done in the third part (Section 3.3). The fourth part is dedicated to the non-invertible input matrix case (Section 3.4).

3.1. **Comparison of the Prediction-Based Control laws**

The proposed control laws for the PBC are applied to the Logistic map. The proposed laws were developed for $n$-dimensional discrete-time systems, but a system of dimension $n = 1$ simplifies the numerical analysis and the comparison among the three control laws.

**The Logistic map:**

The closed-loop Logistic map is given by

$$x_{k+1} = g(x_k) + u_k(x_k),$$

where $x : \mathbb{N} \rightarrow \mathbb{R}$ and $u : \mathbb{N} \times \mathbb{R} \rightarrow \mathbb{R}$. The function $g$ is given by

$$g(x) = rx(1 - x),$$

for a given parameter $r \in \mathbb{R}$. The control signal is

$$u_k(x) = K_k(x)(\varphi(k + p, k, x, 0) - x)$$

where here $\varphi(k + p, k, x, 0) = g^p(x)$ and $K : \mathbb{N} \times \mathbb{R} \rightarrow \mathbb{R}$.

3.1.1. **Applying CL3 and finding UPOs**

The first step is applying CL3 because there is not the necessity of any knowledge about the target UPO position. We use CL3 to find the UPOs and CL1 and CL2 gains. Note that UPOs of the Logistic map can be found analytically, but CL3 simplifies the search.

CL3 applied to different values of the parameter $r$, initial condition $x_0$ and UPO period $p$ of the Logistic map is shown in Figure 1. In Figure 1(a) a 2-periodic orbit is stabilized for $r = 4$ and initial condition $x_0 = 0.48$ resulting in $K_k(x_k^*)$ shown in Table 1. In Figure 1(b) a 3-periodic orbit is stabilized for $r = 4$ and initial condition $x_0 = 0.69$ resulting in $K_k(x_k^*)$ shown in Table 2. In Figure 1(c) a 5-periodic orbit is stabilized for $r = 4$ and initial condition $x_0 = 0.57$ resulting in $K_k(x_k^*)$ shown in Table 3. In Figure 1(d) a 6-periodic orbit is stabilized for $r = 3.65$ and initial condition $x_0 = 0.52$ resulting in $K_k(x_k^*)$ shown in Table 4. The figure shows the evolution of the state $x_k$ and the control effort $u_k(x_k)$.

The first characteristic observed in the proposed scheme is the fast convergence of the trajectory to the vicinity of the target UPO. We consider that the UPO is stabilized when $|u_k(x_k)| < 10^{-10}$, remaining below this threshold for the following $k$. The Figure 1(d) can be compared to [Morgül, 2009, Fig. 5], where the convergence is achieved for $k$ between 100 and 200 and using a larger control effort for the same conditions.
Fig. 1. Example of the evolution of the state $x_k$ and the control effort $u_k(x_k)$ for the Logistic map controlled using CL3: (a) $r = 4$, $x_0 = 0.48$ and $p = 2$; (b) $r = 4$, $x_0 = 0.69$ and $p = 3$; (c) $r = 4$, $x_0 = 0.57$ and $p = 5$; (d) $r = 3.65$, $x_0 = 0.52$ and $p = 6$.

Table 2. Points and respective values of the control gain for the stabilized UPO of Figure 1(b).

<table>
<thead>
<tr>
<th>Time</th>
<th>$k$</th>
<th>$k + 1$</th>
<th>$k + 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_k$</td>
<td>0.18826</td>
<td>0.61126</td>
<td>0.95048</td>
</tr>
<tr>
<td>$K_k(x_k)$</td>
<td>-0.35628</td>
<td>0.12716</td>
<td>0.51484</td>
</tr>
</tbody>
</table>

Table 3. Points and respective values of the control gain for the stabilized UPO of Figure 1(c).

<table>
<thead>
<tr>
<th>Time</th>
<th>$k$</th>
<th>$k + 1$</th>
<th>$k + 2$</th>
<th>$k + 3$</th>
<th>$k + 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_k$</td>
<td>0.57116</td>
<td>0.97975</td>
<td>0.79373$\times 10^{-1}$</td>
<td>0.29229</td>
<td>0.82743</td>
</tr>
<tr>
<td>$K_k(x_k)$</td>
<td>-0.17250$\times 10^{-1}$</td>
<td>-0.11630</td>
<td>0.10197</td>
<td>0.50353$\times 10^{-1}$</td>
<td>-0.79377$\times 10^{-1}$</td>
</tr>
</tbody>
</table>

Table 4. Points and respective values of the control gain for the stabilized UPO of Figure 1(d).

<table>
<thead>
<tr>
<th>Time</th>
<th>$k$</th>
<th>$k + 1$</th>
<th>$k + 2$</th>
<th>$k + 3$</th>
<th>$k + 4$</th>
<th>$k + 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_k$</td>
<td>0.90983</td>
<td>0.29944</td>
<td>0.76568</td>
<td>0.65486</td>
<td>0.82497</td>
<td>0.52704</td>
</tr>
<tr>
<td>$K_k(x_k)$</td>
<td>-0.54423</td>
<td>0.26633</td>
<td>-0.35281</td>
<td>-0.20564</td>
<td>-0.43154</td>
<td>-0.35909$\times 10^{-1}$</td>
</tr>
</tbody>
</table>

3.1.2. **Comparing the three control laws by convergence rate and control effort**

The transients of $u_k(x_k)$ for trajectories converging to the target UPOs for the three control laws are compared on Figure 2. The examples refer only to stabilized orbits of period $p$, as there are control gains that make trajectories controlled by CL1 and CL2 diverge to infinity or converge to fixed points or periodic
Table 5. Points and respective values of the control gain for one of the stabilized UPO of Figure 4.

<table>
<thead>
<tr>
<th>Time</th>
<th>k</th>
<th>k + 1</th>
<th>k + 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x_k^*$</td>
<td>$x_{k+1}^*$</td>
<td>$x_{k+2}^*$</td>
</tr>
<tr>
<td></td>
<td>0.41318</td>
<td>0.96985</td>
<td>0.11698</td>
</tr>
<tr>
<td></td>
<td>$K_k(x_k^*)$</td>
<td>$7.7177 \times 10^{-1}$</td>
<td>$-0.41764$</td>
</tr>
</tbody>
</table>

orbits that do not correspond to a solution of the free system (19) (situation that also occurs for the DFC). In Figure 2(a) a 2-periodic orbit is stabilized for $x_0 = 0.48$, the control gain used for CL2 is the one obtained in the simulation of Figure 1(a) and the control gain used for CL1 is $K = 0.24721$. In Figure 2(b) a 5-periodic orbit is stabilized for $x_0 = 0.6469$, the control gain used for CL2 is the one obtained in the simulation of Figure 1(c) and the control gain used for CL1 is $K = -0.17250 \times 10^{-1}$.

The trajectories shown in the Figure 2 make explicit the fact that, if the stabilization succeeds, the convergence for CL3 is faster than the convergence for the other two control laws. This is better evidenced for trajectories with initial conditions farther from the target UPO.

Fig. 2. Comparison among the control effort $u_k(x_k)$ transient of trajectories converging to stabilized orbits of the Logistic map using the three control laws (legend in the figure) for $r = 4$: (a) $x_0 = 0.48$ and $p = 2$; (b) $x_0 = 0.6469$ and $p = 5$.

3.1.3. Comparing the three control laws by basins of attraction

The comparison among the control laws is completed by the size of the basins of attraction (BA) of the stabilized orbits. The BAs here are the set of initial conditions that converge to a specific periodic orbit of the closed-loop system. The BAs of stabilized period-2 orbits are shown in the Figure 3 and period-3 are shown in the Figure 4. The different control laws are represented in the sub-figures (a), (b) or (c) of each figure. In Figures 3(c), 4(b) and 4(c), the BAs obtained for different control gains are divided in the vertical axis. The Logistic map has only one period-2 orbit for $r = 4$ and the control gain on the orbit was obtained in the simulation of Figure 1(a). This results in two different gains for CL1. There exists two period-3 orbits for $r = 4$ with two different values of $K_k(x_k^*)$ (two sets of control gains for CL2), the first is the one obtained in the simulation of Figure 1(b) (Table 2) and the other is $K_k(x_k^*)$ shown in Table 5. This results in six different control gains for CL1.

The basins of attraction of the fixed points (FP: period-1 orbits) are shown for $p = 2$ and $p = 3$ when using CL3, the other control laws do not stabilize fixed points when applying $p \neq 1$. The BAs of the orbit with period divisor of $p$ decrease in length for higher values of $p$. Another phenomenon observed when

There may exist $p$-periodic orbits of the closed-loop system that are not $p$-periodic orbits of the free system. However, the occurrence of this phenomenon is detected when $u_k(x_k)$ does not converge to zero. This contrasts with the DFC, where $p$-periodic orbits of the closed-loop and the free system are exactly the same.
increasing \( p \) (see Figure 5) is that more orbits are stabilized, decreasing their individual BAs, but increasing the length of the set of the BAs of all stabilized orbits. This occurs due to the exponential growth of the UPO quantity by period and the local stability of the orbits achieved for the closed-loop system.

![Figure 3](image)

(a) Basins of attraction (BAs) of stabilized period-2 orbits of the Logistic map controlled with the three different control laws for \( r = 4 \). FP1 and FP2 are fixed points and FP1, specifically, does not belong to the chaotic attractor.

(b) BA of 2-PO for CL2

(c) BA of 2-PO for 1st CL1

BA of 2-PO for 2nd CL1

Fig. 3. Basins of attraction (BAs) of stabilized period-2 orbits of the Logistic map controlled with the three different control laws for \( r = 4 \). FP1 and FP2 are fixed points and FP1, specifically, does not belong to the chaotic attractor.

The comparison of previous results shows that CL3 leads to faster convergence of trajectories to the target UPO while CL1 leads to slower convergence. The comparison of the BAs shows that CL3 leads to smaller BAs (when analysing a specific orbit) and different initial conditions may lead to different stabilized orbits. Specific values of the control gain for CL1 lead to the largest BAs. In both cases, CL2 leads to intermediate results. The greatest advantage of CL3 is that its application is much simpler than the others, it can be also used to find the UPOs or the stabilizing gains of the other control laws.

3.2. Comparison of Prediction-Based and Delayed Feedback Control

We now compare the PBC and DFC using the closed-loop Hénon map (22) as a case study. We chose CL3 because only the period of the UPO is needed for tuning the controller gain. We wish to reduce the implementation complexity finding the UPOs using CL3.

The Hénon map:
The closed-loop Hénon map is given by

\[
x_{k+1} = g(x_k) + u_k(x_k),
\]

where \( x : \mathbb{N} \to \mathbb{R}^2 \) and \( u : \mathbb{N} \times \mathbb{R}^2 \to \mathbb{R}^2 \). The function \( g \) is given by

\[
g(x_k) = \begin{bmatrix} a - x_{1,k}^2 + bx_{2,k} \\ x_{1,k} \end{bmatrix},
\]

for given parameters \( a, b \in \mathbb{R} \). For the PBC we have

\[
u_k(x_k) = K_k(x_k)(\varphi(k + p, k, x_k, 0) - x_k),
\]
where \( \varphi(k + p, k, x, 0) = g^p(x) \) and \( K : \mathbb{N} \times \mathbb{R}^2 \rightarrow \mathbb{R}^{2 \times 2} \).

For the DFC we have
\[
u(x_k) = K(x_{k-p} - x_k),
\]
where \( u : \mathbb{R}^2 \times \mathbb{R}^2 \) and \( K \in \mathbb{R}^{2 \times 2} \).

We use the bifurcation diagram of Figure 6 to identify chaos and its infinite number of UPOs. The diagram was generated plotting 500 points of \( x_{1,k} \) after discarding the transient for \( 0 \leq k \leq 500 \) using \( b = 0.3 \) and \( 0 \leq a \leq 2 \). A stable solution is not found for \( a > 1.428 \). In the sequel \( a = 1.4 \) and \( b = 0.3 \).

3.2.1. Applying CL3 and finding UPOs

The first step is finding the target UPOs. This is a simple task when studying the Hénon map and these orbits can be easily found analytically. However, the PBC with CL3 can be used to systematize the process for this simple example or even more complex systems. It is possible to make a grid of initial conditions on
3.2.2. Designing the DFC control gain by optimization

The design of the control gain for the DFC is done by choosing a constant matrix $K$ that minimizes the largest, in modulus, Floquet multiplier $|\mu|_{\text{max}}$ of the controlled orbit. The minimization is performed using the MATLAB® routine $\text{fminsearch}$ that implements the Nelder-Med simplex direct-search method [Lagarias et al., 1998]. The initial condition of the elements of the matrix $K$ were scanned between $-1$ and 1. The matrix $\Psi_k$ and its eigenvalues were computed for each $K$ and the local minima of the largest eigenvalue in modulus were obtained (see Appendix B for the DFC monodromy matrix calculation). In Table 7 we summarise the best stabilizing $K$ and the respective largest eigenvalue of the controlled orbit and its modulus.

After several tests, adjusting the convergence parameters and initial conditions, no matrix gain was found that stabilizes the period-6 orbits and the fixed point FP1.2 with the DFC. It is not proved here that these orbits can not be stabilized with the DFC, but these results are in agreement with the literature, since orbits of higher periods and orbits with an odd number of real Floquet multipliers larger than +1 (odd-number limitation) are not stabilized by the DFC [Tian & Zhu, 2004; Zhu & Tian, 2005, 2008; Ushio, 1996]. Observing the Table 7 we see that $|\mu|_{\text{max}}$ increases when increasing the period of the controlled orbit, resulting in $|\mu|_{\text{max}} > 1$ for the orbit P6.1. The orbits FP1.2 and P6.2 have one Floquet multiplier

<table>
<thead>
<tr>
<th>UPO</th>
<th>FP1.1</th>
<th>FP1.2</th>
<th>P2</th>
<th>P4</th>
<th>P6.1</th>
<th>P6.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>-0.75420 ± 0.01369</td>
<td>-0.16542 ± 0.00675</td>
<td>-0.62885 ± 0.18505</td>
<td>-0.32885 ± 0.21505</td>
<td>-0.19533 ± 0.19424</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>\mu</td>
<td>_{\text{max}}$</td>
<td>0.25346</td>
<td>0.5904</td>
<td>0.79702</td>
<td>0.7954 ± 0.05096</td>
</tr>
</tbody>
</table>

Table 7. DFC control gain $K$; largest, in modulus, Floquet multipliers ($|\mu|_{\text{max}}$); Floquet multipliers ($\mu$) of the stabilized orbits of the Hénon map.

The region of the state space that contains the chaotic set, apply CL3 for one value of $p$, for a large $k$ and for each initial condition, collect the points of the stabilized orbits and identify the period-$p$ orbits. The points of the identified orbits are used to design the control gains for the DFC.

A list of UPOs with period up to 6 is shown in the Table 6 with their period and eigenvalues for the free system. There is no orbits of period 3 and 5 for the chosen $a$ and $b$.

Table 6. UPOs with period up to 6 of the Hénon map.

<table>
<thead>
<tr>
<th>UPO</th>
<th>FP1.1</th>
<th>FP1.2</th>
<th>P2</th>
<th>P4</th>
<th>P6.1</th>
<th>P6.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Free system eigenvalues</td>
<td>[-1.9237, 0.1559]</td>
<td>[3.2598, -0.0920]</td>
<td>[-3.0101, -0.0299]</td>
<td>[-8.6394, -0.0009]</td>
<td>[-27.5147, $-2 \times 10^{-5}$]</td>
<td>[28.1250, $2 \times 10^{-5}$]</td>
</tr>
</tbody>
</table>

Fig. 6. Bifurcation diagram of the Hénon map for $b = 0.3$. 
real and larger than +1, characteristic of orbits originated from saddle-node bifurcations [Alligood et al., 1996]. The other orbits are originated by period-doubling bifurcations.

3.2.3. Comparing PBC and DFC by basins of attraction

The basis of attraction of the orbits controlled by the DFC are shown in the Figure 7. The initial condition of the delayed states was set on the target UPO, this results in 2 and 4 simulations for each basins of attraction for the orbits P2 and P4, respectively. The initial condition was set varying the initial point of the orbit and consequently the order of the points $x_{k-1} \ldots x_{k-p}$ in these cases. The basin of attraction of the orbit P4, locally stable when controlled by the DFC, is not shown here. A scan with a step of 0.005 in $x_{1,0}$ and $x_{2,0}$ was not sufficient to find a point that converges to the orbit and we conclude that its basin of attraction is limited to a very small vicinity of the orbit. In the Figure 7(b), the colours blue and green were used to separate the BA of the P2 in two parts, according to the initial condition of the delayed states.

![Fig. 7. Basins of attraction of the orbits controlled by the DFC for the Hénon map. (a) FP1.1 (+), (b) P2 (*)](image)

The basins of attraction of the orbits controlled by the PBC are shown in the Figure 8. We observe that all the orbits of period $p$ and its divisors are stabilized for the same value of $p$ used in the control laws. This results in more than one BA represented in each figure. The basins of FP1.1 and FP1.2 are also shown in the Figures 8(b) and 8(c), this suggests that the basins of the orbits with period divisor of $p$ reduce the size when increasing $p$. The basin of the orbit P2 was not included in the Figure 8(c), the same choice was adopted for the BAs of the orbits FP1.1, FP1.2 and P2 in the Figure 8(d). The orbit FP1.2 does not pertain to the chaotic attractor of the Hénon map for the chosen $a$ and $b$, however it was also stabilized.

Comparing Figures 7 and 8 we observe that the PBC with the proposed control law not only stabilizes orbits that the DFC does not stabilize, but also leads to larger basins of attractions. Although, as verified for the Logistic map when applying CL3, different orbits are stabilized with the PBC, the orbits of period-$p$ and its divisors.

A characteristic better observed in this bi-dimensional example (notably in Figures 8(c) and 8(d)) is the apparent fractal boundary between the basins [Alligood et al., 1996].

3.2.4. Comparing PBC and DFC by convergence rate and control effort

Figure 9 shows the sum of the modulus of the control effort in both directions to stabilize the orbits P2 and P4 using the DFC and the PBC. The vertical axis is in logarithmic scale to better compare the convergence rate to the UPO using each method, the control effort is represented for $\|u_k(x_k)\|_1 > 10^{-10}$, $\| \cdot \|_1$ is the norm-1. The data corresponding to the DFC in the Figure 9(b) are plotted at each ten points. The convergence rate of the trajectory in both cases is faster for the PBC, this happens even with the extended states of the DFC initially set on the target UPO and using as $x_{k-1}$ the point of $x_k^*$ closer to $x_0$. 
Fig. 8. Basins of attraction of the orbits controlled by the PBC for the Hénon map. (a) $p = 1$, FP1.1 (+) and its BA blue and FP1.2 (×) and its BA in green; (b) $p = 2$, P2 (⋆) and its BA in blue and the BAs of the fixed points in green; (c) $p = 4$, P4 (⋆) and its BA in blue and the BAs of the fixed points in green; (d) $p = 6$, P6.1 (×) and its BA in green, P6.2(+) and its BA in blue.

The trajectory controlled with the PBC presents lower control effort amplitude compared to the DFC for the tests performed.

Fig. 9. Time series of the control effort applied to stabilize periodic orbits of the Hénon map using the DFC and PBC. (a) $p = 2$, $x_0 = [-0.5; 1]$; (b) $p = 4$, $x_0 = [0.305; 0.893]$. 
We verified that the PBC does not present the odd-number limitation and can stabilize orbits with longer periods; both are known DFC limitations [Zhu & Tian, 2005]. The basins of attraction and the convergence rate of the trajectories of the orbits stabilized by the PBC are larger than for the DFC, with a lower control effort.

The PBC depends on a free system prediction model when applied, but the DFC can be applied without model, it is only necessary to record the delayed states. This characteristic favours the DFC, but its control gain design depends on a model and on the target UPO for an analytical or numerical tuning. The PBC with the proposed control law has the advantage of being independent of previous knowledge about the target UPO position and it is useful for applications where the orbit is unknown.

The choice of the cost function for the optimization of the DFC control gain favours the local stability without model, it is only necessary to record the delayed states. This characteristic favours the DFC, but the choice of the cost function for the optimization of the DFC control gain favours the local stability about the target UPO position and it is useful for applications where the orbit is unknown.

The basins of attraction and the convergence rate of the trajectories of the orbits stabilized by the PBC are larger than for the DFC, with a lower control effort.

3.3. A brief robustness analysis on the prediction-based control

Here we evaluate the robustness of the PBC using CL3 for a system subjected to parametric uncertainties and compare the results for the DFC under the same conditions.

3.3.1. Defining the uncertainties

The PBC case:

For the PBC we consider a parametric error between the real free system $f(k, x_k, 0)$ and the free system prediction model, here named $\hat{f}(k, x_k, 0)$. In the sequel, $\hat{}$ refers to the prediction model. We apply CL3 on the closed-loop system (10) and use the notation

$$\psi(k, x, K) = f(k, x, u_k(x)), \quad u_k(x) = K(\hat{\psi}(k + p, k, x, 0) - x),$$

where $\hat{\psi}(k + p, k, x, 0)$ is defined for $\hat{f}(k, x, 0)$.

Note that the Lemma 1 is not (necessarily) valid now because $x^*_k$ is not (necessarily) a periodic orbit of $\psi(k, x_k, K_k(x_k))$ with $u_k(x_k)$ defined in (26), namely $\hat{x}^*_k$. The monodromy matrix of this new orbit is given by

$$\Psi_k = \prod_{l=0}^{p-1} \nabla_x \psi(k + l, x, K_{k+l}(x))|_{x=\hat{x}^*(k+l)},$$

with

$$\nabla_x \psi(k, x, K_k(x)) = \nabla_x f(k, x, u_k(x)) + \nabla_u \hat{f}(k, x_k, u)K_k(x_k)\nabla_x (\hat{\psi}(k + p, k, x, 0) - x) + \nabla_u \hat{f}(k, x_k, u)\nabla_x K_k(x)(\hat{\psi}(k + p, k, x, 0) - x).$$

The DFC case:

For the DFC we use

$$u_k(x_k) = K(x(k - p) - x_k)$$

where $K$ is the optimal gain used to stabilize $\hat{x}^*_k$.

3.3.2. Comparing PBC and DFC

The robustness analysis is performed using the Hénon map (22) as case study for the comparison between methods.

We define $\hat{a} = 1.4$ and $\hat{b} = 0.3$ for $\hat{f}(k, x_k, 0)$, $b = 0.3$ and vary $a$ for $f(k, x_k, 0)$, and find $a = 0.91$ refers to the bifurcation that originates the UPO P2. We try to stabilize the orbit P2 with both methods for $0.91 < a < 2$, where the limit $a = 0.91$ refers to the bifurcation that originates the UPO P2 and $a = 2$ was used to apply the control schemes in a system without stable solutions. Here, $\nabla_u \hat{f}(k, x_k, u) = \nabla_u f(k, x_k, u) = B = I_n$. 

\[ \text{Stabilization of Periodic Orbits of Discrete-Time Dynamical Systems Using the Prediction-Based Control...} \]
Comparison criteria:
The comparison is performed using the maximum, in modulus, Floquet multiplier $|\mu|_{max}$ of the controlled orbit, $\hat{x}_k^*$, and the control effort for one cycle of the steady state trajectory, $v$, defined as

$$v = \lim_{k \to +\infty} \sum_{l=1}^{p} \| u_{k+l}(x_{k+l}) \|_1$$

$\| \cdot \|_1$ is the norm-1 used to measure the total external effort necessary to stabilization.

Results and analysis:
The results are shown in Figure 10 and $\hat{x}_k^*$ is shown in Figure 11 using as initial condition the points of P2 for $a = 1.4$, including the delayed states for the DFC.

![Figure 10](image1.png)

**Fig. 10.** Comparison between the PBC with CL3 and the DFC stabilizing the $\hat{x}_k^*$ for $b = 0.3$. (a) the maximum, in modulus, Floquet multiplier; (b) the control effort for one cycle of the steady state system.

![Figure 11](image2.png)

**Fig. 11.** Stabilized $\hat{x}_k^*$ using the PBC (blue) and the DFC (red) on the bifurcation diagram (black) of the Hénon map for $b = 0.3$. The orbit $x_k^*$ of the free system is in green.

Figure 10(a) shows that the orbit controlled by the PBC is more stable than the orbit controlled by the DFC. For $a = \hat{a} = 1.4$, as expected, $|\mu|_{max} \approx 0$ for the PBC and this point is not represented in the figure due to the logarithmic scale.
Figure 10(b) shows that the orbit controlled by the DFC presents a steady state control effort approximately equal to zero (not shown due to logarithm scale). The point in red shown in the figure is obtained for a value of \( a \) where \( |\mu|_{\text{max}} \approx 1 \) and the convergence is slow. For the PBC we have \( v \approx 0 \) for \( a = \hat{a} = 1.4 \) and a larger control effort for other values.

Figure 11 shows the stabilized orbit for both control methods. The analysis of the Figures 10 and 11 allows to conclude that PBC method is applicable for a larger interval of \( a \), including values where there is not a stable solution for the free system (\( a > 1.428 \)), the controlled orbit is more stable, but the control effort is larger in comparison with the DFC. The choice of the method to be used depends on the performance criteria of the control problem.

### 3.4. Prediction-based control for non-invertible input matrix

Here we use the PBC to stabilize periodic orbits of the Hénon map (22) for a non-invertible input matrix \( \nabla_u f(k, x_k, u) = B \) with a control law similar to CL3 with no need of previous knowledge about the UPO position.

Here, the matrices \( B \) and \( K_k(x_k) \) are given by
\[
B = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad K_k(x_k) = \begin{bmatrix} k_{1,k}(x_k) & k_{2,k}(x_k) \end{bmatrix}.
\]

In this case we have a scalar control signal (7), \( u : \mathbb{N} \times \mathbb{R}^2 \rightarrow \mathbb{R} \).

The matrix \( \nabla_x f(k, x, u_k(x_k)) \) for the Hénon map is
\[
\nabla_x f(k, x, u_k(x_k)) = \begin{bmatrix} -2x_{1,k} & b \\ 1 & 0 \end{bmatrix}
\]
and the matrix \( \nabla_x \varphi(k+p, k, x, 0) \) is written as
\[
\nabla_x \varphi(k+p, k, x, 0) = \begin{bmatrix} f_{p11,k}(x_k) & f_{p12,k}(x_k) \\ f_{p21,k}(x_k) & f_{p22,k}(x_k) \end{bmatrix}
\]

Solving (17) for
\[
T = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}
\]
we obtain
\[
\begin{align*}
k_{1,k}(x_k) &= \frac{-bf_{p21,k}(x_k) + 2x_{1,k} - 2f_{p22,k}(x_k)x_{1,k}}{f_{p11,k}(x_k) + f_{p22,k}(x_k) - f_{p11,k}(x_k)f_{p22,k}(x_k) + f_{p12,k}(x_k)f_{p21,k}(x_k) - 1} \\
k_{2,k}(x_k) &= \frac{bf_{p11,k}(x_k) + 2f_{p12,k}(x_k)x_{1,k} - b}{f_{p11,k}(x_k) + f_{p22,k}(x_k) - f_{p11,k}(x_k)f_{p22,k}(x_k) + f_{p12,k}(x_k)f_{p21,k}(x_k) - 1}
\end{align*}
\]

In this case, the matrices \( \nabla_x f(k, x, u_k(x_k)) \) and \( \nabla_u f(k, x_k, u) \) are already in a controllable canonical form. This allows to obtain a constant \( T \) and a matrix \( K_k(x_k) \). For \( B = [0 1]' \), \( T_k(x_k) \) is not constant and it is necessary to calculate a control gain using the previous knowledge of \( x_k^* \), similar to CL1 and CL2.

A numerical example is shown in the Figure 12. This example can be compared to the results of Figure 9 showing that the convergence rate for the PBC applied for a non-invertible input matrix case has the same magnitude of the convergence rate for the invertible input matrix case. It is also faster than the DFC applied to the invertible input matrix case.

### 4. Conclusions

New control laws for the PBC were presented here. The new control laws were compared numerically among them and the most interesting one (CL3) was compared with the DFC presenting better results. This new control laws were formulated merging the chaos control and modern control theories. The problem of
stabilizing periodic orbits of nonlinear discrete-time systems was approximated locally as stabilizing linear time-periodic discrete-time systems resulting in a dead-beat like controller.

The new control law CL3 proposed has some practical advantages once it does not require the UPO position, can be rearranged for systems that are not fully actuated and is more robust to model parametric uncertainties than the classical DFC.

Analytical formulation and numerical results are sufficient for the proposition of the method and its practical advantages, although, experiments should be performed to complete the analysis. Propositions of these experiments are encouraged by the authors and have been analyzed for future research.

Appendix A

Appendix A: Proofs

Proof. [Proof of Lemma 1] The monodromy matrix of the closed-loop system is calculated as follows,

$$\Psi_k = \prod_{l=0}^{p-1} \nabla_x \psi(k + l, x, K_{k+l}(x))\bigg|_{x = x^*_k + l}.$$ 

Now, using the definition of $\psi(k, x, K)$, (11), we compute the derivative using the general chain rule

$$\nabla_x \psi(k, x, K_k(x)) = \nabla_x f(k, x, u_k(x_k)) + \nabla u f(k, x_k, u) K_k(x_k) \nabla x (\varphi(k + p, k, x, 0) - x) + \nabla u f(k, x_k, u) \nabla x K_k(x) (\varphi(k + p, k, x_k, 0) - x_k)$$

and apply $x = x_k = x^*_k$, resulting in

$$\nabla_x \psi(k, x, K_k(x))\big|_{x = x^*_k} = \nabla_x \psi(k, x, K_k(x^*_k))\big|_{x = x^*_k} + \nabla u f(k, x^*_k, u) \nabla x K_k(x)\big|_{x = x^*_k} (\varphi(k + p, k, x^*_k, 0) - x^*_k).$$

On the periodic orbit, we have $\varphi(k + p, k, x^*_k, 0) = x^*_k$, and the term containing $\nabla x K_k(x)$ is zero. This provides the desired result. ■

Observe that, for any $k \in \mathbb{Z}$, the $(i,j)$-th component of the product of the tensor $\frac{\partial K_k(x)}{\partial x}\big|_{x = x^*_k}$ by the
vector \((\varphi(k + p, k, x_k^*, 0) - x_k^*)\) can be computed using the following sum
\[
\sum_{j=1}^{n} \left( \frac{\partial K_{k,ij}(x)}{\partial x_j} \right)_{x=x_k^*} \cdot (\varphi(k + p, k, x_k^*, 0) - x_k^*)_{j'}.
\]
This sum illustrates the dimensional consistence on the matrices multiplications shown in the proof of the lemma.

**Proof.** [Proof of Theorem 1] The proof is obtained by direct observation of the result in Lemma 1: under the conditions of the statement, \(\Psi_k = 0_n\), which yields stability of the associated fixed point, and thus stability of the periodic cycle. ■

**Proof.** [Proof of Theorem 2]

From Lemma 1,
\[
\nabla_x \psi(k, x, K_k(x)) \big|_{x=x_k^*} = 0_n
\]
is equivalent to
\[
\nabla_x f(k, x, u_k(x_k^*)) \big|_{x=x_k^*} + \left[ \nabla u f(k, x, u) K_k(x) (\nabla x \varphi(k + p, k, x, 0) - I_n) \right]_{x=x_k^*, u=u_k(x_k^*)} = 0_n. \tag{A.1}
\]
If \(\nabla u f(k, x, u)\) and \((\nabla x \varphi(k + p, k, x, 0) - I_n)\) are invertible for \(x = x_k^*\) and \(u = u_k(x_k^*)\), \(K_k(x_k)\) can be isolated in the right side of (A.1). This is the case if \(\nabla x \varphi(k + p, k, x, 0)\) is hyperbolic (eigenvalues different from one). ■

**Proof.** [Proof of Theorem 3] Using Lemma 1 the Jacobian matrix of system 1 subjected to (11) in the controllable canonical form is calculated as
\[
\nabla_x \psi(k, x, k_k(x_k^*)) \big|_{x=x_k^*} = T \left[ A_k(x_k^*) + B_k(x_k^*) K_k(x_k^*) \left( \nabla x \varphi(k + p, k, x, 0) \big|_{x=x_k^*} - I_n \right) \right] T^{-1}.
\]
and for each time \(k = 0, 1, \ldots, p\) we want to guarantee
\[
T \left[ A_k(x_k^*) + B_k(x_k^*) K_k(x_k^*) \left( \nabla x \varphi(k + p, k, x, 0) \big|_{x=x_k^*} - I_n \right) \right] T^{-1} = N \tag{A.2}
\]
where \(N \in \mathbb{R}^{n \times n}\) is the nilpotent matrix (18). If we manage to realize (A.2), then from (12) we have that
\[
\Psi_k = \prod_{0}^{p-1} T^{-1} N T = T^{-1} N^p T \tag{A.3}
\]
has all its eigenvalues equal to zero due to similarity between \(N\) and \(T^{-1} N T\). For \(p \geq n\), we obtain the special case \(\Psi_k = 0_n\).

We attempt now to solve equation (A.2) for the gain value \(K_k(x_k^*)\). From (A.2) we deduce
\[
TB_k(x_k^*) K_k(x_k^*) = (N - T A_k(x_k^*) T^{-1}) T \left( \nabla x \varphi(k + p, k, x, 0) \big|_{x=x_k^*} - I_n \right) T^{-1} \tag{A.4}
\]
where, using the fact that the pair \((T A_k(x_k) T^{-1}, TB_k(x_k))\) is in the controllable canonical form and we are using scalar input function, one gets
\[
TB_k(x_k^*) K_k(x_k^*) = \left[ 0_{(n-1) \times n} \right]_{K_k(x_k^*)} \tag{A.5}
\]
The defined \(N\) implies that \((N - T A_k(x_k^*) T^{-1})\) has the first \(n-1\) lines equal to \(0_{(n-1) \times n}\) guaranteeing the identity for the \((n-1)\) first lines of (A.4).

From (18), (A.4) and (A.5) we obtain
\[
K_k(x_k^*) = \left[ 0_{1 \times n-1} \right] (T^{-1} N T - A_k(x_k^*)) \left( \nabla x \varphi(k + p, k, x, 0) \big|_{x=x_k^*} - I_n \right)^{-1} \tag{A.6}
\]
Notice that:
We define an extended state vector first and last states of the orbit is given by (A.2)

\[ x_{k+1} = A_c z_k + B_c u_k \]  

(A.7)

We define a new function (A.8) for any state \( x_k \) we have (17) and local stability of \( x_k^* \) is guaranteed by (A.2) and (A.3);

- If it is not possible to obtain a constant matrix \( T \) then (A.3) is not verified and zero eigenvalues are not guaranteed. However stability of \( x_k^* \) may be achieved by using others control laws.

Once the controllable canonical form is not unique, here consider it as following shown for linear time-invariant systems (for simplicity)

\[ \psi_{est}(X, K) = f(k, x_k, K(x_{k-p} - x_k)) \]

(A.8)

\[ x : \mathbb{N} \rightarrow \mathbb{R}^n, \ K \in \mathbb{R}^{n \times n}, \ f : \mathbb{N} \times \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n \text{ and } k, p, n \in \mathbb{N}. \]

The state vector \( x_k \) is not sufficient to represent the dynamics of the closed-loop system with the DFC. We define an extended state vector \( X_k \) and control signal \( U_k \) as follows:

\[ X_k = \begin{bmatrix} x_k \\ x_{k-1} \\ \vdots \\ x_{k-p} \end{bmatrix} \in \mathbb{R}^{n(1+p)}, \ U_k = \begin{bmatrix} u_k \\ u_{k-1} \\ \vdots \\ u_{k-p} \end{bmatrix} \in \mathbb{R}^{n(1+p)}. \]

The map \( \psi_{est} \) is defined as in (8) using the extended vector state. Observe that \( x_k \) and \( x_{k-p} \) are the first and last \( n \) states of \( X_k \), respectively:

\[ X_{k+p} = \psi_{est}(k + p, k, X_k, U_k(X_k)). \]

The monodromy matrix for the periodic orbit of the extended system is obtained directly from (12). We define a new function (A.9), an extension of (11) for the DFC, and its Jacobian matrix for each point of the orbit is given by (A.10).

\[ \psi_{est}(X, K) = \begin{bmatrix} 0_{n \times np} & 0_{n \times np} \\ I_{np \times np} & 0_{np \times np} \end{bmatrix} X + \begin{bmatrix} f(k, [I_{n \times n} 0_{n \times np}] \ X) + K [-I_{n \times n} 0_{n \times n(p-1)} I_{n \times n}] X \\ 0_{np \times 1} \end{bmatrix} \]  

(A.9)

\[ \nabla_x \psi_{est}(X, K) \big|_{X=X_k^*} = \begin{bmatrix} 0_{n \times np} & 0_{n \times np} \\ I_{np \times np} & 0_{np \times np} \end{bmatrix} + \begin{bmatrix} \nabla_x f(k, x) \big|_{x=x_k^*} + K [-I_{n \times n} 0_{n \times n(p-1)} I_{n \times n}] \end{bmatrix} \]  

(A.10)
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