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Rudolph E. Kalman is mainly known for the Kalman �lter, �rst6

published in 1960. In this year, he published two equally important7

contributions, one about linear state space system theory and the other8

about linear quadratic optimal control theory. These three domains9

are intertwined in the later theory of linear quadratic Gaussian control.10

An extended version of linear quadratic optimal control is put into11

practice in an example of cooperation in population ecology.12

Keywords: Kalman �lter, linear quadratic Gaussian control, linear system,13

state space, cooperation14

1 Introduction15

Rudolf Emil Kalman passed away on the 2nd of July 2016. His name will16

remain tied to the Kalman �lter. The purpose of the Kalman �lter is to17

estimate time-varying variables from noisy and incomplete measurements,18

using a (noisy) model of the underlying dynamics. Kalman objected that his19

�lter belonged to �estimation theory,� arguing that this term had come to20

name a body of non-science. He later also denied that the �lter was based21
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on probabilities; as much as he refused to reduce it to a mere algorithm,22

because, for him, the �lter was to be acknowledged as a theory on its own.23

Because the �lter allows one to estimate a variable which is not directly24

measured, it has sometimes been publicized by computer scientists as a �soft-25

ware sensor�. The �lter and its extensions are now used in many domains,26

be they industrial and technological, or in the health, social, biological, or27

earth sciences. It is also implemented in global positioning systems (GPS).28

In the same year 1960 when Kalman published his article about the �lter29

(Kalman, 1960b), he also published a major article on linear quadratic opti-30

mal control (Kalman, 1960a), which he had earlier presented at a conference31

in 1959, and an also major article on system theory (Kalman, 1960c), com-32

pleted by Kalman (1962, 1963). These contributions were ground-breaking33

for control theoreticians. They transformed control theory and linear system34

theory, and their in�uence went beyond the mere domain of �ltering and35

prediction. Kalman, in this year 1960, also published important articles on36

the stability of linear dynamical systems (Kalman and Bertram, 1960a, b).37

Bolstered by the advent of the digital computer, the theories presented in38

(Kalman, 1960a, b) were extensively put into use in the �Automatic Synthesis39

Program� involved in the Apollo lunar landing program, which started also40
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in 1960. A new theory has seldom been adopted so quickly by practitioners41

and for such signi�cant a project. This had been the case, though, of the42

Wiener �lter, which was conceived in 1940 for the anti-aircraft radar, and43

had been embargoed until 1949 for its military sensitivity.44

We shall present here Kalman's contributions in the early 1960's, with a45

focus on control theory and with a toy application in population ecology.46

2 System theory47

2.1 A paradigmatic change48

2.1.1 State of the theory before 196049

Before 1960, system and control theories were con�ned to linear time-invariant50

(LTI) systems, mostly so-called �monovariable� ones, which are characterized51

by scalar signals.52

A (linear) dynamical system is a device which is excited by a time-varying53

signal, called the input, to produce a time-varying signal, called the ouput.54

For mathematicians, a linear system amounts to a linear operator, trans-55

forming a time function into another one. Because this excitation happens56

in real time, the transformation must satisfy the principle of causality (the57
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current output does not depend on future inputs). Moreover, description58

and analysis based on the theory available at that time require linearity,59

time-invariance, and some other properties about behavior at in�nity.60

Mathematicians had developed an elegant and powerful way for handling61

such transformations, through the use of the (quite esoteric) Laplace trans-62

form, which leads to the representation of a system through a �transfer func-63

tion,� which is a ratio of polynomials of a complex variable. An important64

point is that the transfer function is easily obtained from a linear di�erential65

equation governing the system.66

The transfer function has the property of transforming a cascade of sys-67

tems (whereby the output of a system is the input of the next one) into68

simple products of their transfer functions. This allows the analysis of feed-69

back systems, where the output is re-introduced as a component of the input70

of the same system. This loop is necessary to servomechanisms. The concept71

of transfer function also led to the Wiener �lter, which, at that epoch, was72

the standard tool in signal processing.73

The transfer function and the Wiener �lter were intimately tied to the74

frequency response of the system, that is, its behavior if excited by sinusoidal75

signals of various frequencies.76
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A clever trick of Wiener �ltering was to consider a noisy signal to be77

��ltered� (net its noise) as the output of a linear system excited by a noise78

with adequate statistical properties. Kalman used this move in the Kalman79

�lter, advising one of the authors (Pierre Bernhard): �Take the Kalman �lter,80

which, as everybody knows, was invented by Wiener�.81

2.1.2 Innovations in the year 196082

Kalman represented the transformation of inputs into outputs by the media-83

tion of an internal state of the system, consisting of a vector of real variables,84

whose temporal variations are governed by a �rst-order di�erential equation85

in continuous time or by a �rst-order di�erence equation in discrete time.86

This is why this description of the system is called internal, the classical87

one then being called external. In that representation, the input acts on88

the dynamics of the state, and the state instantaneously produces an out-89

put. Because the state is a vector and all relations are linear, linear algebra90

is appropriate. This mathematical machinery allows the consideration of91

vector-valued inputs and outputs. Moreover, if the matrices de�ning the sys-92

tem vary over time, the system is no longer time invariant. Part of realization93

theory, which lies at the heart of linear system theory, not only concerns lin-94
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ear time-invariant systems, but also can be extended to systems that are not95

invariant over time, including �ltering and optimal control.96

The concept of the state of a system was imprecisely known as �a set97

of numbers from which the entire future behavior of the plant may be de-98

termined provided that the future inputs of the plant are known� (Kalman99

and Koepcke, 1958: 1821); for example positions and velocities in a mechan-100

ical system, intensities in inductors and charges of capacitors in an electrical101

circuit. Kalman (1960c) mentioned that it is the smallest such set. This102

property was present in the (earlier) concept of Nerode equivalence of formal103

languages and used in the theory of automata (Kalman et al., 1969). The104

intimate link of the concept of state with �rst-order di�erential equations105

was now acknowledged, but often con�ned to the derivation of the transfer106

function of the linear time-invariant system. The direct use of di�erential107

(or di�erence) equations in optimization had become more common in the108

late �fties under the in�uence of Bellman's Dynamic Programming (Bellman,109

1957). Kalman's bold move was to implement this use in the very de�nition110

of a linear system and to investigate its properties.111

The internal description avoids using the Laplace transform, with the112

consequence that systems no longer need to be time invariant. Signals now113
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amount to time functions, which justi�es the term time domain, in contrast114

to the term frequency domain. The tools developed by Kalman and after115

him are treated with the calculus of variations for optimal control, and with116

Markov processes for �ltering.117

The advent of the digital computer and of direct digital control led118

Kalman and others to develop a discrete-time theory, originally as a the-119

ory of sampled data systems, which consists of considering continuous-time120

systems only at discrete instants. The parallel was natural and elegant in121

the new theory. Kolmogorov (1941), independently of Wiener, had earlier122

pioneered a discrete-time version of the Wiener �lter.123

The transfer function of a time-invariant system in internal form results124

from a simple algebraic formula. Conversely, �nding the internal representa-125

tion of a system given in external form is a deep question, which involves a126

throrough analysis of a linear system in internal form. This is the object of127

realization theory.128

2.2 Realization theory129

Kahlman's contribution to system theory began with his article �On the130

general theory of control systems� (Kalman, 1960c), but the founding publi-131
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cations, which we shall follow here, are Kalman (1962, 1963).132

De�nition 1 A realization of a linear (or a�ne) input-output transforma-133

tion is a representation in internal form as expressed in Eq. (1) and (2), or134

(3) and (4) below.135

Let x ∈ Rn be the state of the system (n is called the dimension of the

realization), u ∈ Rm the input, or control, and y ∈ Rp the output. The

interesting cases are m ≤ n and p ≤ n. We use Newton's notation for time

derivatives: ẋ = dx/dt. A continuous-time system is of the form

ẋ(t) = Fx(t) +Gu(t) , (1)

y(t) = Hx(t) , (2)

and in discrete time

x(t+ 1) = Fx(t) +Gu(t) , (3)

y(t) = Hx(t) . (4)

Kalman argued against the possibility of augmenting the output equation136

with a term +Ju(t).137

For the sake of completeness, we mention that if all three matrices F , G,138

and H are constant, then the system is linear time-invariant, and its transfer139
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function is140

H(s) = H(sI − F )−1G. (5)

Cramer's rule (Birkho� and Mac Lane, 1967) implies that H(s) is a matrix141

of (strictly proper) rational fractions of s, with the characteristic polynomial142

of F as their common denominator, and thus the poles of H(s) are the143

eigenvalues of F .144

Even without referring to the transfer function, the transformation from

input to output induced by these equations is unchanged when changing the

basis in the state space, or equivalently if we use the state ξ = Tx, where T

is an invertible matrix. The continuous-time system becomes

ξ̇ = TFT−1ξ + TGu, (6)

y = HT−1ξ. (7)

Hence changing (H,F,G) into (HT−1, TFT−1, TG) leaves the system un-145

changed, with the same transfer function if the system is time-invariant.146

This points out that the same input-output system may correspond to a new147

representation, which is then not unique. The lack of uniqueness also occurs148

with a higher dimensional vector, say z, made of x and a vector ξ of arbitrary149
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dimension:150

z =

x
ξ

 ,

ż =

F 0

A B

 z +

G
C

u ,

y = (H 0)z .

(8)

A, B, and C are arbitrary matrices. They play no role, because ξ does151

not in�uence y, neither directly nor through x. Therefore, realizations of152

di�erent dimensions may represent the same input-output system. In the153

case of Eq. (8), it is trivial but if a change of the basis such as the previous154

one mixes x and ξ, then the dimension in excess may be more di�cult to155

detect. Moreover, other cases are possible.156

The solution of this problem involves controllability and observability. A157

state is controllable if there exists a control function u(·) that drives the158

system from this state to the origin. The system is said to be completely159

controllable if every state is controllable.160

For the theory to encompass both continuous- and discrete-time systems,161

we now use the later concept of reachability. A state is reachable if there162

exists a control function that drives the system from the origin to that state.163

A system is completely reachable if every state is reachable. The two concepts164
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are equivalent for continuous-time systems, but not for discrete-time ones,165

unless the matrices F (t) are invertible for all t. Consequently, a system is166

completely reachable if the application u([t0, t1]) 7→ x(t1), which is linear if167

x(t0) = 0, is onto (that is, surjective) for some t1 > t0.168

A state x0 6= 0 is unobservable if the output of the �free� system, corre-169

sponding to u(·) = 0, initialized at x0, is y([t0, t1]) = 0 for any t1 ≥ t0. A170

system is completely observable if no state is unobservable. Consequently, the171

system is completely observable if the application x(t0) 7→ y([t0, t1]), which172

is linear if u(·) = 0, is one to one (that is, injective) for some t1 > t0.173

Kalman (1960a) also gave e�cient criteria to examine these properties.174

In the case of time-invariant systems, the Kalman criteria are expressed in175

terms of the ranks of composite matrices:176
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Theorem 1

(F G) completely reachable⇔ rank(G FG F 2G . . . F n−1G) = n , (9)

(H F ) completely observable⇔ rank



H

HF

HF 2

...

HF n−1


= n (10)

Kalman (1960a) also gave simple criteria for systems that are not time-177

invariant. They are less algebraic, more analytic, but they share the property178

called duality (we use prime for transposed), de�ned as:179

(F G) completely reachable⇔ (G′ F ′) completely observable (11)
180

(H F ) completely observable⇔ (F ′ H ′) completely reachable. (12)

We shall see that this duality concerns optimal control and �ltering. Kalman181

(1960c) analyzed the duality between theWiener �lter and the linear quadratic182

regulator. He pointed out that it is also related to the known duality between183

the di�erential equations ẋ = Fx and ṗ = −F ′p or the di�erence equations184

x(t + 1) = Fx(t) and p(t) = F ′p(t + 1), which leave the inner product p′x185

invariant.186
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But the whole extent of duality in the linear quadratic Gaussian theory,187

which we present below, remains di�cult to explain; the more so that it188

mysteriously extends into modern H∞-optimal control (Ba�sar and Bernhard,189

1995).190

We use these concepts in realization theory with the formal de�nition:191

De�nition 2 A completely reachable and completely observable realization192

is called canonical.193

The main theorem is:194

Theorem 2 A realization is minimal (has a state space of minimum dimen-195

sion) if and only if it is canonical. It is unique up to a change of the basis196

in the state space.197

Kalman (1962) further showed that the state space of any linear system in in-

ternal form, not necessarily time-invariant (that is, a system such as Eq. (1)

and (2) with matrices H, F , and G depending continuously on time) can

be decomposed canonically as the direct sum of four subspaces �which can

vary over time if the system is not time-invariant� as represented in the

left-hand side diagram of Figure 1, or more classically, in block diagram, as

in Kalman (1963), and reproduced in all textbooks since then. A is the sub-
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space of reachable but unobservable states; B the subspace of reachable and

observable states; C the subspace of unreachable and unobservable states; D

the subspace of unreachable but observable states. Using a basis adapted to
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Figure 1: The canonical decomposition of a linear system in internal form.

Source: Kalman (1962).

that decomposition yields a canonical decomposition of the system matrices,

which takes the form:

F =



FAA FAB FAC FAD

0 FBB 0 FBD

0 0 FCC FCD

0 0 0 FDD


, G =



GA

GB

0

0


, (13)

H = ( 0 HB 0 HD
). (14)

The subspaces B, C, and D are not uniquely de�ned, contrary to the decom-198

position of the matrices of the system (H,F,G), up to changes of the basis199

within each of the four subspaces.200
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2.3 Compensator design by pole placement201

The Kalman �lter was the �rst observer, also called �observing system� in202

Kalman (1960c), who proposed either an �optimal observer� or an �optimal203

observing system� in terms of the total number of time steps necessary to204

retrieve the state in a discrete-time system. The term �observer� was coined205

by Luenberger (1964), who extended the concept in a less explicit and more206

complicated form, ignoring the stability argument we use below in paragraph207

4.1.2. The equations of the Kalman �lter are, in discrete time as it appeared208

originally in Kalman (1960b):209

x̂(t+1) = Fx̂(t) +Gu(t) +K(y(t)−Hx̂(t)), (15)

or in continuous time (Kalman and Bucy, 1961):210

˙̂x(t) = Fx̂(t) +Gu(t) +K(y(t)−Hx̂(t)), (16)

providing an estimate x̂(t) of the state, optimal in the sense that it minimizes211

the expected squared L2 norm of the error signal x̃(t) = x(t) − x̂(t). The212

natural idea, proposed by Kalman (1960c) for monovariable discrete-time213

systems, is to associate such an observer with a control law214

u(t) = −Cx̂(t). (17)
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We now examine the choice of the gains K and C.215

With a change of variables from (x, x̂) to (x, x̃), one can prove the prin-216

ciple of separation of the dynamics :217

Theorem 3 (Separation of dynamics) The set of the eigenvalues of the218

dynamic matrix of the closed loop observer-controller is the union of the219

eigenvalues of the �controller� F−GC and those of the �observer� F−KH.220

Wonham (1967) extended the pole shifting theorem from single-input sys-221

tems (Luenberger, 1964) to multi-input ones (early alternative proofs are in222

Heymann (1968) and Davison (1968)):223

Theorem 4 If the pair (F,G) is completely reachable, then, given any monic224

polynomial p(z) of degree n, there exists a matrix C such that the character-225

istic polynomial of F − GC is p. Dually, if the pair (H,F ) is completely226

observable, the characteristic polynomial of F −KH can be assigned to any227

desired monic polynomial of degree n by the choice of K.228

We deduce an argument of pure system theory in favor of the proposed229

control structure, and a means of choosing C and K (see paragraph 4.1.2230

below).231

Moreover, in the discrete-time case, consequently also in the sampled-data232
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problem of any digital control, the observer behaves as a one-step predictor,233

because the system estimates x̂(t+1) for x(t+1) with the data y(τ), τ ≤ t.234

The control algorithm then has one time step at its disposal to compute the235

control u(t + 1) = −Cx̂(t+1), with the knowledge of the gain C, which has236

been computed o� line.237

3 Linear quadratic Gaussian (LQG) theory238

3.1 Linear quadratic (LQ) optimal control239

The topic covered here is partially addressed in Kalman (1960c), but the240

authoritative article is Kalman (1960a), whose notation we adopt for the241

most part.242

In his introduction, Kalman (1960a: 102) stated: �This problem dates243

back, in its modern form, to Wiener and Hall at about 1943.� He also cited244

Newton Jr et al. (1957), as representing the state of the art.245

Therefore, in its in�nite horizon (optimal regulator) form, Kalman's lin-246

ear quadratic optimal control theory was not new. However, the solution247

provided by the theory then available (Newton Jr et al., 1957) was in terms248

of spectral factorization, which is comparable to the Wiener Filter and did249
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not easily lead to e�cient algorithms, particularly so for �multivariable� prob-250

lems. It could not be extended to �nite-horizon problems either. Actually,251

one �nite-horizon non-homogeneous scalar-control linear-quadratic optimiza-252

tion problem is solved in Merriam III (1959), with the correct Riccati equa-253

tion and the linear equations for the non-homogeneous terms, although the254

latter are di�cult to recognize.255

3.1.1 Finite-horizon problem256

The theory of linear-quadratic optimal control began with the investigation257

of a �nite-horizon optimal control problem, which is then not time-invariant.258

This problem involves quadratic forms. We express it as: for any positive259

de�nite or semi-de�nite `× ` matrix M and z a `-vector,260

〈z,Mz〉 = z′Mz = ‖z‖2
M . (18)

The problem is (presentation in a more general form in Kalman (1960a)):261

Linear quadratic optimal control problem Given the system of Eq. (1)262

and (2), with all system matrices (possibly piecewise) continuous functions of263

time, and x(t0) = x0, and given the symmetric n× n matrix A ≥ 0, and the264

symmetric (piecewise) continuous n×n matrix function Q(t) ≥ 0 and m×m265

matrix function R(t) > 0, �nd the control law, if it exists, that minimizes266
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the performance index267

V (x0, t0, t1;u(·)) = ‖x(t1)‖2
A +

∫ t1

t0

(
‖y(t)‖2

Q(t) + ‖u(t)‖2
R(t)

)
dt . (19)

While Kalman and Koepcke (1958) and Kalman (1960c) explicitly use Bell-268

man (1957) and discrete dynamic programming, which was a strong incentive269

to use the state-space representation, Kalman (1960a) for the continuous-270

time problem used the theory of Carath�eodory (1935). Conversely, Bellman271

(1957) did not refer to Carath�eodory. Yet, continuous-time dynamic pro-272

gramming is mostly a re-discovery of Carath�eodory's theory, with Bellman's273

return function playing the same role as Carath�eodory's principal function.274

De�ne a symmetric matrix function P (t) as the solution, if it exists, of the275

matrix Riccati equation (where all matrices are time-dependent)276

−Ṗ = PF + F ′P − PGR−1G′P +H ′QH , P (t1) = A. (20)

(By Cauchy's theorem, there exists a solution on some open time interval277

(t2, t1). However, there is no guarantee a priori that a solution exists over278

the time interval [t0, t1], because the solution might diverge to in�nity before279

reaching t0 by decreasing values.)280

The full theorem is:281

Theorem 5282
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1. The Riccati Eq. (20) has a solution P (t) ≥ 0 over [t0, t1] for every283

t0 < t1.284

2. The solution of the linear quadratic optimal control problem is given in285

state feedback form by286

u(t) = −C(t)x(t) , C(t) = R(t)−1G′(t)P (t) , (21)

3. and the optimal value of the performance index is287

V 0(x0, t0, t1) = ‖x0‖2
P (t0) . (22)

We emphasize that the Riccati Eq. (20) and the optimal feedback gain in288

Eq. (21) are the duals of the Riccati equation and gain associated with the289

Kalman �lter (see section 3.2)290

3.1.2 Optimal regulator (in�nite-horizon) problem291

For the sake of simplicity, we give here only the linear time-invariant version,292

which is the only one that the previous theory could handle. Kalman (1960a)293

however gave also the solution for a non time-invariant problem.294

Optimal regulator problemGiven the time-invariant linear system Eq. (1)295

and (2) with initial state x(0) = x0, and a non-negative de�nite p× p matrix296
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Q and a positive de�nite m×m matrix R, �nd the control, if it exists, that297

minimizes the performance index298

V (x0;u(·)) =

∫ ∞
0

(
‖y(t)‖2

Q + ‖u(t)‖2
R

)
dt . (23)

This study requires the introduction of both controllability and observability.299

Indeed, in his introduction, Kalman states that �the principal contribution300

of the paper lies in the introduction and exploitation of the concepts of301

controllability and observability.�302

Retrospectively, he could also have quoted the Riccati Eq. (20). We use303

here its algebraic version, where all matrices are now constant:304

PF + F ′P − PGR−1G′P +H ′QH = 0 . (24)

The full theorem is:305

Theorem 6306

1. If the pair (F,G) is completely controllable, then307

(a) the solution P (t) of the Riccati Eq. (20) has a limit P̄ as t→ −∞,308

which solves the algebraic Riccati Eq. (24),309

(b) the solution of the optimal regulator problem in state feedback form310

is311

u(t) = −Cx(t) , C = R−1G′P̄ , (25)
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(c) and the optimal value of the performance index is312

V 0(x0) = ‖x0‖2
P̄ (26)

(it is actually su�cient that the pair (F,G) is stabilizable, that is,313

∃D : F −GD stable);314

2. If furthermore the pair (H,F ) is completely observable and Q > 0, P̄ is315

positive de�nite and the system governed by Eq. (25) is asymptotically316

stable (for the stability result, it is su�cient that Q ≥ 0 and (Q1/2H,F )317

is detectable, that is, ∃L : F − LQ1/2H stable).318

The duality we pointed out in the �nite-horizon problem holds here, making319

the optimal regulator dual to the stationary Kalman �lter, that is, to a320

realization of the Wiener �lter.321

3.1.3 Discrete-time case322

Kalman (1960b, c), building on Kalman and Koepcke (1958: Appendix),323

which dealt with sampled data control (which, as we mentioned before, con-324

sists of considering continuous-time systems only at discrete instants), of a325

continuous-time system provides the equivalent discrete-time results. The326
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system is made of Eq. (3) and (4), and the performance index is:327

V (x0, t0, t1; {u(·)}) = ‖x(t1)‖2
A +

t1−1∑
t=t0

(
‖y(t)‖2

Q(t) + ‖u(t)‖2
R(t)

)
. (27)

The Riccati di�erential equation is replaced by the so-called discrete Riccati328

equation (the system matrices may all depend on time) or its �algebraic�329

version (with all system matrices constant), where P (t) = P (t+ 1) = P̄ :330

P (t) = F ′P (t+1)F − F ′P (t+1)G(G′P (t+1)G+R)−1G′P (t+1)F +H ′QH,

P (t1) = A .

(28)

The optimal feedback control is331

u(t) = −C(t)x(t) and C(t) = (G′P (t+ 1)G+R)−1G′P (t+ 1)F. (29)

Both the �nite- and the in�nite-horizon results follow exactly as for the332

continuous-time case, with the same controllability and observability con-333

ditions.334

3.2 The Kalman Filter335

For the sake of completeness, and to stress duality, we brie�y review the336

Kalman �lter (Kalman, 1960b; Kalman and Bucy, 1961). Existence and337

stability properties for both the �nite and the in�nite horizon cases derive338

directly from those of the dual linear-quadratic control problem.339
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3.2.1 Discrete time340

We start with the discrete-time problem, after Kalman (1960b) (where there

is neither added noise in the measurement equation nor control). We consider

a discrete-time linear system excited by white noise and a known control u(·):

x(t+ 1) = F (t)x(t) +G(t)u(t) +D(t)v(t) , x(t0) = x0 , (30)

y(t) = H(t)x(t) + w(t), (31)

where (v(t), w(t)) is a Gaussian random variable with zero mean and known341

covariance, independent of all the (v(τ), w(τ)) for τ 6= t. In the simplest342

case, v(t) is also independent of w(t), but this is not necessary to the theory.343

A possible non-zero cross-correlation between v(t) and w(t) is dual to the344

presence of a cross term x′Su in the quadratic performance index of linear-345

quadratic control. The noise is characterized by its covariance matrix (with346

δt,τ the Kronecker symbol):347

E

 v(t)

w(t)

 (v′(τ) w′(τ)) =

V (t) 0

0 W (t)

 δt,τ . (32)

The initial state is also a Gaussian random variable of known distribution:348

E(x(t0)) = x̂0 , E(x(t0)− x̂0)(x(t0)− x̂0)′ = Σ0. (33)
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The problem is to compute the conditional mathematical expectation:349

x̂(t) = E(x(t)|y(τ), τ < t) . (34)

The solution is of the form of Eq. (15) initialized at x̂(t0) = x̂0, where the gain350

K is given through the error covariance matrix Σ(t) = E(x(t)− x̂(t))(x(t)−351

x̂(t))′, which is solution of the discrete Riccati Eq. (35), which is dual of352

Eq. (28), and by the formula in Eq. (36), which is dual of Eq. (29):353

Σ(t+ 1) = FΣ(t)F ′ − FΣ(t)H ′(HΣ(t)H ′ +W )−1HΣ(t)F ′ +DVD′ , (35)
354

K(t) = FΣ(t)H ′(HΣ(t)H ′ +W )−1 . (36)

The time-invariant in�nite-horizon case is the internal form of the Kolmogorov355

�lter.356

Continuous-time Given a continuous-time system in internal form excited357

by �white noises� (quotes because such a thing does not exist rigorously; it358

is an �engineering� presentation) involved both in the dynamics and in mea-359

surement, as in the previous subsection on discrete time, but in continuous360

time, with361

E

 v(t)

w(t)

 (v′(τ) w′(τ)) =

V (t) 0

0 W (t)

 δ(t− τ) (37)
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(we use the Dirac δ as in Kalman and Bucy (1961), but probabilists nowa-362

days write the system di�erently, with a di�erent ontology, in terms of dif-363

fusions, It�o calculus, and without �white noise�), the conditional expectation364

in Eq. (34) we are looking for is the solution of the continuous-time observer365

of Eq. (16) with the dual formulas from linear-quadratic control:366

Σ̇ = FΣ + ΣF ′ − ΣH ′W−1HΣ +DVD′ , Σ(t0) = Σ0. (38)

and367

K(t) = Σ(t)H ′W−1. (39)

The time-invariant in�nite-horizon case coincides with the internal represen-368

tation of the Wiener �lter, which, like the Kolmogorov �lter, was given in369

external form (Wiener, 1949).370

3.3 The separation theorem371

The control laws in Eq. (21), (25), or (29) are based on the exact measure-372

ment of the state x(t). However, the underlying assumption of this theory373

is that only the output y(t) is measured. The natural idea, then, is to as-374

sociate a Kalman �lter with the optimal linear-quadratic control law in an375

�optimum� observer-controller u(t) = −Cx̂(t). This idea was proposed by376
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Kalman (1960a, c), who suggested that the duality principle legitimizes the377

association of the Kalman �lter estimate with the optimal linear-quadratic378

gain. He was then anticipating the separation theorem. We now relate the379

results published in the year 1960 with the results that were to come later.380

Optimality is a consequence of the separation theorem. This theorem was381

�rst proved by Joseph and Tou (1961) in discrete time, with no observation382

noise, as in Kalman (1960b), and, dually, no control cost, for a non-quadratic383

performance index. It was proved in continuous time by Wonham (1968). An384

early proof, more speci�c to the linear quadratic Gaussian case, was also due385

to Faurre (1968). �Certainty equivalence� results, in some particular cases386

with perfect state information and without formulation in terms of system387

theory, had appeared earlier in the economic literature (Simon, 1956; Theil,388

1957).389

The continuous-time problem is much more di�cult, because part of the390

problem is to state the problem precisely. This involves continuous-time391

Brownian motions, It�o calculus, �ltrations, and measurability. As Kalman in392

a conference on applications of the Kalman �lter in hydrogeology, hydraulics,393

and water resources (1978) put it: �There are three types of �lters: (i) those394

which keep tea leaves from falling into the tea cup, (ii) those we are talking395
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about today, (iii) those which are so fancy that only topologists use them.�396

We will not attempt to present this statement in modern terms, but rather397

stick to the form devised for engineers in the early sixties. Our purpose is398

to set �rm grounds to devise a feed-back dynamic compensator (paragraph399

4.1.3 below.)400

Linear quadratic Gaussian (LQG) stochastic optimal control prob-401

lem402

Given a linear system in internal form with additive Gaussian white ran-403

dom disturbances in the dynamics and output equations, �nd a control law404

u(.), if it exists, where u(t) depends only on past outputs y(τ), for τ < t, that405

minimizes the mathematical expectation of a quadratic performance index406

among all such control laws.407

The answer is the separation and certainty equivalence theorem, holding408

true for discrete time and continuous time, �nite-horizon problems, and sta-409

tionary in�nite-horizon problems:410

Theorem 7 The solution of the linear quadratic Gaussian stochastic opti-411

mal control problem exists and is obtained by replacing the state x(t) by the412

Kalman �lter estimate x̂(t) in the linear quadratic deterministic optimal con-413

trol state feedback law. (Positive terms however must be added to Eq. (22)414
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for the optimal criterion value.)415

4 Applications416

4.1 Compensator design in engineering417

4.1.1 Linear and linearized control systems418

Already in the �pre-Kalmanian� era, the linear time-invariant theory was used419

in various physical systems. Some had reasonable linear physical models,420

which were time-invariant when considered at the steady state. However,421

most industrial systems such as transportation or energy systems, demand422

a nonlinear model. The engineering practice, then, is to de�ne a desired or423

nominal output trajectory, and take the error signal as the output of the424

control system, that is, the di�erence between the actual and the desired425

outputs. The objective of the control system is then to keep this error signal426

close to zero thanks to a dynamic compensator, which is a dynamic system427

whose input is the measured error signal, and the output the control input428

of the to-be-controlled system (that is, a feedback system, as understood by429

Wiener.)430

In order to achieve this goal, one builds a linear model as the linearization431
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of the nonlinear model for small deviations around the nominal trajectory.432

This can be done either on the basis of an analytic nonlinear model linearized433

by a �rst-order expansion, or of experiments using further parts of the theory434

(such as the consideration of cross-correlations between input and output435

pseudo-random small deviations).436

Because the model is an approximation of the real physical system, the437

variables in the model are approximations of the physical variables. This is438

the �paradox of linear control theory;� the error stays close to zero because439

the control is e�cient; the control is e�cient because the system is well440

approximated by the model; the system is well approximated by the model441

because the linear approximation is good; the linear approximation is good442

because the error stays close to zero. The errors, which are approximated443

by the variables appearing in the control model, are then to be kept close to444

zero, in spite of disturbances in the dynamics, measurement errors, lack of445

direct measurement of some key variables, not to mention modeling errors446

and biases. These errors and biases di�er from �noises� �here not a well-447

de�ned concept�, and were at the inception of �robust control� theories, and448

for our purpose, H∞-optimal control by Zames (1981).449
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4.1.2 Observer-controller: algebraic procedure450

Keeping a steady-state variable close to zero is achieved by forcing the system451

to be su�ciently stable. In that process, the poles of the transfer function,452

that is, the eigenvalues of the internal description of the overall system, are453

key information. The reason is that, for continuous-time systems, the real454

parts of these eigenvalues, which must be negative to insure stability, re�ect455

the degree of stability. The imaginary parts measure the oscillatory behavior456

of the response of the system. (In discrete time, their modulus must be less457

than one to insure stability.)458

As we mentioned in subsection 2.1.1, engineers had developed advanced459

tools beyond the mere inspection of the poles of the transfer function. These460

poles however remain of paramount importance, which justi�es the use of461

the theorems on the separation of dynamics and on pole shifting, as well462

as the fact that the practitioner chooses the poles of the observer and the463

controller, such that these poles are independent of one another (this is the464

principle of separation of the dynamics). A rule of thumb is that the observer465

must be an order of magnitude faster than the controller. Trials and errors466

with the localization of the poles using simulation models (either linearized467

or nonlinear if available) allow one to construct an e�cient control device.468
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4.1.3 Quadratic synthesis469

Advancement of modeling science, which was largely due to digital comput-470

ers, allowed the treatment of an increasingly high dimension of the models,471

to a point that simple methods based on the location of poles were no longer472

practical. For example, the rigid body dynamics of a landing airplane are de-473

scribed by a 12th-order system. Adding engines and control surface dynamics474

and �exible modes in modern airliners has pushed the order way beyond the475

12th one.476

Moreover, some problems, such as automatic landing of an airplane or477

control of an industrial baking cycle by heating and cooling an oven, intrin-478

sically have their time horizon �nite and are not linear time invariant, with479

emphasis sometimes on terminal error control. These problems are beyond480

the reach of algebraic methods.481

Engineers may have a fairly precise idea of the origin and magnitude of482

the disturbances occurring in the dynamics and in the sources of error during483

measurements, let alone in biases inherent in the modeling. This provides a484

sound basis for using the Kalman �lter to compute an observer's gain.485

As for the controller, the control gain is computed through a quadratic486

performance index and the Kalman optimal gain. It is tuned by searching487

33



for satisfactory weighting matrices of the performance index by trials and488

errors. This operation is made easy and e�cient if we understand the gain489

as the value minimizing this performance index. Then, one knows how the490

di�erent state and control variables will respond to a change in the weighting491

matrices. This process, known as quadratic synthesis, is what made the new492

theory so popular among engineers, to the point of being the main tool used493

in designing the control systems for the Apollo mission.494

4.2 Population ecology495

The use of Kalman �ltering in estimating a population, such as in a census,496

is nothing new. In the line of our presentation, we provide now an example497

of the use of linear quadratic optimal control in a rudimentary model of498

cooperation within an animal population. We show how the individual quest499

of self interest may sustain a collaborative behavior. We use this model to500

present several extensions of the linear quadratic theory, mainly:501

• the problem comprises non-homogeneous terms,502

• there is a time-discounted criterion,503

• several players are involved, rather than a single optimizing one, and504
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there may exist a Nash equilibrium.505

A large �nite population of animals live in an area where individuals have506

two actions at their disposal: improve the foraging environment or forage.507

We have a colony of beavers constructing a dam in mind, for example. The508

food intake individuals obtain for a given foraging e�ort is an increasing509

function of environmental quality, and a decreasing one of total foraging510

e�ort, which depletes the resource. The quality of the environment decays511

exponentially when left unattended, but improves when animals invest in it,512

with a decreasing marginal e�ect. It may also be slightly degraded by the513

foraging e�ort.514

We investigate the behavior at the Nash equilibrium among �sel�sh� in-515

dividuals either over a season [0, T ] or over lifetime, with an exponentially516

distributed random time of death. Many models of evolutionary dynamics517

converge toward a Nash equilibrium, mainly so when, as here, this equilib-518

rium is unique (Vincent and Brown, 2005; Sandholm, 2010: chap. 6).519

We therefore introduce the scalar variables520

• the quality x of the environment,521

• the e�ort Ui produced by individual i to improve the (common) envi-522
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ronment, and ui =
√
Ui the decreasing marginal e�ect of e�ort,523

• the foraging e�ort vi of individual i,524

• the e�ciency factor K of any individual's foraging e�ort, in terms of525

energy intake,526

and the (positive) parameters527

• the population size n,528

• the natural rate f of decay of the environment quality,529

• the coe�cient g of total e�ort
∑

k uk and h of total e�ort
∑

k vk in the530

dynamics governing environmental quality,531

• the cost q of one unit of foraging e�ort and the cost r of one unit of532

e�ort devoted to improve the environment per time unit, in terms of533

energy consumption,534

• the coe�cients a and b in the a�ne function K (see below), and α =535

a− q assumed positive,536

• the coe�cient ρ of the exponential mortality rate.537
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The model is:538

ẋ = −fx+ g
∑
k

uk − h
∑
k

vk , (40)

539

K = a+ x− b
∑
k

vk , (41)

Each individual (each beaver) seeks to maximize its performance index,540

which has the the same expression for the seasonal or for the lifetime opti-541

mization. In the �rst case, ρ may (optionally) be taken equal to zero (if the542

possibility of death during the season may be ignored); in the second case,543

T =∞ and the stationary theory applies:544

Ji =

∫ T

0

e−ρt(Kvi − qvi − ru2
i ) dt . (42)

We analyze this problem in the appendix. We deal with the non homo-545

geneous character by introducing a non-homogeneous Value function, with546

exponential discounting by introducing the same exponential term in the547

Value function, and with the many-player problem by looking for a Nash548

equilibrium, which we obtain by solving an optimization problem, where549

each individual assumes that all other players use the same optimal strategy.550

The result is that cooperation is sustained. We introduce two coe�cients

P and p (variable in the �nite-horizon case, �xed in the in�nite-horizon case),
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and �nd that the equilibrium strategies are:

u? =
g

r
(Px+ p) , (43)

v? =
1

(n+1)b

(
(1− 2hP )x− 2hp+ α

)
(44)

For suitable values of the parameters, and in particular if n is large enough,551

Eq. (44) yields positive controls, with positive coe�cients P and (1− 2hP ),552

as well as stable dynamics and positive values for the quality x.553

5 Carrying on554

Kalman's contributions in the years 1960 and 1961 were a powerful stimulus555

for system theory and control research. Many researchers followed suit, both556

to get further theoretical advances (such as those mentioned in sections 3.3557

and 4.2.2), and to develop algorithms implementing those theoretical results.558

Algebraic system theory attracted many researchers such as Wonham559

(1967) and remained Kalman's main research area. It bene�ted from ad-560

vanced algebraic tools and ideas coming from the theory of automata (Kalman,561

1965; Kalman et al., 1969; Kalman, 1972)). The linear quadratic theory of562

control and observation was deeply renewed by the theory ofH∞-optimal con-563

trol, pioneered by Zames (1981) in the classical �external� frequency-domain564
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description, and later formulated in terms of time domain �a la Kalman (Ba�sar565

and Bernhard, 1995), with a minimax probability-free treatment of uncer-566

tainties, where the same duality shows up, in a more complex setup, and a567

bit mysteriously.568

The basic theory quickly appeared in all textbooks of engineering control,569

and later in textbooks of many other domains (Weber, 2011). The algorithms570

were coded into publicly available software packages such as Matlab or Scilab,571

and they have been used in a wide range of application domains, well beyond572

the industrial and transportation systems of the early times, encompassing573

all branches of engineering as well as natural and bio-medical sciences.574

Linear plus quadratic performance indices were used in the study of575

animal cooperation (Brown and Vincent, 2008). Yet, the dynamic linear-576

quadratic optimization theory is mostly absent from the literature on popu-577

lation dynamics. Most models used are nonlinear (Clark and Mangel, 2000;578

Pastor, 2008), such as the logistic growth model, but, as mentioned in para-579

graph 4.1.1, this is also true in other domains where the linear-quadratic opti-580

mization theory has had many applications. We have sketched here a possible581

use of the linear-quadratic optimal control theory in population ecology.582
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A A model in population ecology683

A.1 The Nash equilibrium684

A.1.1 The Hamilton-Jacobi-Carath�eodory-Isaacs-Bellman (HJCIB)685

equation686

We assumed that all individuals are identical. Therefore they share a unique687

Bellman (or rather Isaacs Value) function, which we seek of the form V (t, x) =688

exp(−ρt)W (t, x), with W a non-homogeneous quadratic function of x:689

W (t, x) = P (t)x2 + 2p(t)x+ π(t) , (45)

Thus, the HJCIB equation is690

−Ẇ + ρW = maxui,vi

{
2(Px+ p) (−fx(t) + g

∑n
k=1 uk(t)− h

∑n
k=1 vk)

+vi (α + x(t)− b
∑n

k=1 vk(t))− ru2
i

}
.

(46)
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We derive the equations for the maximizing strategies u? and v? as

ru? = g(Px+ p) , (47)

(n+ 1)bv? = (1− 2hP )x+ α− 2hp . (48)

Putting these expressions back into the HJCIB Eq. (46) and equating the691

coe�cients of the same powers of x, we obtain692

−Ṗ =
(
(2n− 1)g

2

r
+ 4n2h2

(n+1)2b

)
P 2 − 2

(
f + ρ

2
+ (n2+1)h

(n+1)2b

)
P + 1

(n+1)2b
,

−ṗ =
(
− f−ρ+ (2n−1)g

2

r
P + 4n2h2P−(n2+1)h

(n+1)2b

)
p+ 1−(n2+1)hP

(n+1)2b
α ,

−π̇ = −ρπ +
(
(2n− 1)g

2

r
− 2hα

b

)
+ (α+2nhp)2

(n+1)2b
.

(49)

These di�erential equations are to be integrated backward (numerically) from693

the terminal conditions (at T ), which are equal to zero. The equation for P694

is decoupled from those for p and for π. Once P is computed, the equation695

for p is linear, and exp(−ρt)π(t) is obtained as an integral.696

A.1.2 Analysis in �nite horizon697

The equation for P is a Riccati equation Ṗ = −Π(P ), where Π is a second-698

degree polynomial with two positive roots if these roots are real. The dis-699

criminant of Π is always positive if700

f +
ρ

2
≥
(

(2n− 1)g2

(n+ 1)2br

) 1
2

, (50)
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(the right-hand side goes to zero as n increases) and positive otherwise if h701

is larger than a limit value that decreases as n increases. At terminal time702

T , P reaches 0 with a negative slope; as t → −∞, P (t) converges toward703

the smallest (real) root P̄ of Π if it exists. It diverges to +∞ if not. (The704

possibility of P diverging, contrary to what is stated in Theorem 6, is due705

to a cross term xv in the criterion.) Therefore P (t) remains positive, and706

smaller than P̄ when it exists. P̄ goes to zero as 1/n2 when n increases to707

in�nity.708

For h larger than a limit h? (which goes to zero as n goes to ∞), the709

quantity710

Π

(
1

(n2 + 1)h

)
=

(2n− 1)g2

(n2 + 1)2r
× 1

h2
− 2

f + ρ
2

n2 + 1
× 1

h
− 1

(n+ 1)2b
(51)

is negative, ensuring that a) Π has real roots, and b) 1 − (n2 + 1)hP and a711

fortiori 1−2hP are positive for all t. The equation for −ṗ in Eq. (49) ensures712

that p is also positive for all t and smaller than a limit value p̄, which goes713

to zero as 1/n when n → ∞. Hence, for n large enough, if x is positive, so714

are u? and v?.715

Finally, the dynamics of environment quality under the equilibrium strate-716
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gies are:717

ẋ =

(
−f − nh

(n+ 1)b
+

(
ng2

r
+

2nh2

(n+ 1)b

)
P

)
x+

(
ng2

r
+

2nh2

(n+ 1)b

)
p− nhα

(n+ 1)b
.

(52)

Therefore, x remains positive provided that α is smaller than a limit value,718

which is easy to �nd. (Actually, if α < 0 but x+ α > 0, although p < 0, we719

still have u? > 0.)720

A.1.3 Analysis in in�nite horizon721

In in�nite horizon, if the algebraic Riccati Eq. (24) has real roots, then all722

coe�cients P , p, and π are constant and equal to their limit values given by723

the algebraic equations obtained by setting the derivatives to zero. Closed724

form solutions are easy to write and useful for an e�cient numerical imple-725

mentation, but otherwise of little interest.726

Existence of the positive limit value p̄ requires that 1− (n2 + 1)hP̄ > 0,727

which is a condition we have already examined, and728

f + ρ+
(n2 + 1)h

(n+ 1)2b
>

(
(2n− 1)

g2

r
+

4n2h2

(n+ 1)2b

)
P̄ , (53)

again a condition which is satis�ed, provided n is large.729
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The dynamics of environment quality are stable provided that730

f +
nh

(n+ 1)b
>

(
ng2

r
+

2nh2

(n+ 1)b

)
P̄ , (54)

again a condition which is satis�ed provided that n is large enough. It also731

ensures that e−ρtx2 is asymptotically stable, and that this stability is pre-732

served if some of the players play ui = 0. Both are necessary conditions for733

the Nash equilibrium in in�nite horizon to exist (Mageirou, 1976).734

A.2 Time domain versus frequency domain735

With this elementary example, our main objective was to show736

1. that Kalman's standard linear-quadratic theory can be extended in737

various directions, and738

2. that some dynamic population ecology models may lead to such prob-739

lems.740

The in�nite-horizon problem in a one-player version with h = 0 could be741

treated with the pre-Kalmanian theory of Newton Jr et al. (1957). In that742

case indeed, the vi have no dynamic e�ect and may be chosen so as to max-743

imize the integrand. Thus the problem becomes monovariable. The game744
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version was more problematic, although Roos (1925) obtained the Cournot-745

Nash equilibrium of a linear quadratic di�erential game by the standard746

variational methods of the calculus of variations. The case with h 6= 0 was747

solvable in principle, provided that one performs a spectral factorization for748

the two-input multivariable system. The simplest way to achieve this task is749

with the Riccati Eq. (24), revived by Kalman (Willems, 1971). The �nite-750

horizon seasonal problems were out of reach for this theory.751
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