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Abstract

In this paper, we consider a system modeling the interaction between a viscous incompressible fluid
and an elastic structure. The fluid motion is represented by the classical Navier-Stokes equations while the
elastic displacement is described by the linearized elasticity equation. The elastic structure is immersed
in the fluid and the whole system is confined into a general bounded smooth domain of R3. Our main
result is the local in time existence and uniqueness of a strong solution of the corresponding system.
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1 Introduction

We consider the evolution of a coupled system composed of an incompressible viscous fluid and an elastic
structure. The system evolves in a bounded domain that we denote by Ω ⊂ R3. At initial time, the
structure occupies the domain ΩS and the fluid occupies the domain ΩF = Ω \ ΩS .

We denote by ξ the elastic displacement of the structure defined on (0, T ) × ΩS . For each time t,
the domain occupied by the structure is given by ΩS(t) = (id +ξ(t, ·))(ΩS) and the fluid domain is given
by ΩF (t) = Ω \ ΩS(t). We denote by u and p the Eulerian velocity and the pressure of the fluid. At
each time t ∈ (0, T ), these functions are defined in ΩF (t). To come back to the initial configuration, we
introduce the characteristic X of the fluid velocity defined on (0, T )× ΩF by:{

∂tX(t, y) = u(t,X(t, y)) t ∈ (0, T ),

X(0, y) = y.
(1.1)

We consider that the fluid motion is governed by the incompressible Navier-Stokes equations and that
the elastic displacement satisfies the linear elasticity equation. The coupling at the interface is expressed
through two conditions: continuity of the velocities and continuity of the normal component of the stress
tensors. By this way, we have the following system:

∂tu+ (u · ∇)u− divT(u, p) = g̃ t ∈ (0, T ), x ∈ ΩF (t),

div u = 0 t ∈ (0, T ), x ∈ ΩF (t),

∂ttξ − div Σ(ξ) = 0 t ∈ (0, T ), y ∈ ΩS ,

u = 0 t ∈ (0, T ), x ∈ ∂Ω,

u ◦X = ∂tξ t ∈ (0, T ), y ∈ ∂ΩS ,

(T(u, p) ◦X) Cof(∇X)n = Σ(ξ)n t ∈ (0, T ), y ∈ ∂ΩS ,

u(0, ·) = u0 y ∈ ΩF ,

ξ(0, ·) = 0, ∂tξ(0, ·) = ξ1 y ∈ ΩS .

(1.2)

We have denoted by n the outward normal of ∂ΩS , by T the fluid stress tensor and by Σ the elastic stress
tensor defined by

T(u, p) = 2ε(u)− pI3, Σ(ξ) = 2λ1ε(ξ) + λ2(div ξ)I3 with ε(u) =
1

2
(∇u+ (∇u)∗). (1.3)

We have denoted by A∗ and by Cof(A) the transpose and the cofactor matrix of any matrix A. In the
expression of the fluid stress tensor T, without any loss of generality, we have taken the viscosity of the
fluid constant and equal to 1. The expression of Σ involves the Lamé constants λ1 and λ2 which are
assumed to satisfy:

λ1 > 0, λ2 > 0.

The function g̃ is a force applied in the fluid. To simplify, we have not put any force in the elasticity
equation and we have also assumed that at initial time we are in the reference configuration, so that the
elastic displacement is equal to zero at initial time.

In the system (1.2), the fluid equations are written in the Eulerian framework. By this way, the fluid
equations are given in an unknown non cylindrical domain. In a classical way, we use X as a change of
variables for the fluid variables to come back to the initial domain ΩF and we rewrite the fluid equations
in the domain (0, T )× ΩF . More precisely, we define the Lagrangian velocity v and the pressure q over
the initial fluid domain by: for all (t, y) ∈ (0, T )× ΩF

v(t, y) = u(t,X(t, y)) and q(t, y) = p(t,X(t, y)). (1.4)

Due to the incompressibility condition satisfied by u, X satisfies the volume-preserving property
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det(∇X) = 1. Then, using this property, we can rewrite (1.2) together with (1.1) as

∂tv − divTX(v, q) = g in (0, T )× ΩF ,

∇v : Cof(∇X) = 0 in (0, T )× ΩF ,

∂ttξ − div Σ(ξ) = 0 in (0, T )× ΩS ,

∂tX = v in (0, T )× ΩF ,

v = ∂tξ on (0, T )× ∂ΩS ,

v = 0 on (0, T )× ∂Ω,

TX(v, q)n = Σ(ξ)n on (0, T )× ∂ΩS ,

v(0, ·) = v0, X(0, ·) = id in ΩF ,

ξ(0, ·) = 0, ∂tξ(0, ·) = ξ1 in ΩS ,

(1.5)

where for (t, y) ∈ (0, T )× ΩF ,

v0(y) = u0(y), g(t, y) = g̃(t,X(t, y)),

and
TX(v, q) := [(∇v) Cof(∇X)∗ + Cof(∇X)(∇v)∗ − qI3] Cof(∇X). (1.6)

In the above system and in what follows, we use the notation A : B := tr(AB∗) for 3× 3 matrices A and
B.

We assume that ΩF is a C2 domain and that the data v0, ξ1 and g satisfy the following conditions:

v0 ∈ H2(ΩF ), ξ1 ∈ H1+1/8(ΩS), g ∈ H1(0, T ;L2(ΩF )) ∩ L2(0, T ;H1/2+1/8(ΩF )), (1.7)

div g = 0 in (0, T )× ΩF , g · n = 0 on (0, T )× ∂Ω. (1.8)

Furthermore, we assume the following compatibility conditions: there exist v1 ∈ L2(ΩF ) and q0 ∈
H1(ΩF ) such that 

v1 − divT(v0, q0) = g(0, ·) in ΩF ,
div v0 = 0 in ΩF ,
div v1 = (∇v0) : (∇v0)∗ in ΩF ,
v0 = ξ1 on ∂ΩS ,
v0 = 0 on ∂Ω,
v1 · n = 0 on ∂ΩF ,
T(v0, q0)n = 0 on ∂ΩS .

(1.9)

Note that the incompressibility and boundary conditions satisfied by v0 and v1 imply in particular∫
∂ΩS

ξ1 · n dγ = 0,

∫
∂ΩS

[(v0 · ∇)v0] · n dγ = 0. (1.10)

Before stating our main result, we introduce the following spaces for our solutions:

S1,T := C2(L2(ΩF )) ∩H2(H1(ΩF )) ∩ C1(H2(ΩF )) ∩H1(H5/2+1/8(ΩF )),

S2,T := C1(L2(ΩF )) ∩H1+1/3(L2(ΩF )) ∩H1(H1(ΩF )) ∩ C0(H2(ΩF )) ∩ L2(H5/2+1/8(ΩF )),

S3,T := C0(H1(ΩF )) ∩H1/3(H1(ΩF )) ∩ L2(H3/2+1/8(ΩF )),

S4,T := C2(L2(ΩS)) ∩ C1(H1+1/8(ΩS)) ∩ C0(H2+1/8(ΩS)).

To shorten the notation of the functional spaces, here and in what follows, we omit the time interval
(0, T ) for the Sobolev and Lebesgue spaces and [0, T ] for the spaces of Ck functions. In all these spaces,
we consider the canonical norms.

The main result of our paper states the local in time existence and uniqueness of a regular solution:

Theorem 1.1. Assume that (1.7)–(1.9) holds. Then, there exists a time

T = T (‖v0‖H2(ΩF ), ‖ξ1‖H1+1/8(ΩS), ‖g‖H1(L2(ΩF ))∩C0(L2(ΩF ))∩L2(H1/2+1/8(ΩF ))) > 0

such that system (1.5) possesses a unique solution (X, v, q, ξ) on (0, T ) with the following regularity

(X, v, q, ξ) ∈ S1,T × S2,T × S3,T × S4,T .

Moreover, X(t, ·) : ΩF → ΩF (t) is a diffeomorphism for all t ∈ (0, T ).
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Remark 1.2. In Theorem 1.1, we impose that g satisfies condition (1.8). This hypothesis is technical
and may be not necessary. It is only used in the construction of regular data approximating (v0, ξ, g) (see
Section B). In fact, we only need the condition (1.8) at t = 0.

Many works have been already devoted to the well-posedness of system (1.5). One of the difficulties
in the study of this system is due to the fact that it couples two equations of different nature. Another
important difficulty comes from the fact that the fluid domain is variable in time and its evolution is
given by the elastic displacement, which is one of the unknowns of the problem.

Due to these difficulties, several studies have analyzed approximated systems of (1.5), for instance
by adding a regularizing term in the elasticity equation (see [4]) or by discretizing the elasticity equation
(see [11] for weak solutions and [7] for strong solutions).

One of the first works tackling the existence of strong solutions of (1.5) is [9] (see also [10]). In
this article, the authors obtain the existence of local strong solutions for initial conditions having the
following regularity

(v0, ξ1) ∈ H5(ΩF )×H2(ΩS)

and with several compatibility conditions. They also obtain the uniqueness of strong solutions if they
increase the regularity of the initial conditions:

(v0, ξ1) ∈ H7(ΩF )×H4(ΩS)

with again the corresponding compatibility conditions.
In a particular case where the initial interface between the fluid and the solid is flat, [18] and [25] have

obtained the local in time existence of strong solutions. In [18], the authors consider initial conditions
with the following regularity

(v0, ξ1) ∈ H3(ΩF )×H2(ΩS).

In [25], the authors assume that the initial conditions satisfy

(v0, ξ1) ∈ H3/2+ε(ΩF )×H1+ε(ΩS)

for ε > 0 arbitrary small. They also need to impose periodic boundary conditions in the two first
directions.

With respect to the above results, we bring several improvements to the theory of strong solutions for
system (1.5). First, we need weaker regularity assumptions on the data than in [9] and in [18]. Second,
in comparison to [25], we do not need the initial interface between the fluid and the solid to be flat (or
the boundary conditions to be periodic in x1 and x2). Finally, let us mention that, as pointed out in
[25], the proofs in [9] and in [18] do not seem to be complete.

Let us also quote [20] in the case of a non-moving fluid domain. We can refer to some works that have
been done for related systems: for instance, [3], [5], [6], [19], [17] in the case of a viscous compressible
fluid and [2], [8], [12], [24], [13], [1], [14] in the case where the elastic structure is replaced by a beam or
a plate located on a part of the fluid boundary.

To prove Theorem 1.1, we will first consider a linear system associated with (1.5) and study the well-
posedness of this linear system. We will then use a fixed-point argument to come back to the nonlinear
problem (1.5). The linear system will be obtained by replacing the flow X by a given flow X̂ in the
expression of TX and in the term Cof(∇X) which appears in (1.5)2. More precisely, to introduce our
linear system, we define, for M > 0, the closed subset BM of S1,T by

BM :=
{
X̂ ∈ S1,T ; ‖X̂‖S1,T 6M, X̂(0, ·) = id, ∂tX̂(0, ·) = v0

}
. (1.11)

We assume that M is large enough so that BM is non empty and in particular we assume in what follows
that

‖v0‖H2(ΩF ) 6M.

For X̂ ∈ BM , we write
v̂ := ∂tX̂ (1.12)

so that

X̂(t, y) = y +

∫ t

0

v̂(s, y) ds. (1.13)

Remark 1.3. Note that we do not need to impose that X̂ satisfies the condition det(∇X) = 1 which
holds for X solution of the nonlinear problem.
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For a given X̂ ∈ BM , we consider the linearized system associated with (1.5):

∂tv − divTX̂(v, q) = G in (0, T )× ΩF ,

∇v : Cof(∇X̂) = 0 in (0, T )× ΩF ,

∂ttξ − div Σ(ξ) = 0 in (0, T )× ΩS ,

∂tX = v in (0, T )× ΩF ,

v = 0 on (0, T )× ∂Ω,

v = ∂tξ on (0, T )× ∂ΩS ,

TX̂(v, q)n = Σ(ξ)n on (0, T )× ∂ΩS ,

v(0, ·) = V0, X(0, ·) = id in ΩF ,

ξ(0, ·) = 0, ∂tξ(0, ·) = Ξ1 in ΩS .

(1.14)

(1.15)

(1.16)

(1.17)

(1.18)

(1.19)

(1.20)

(1.21)

(1.22)

We recall that TX̂ is defined by (1.6). For this linear system, we will prove the existence and uniqueness
of solution in the same functional spaces as in our main Theorem 1.1. More precisely, let us consider

V0 ∈ H2(ΩF ), Ξ1 ∈ H1+1/8(ΩS), G ∈ H1(L2(ΩF )) ∩ L2(H1/2+1/8(ΩF )), (1.23)

divG = 0 in (0, T )× ΩF , G · n = 0 on (0, T )× ∂Ω, (1.24)

with the following compatibility conditions: there exist V1 ∈ L2(ΩF ) and Q0 ∈ H1(ΩF ) such that

V1 − divT(V0, Q0) = G(0, ·) in ΩF ,
div V0 = 0 in ΩF ,
div V1 = (∇V0) : (∇v0)∗ in ΩF ,
V0 = Ξ1 on ∂ΩS ,
V0 = 0 on ∂Ω,
V1 · n = 0 on ∂ΩF ,
T(V0, Q0)n = 0 on ∂ΩS .

(1.25)

As for (v0, ξ1, g), the above conditions yield∫
∂ΩS

Ξ1 · n dγ = 0,

∫
∂ΩS

[(v0 · ∇)V0] · n dγ = 0. (1.26)

The result is stated in the following theorem:

Theorem 1.4. Let us consider X̂ ∈ BM and (V0,Ξ1, G) satisfying (1.23)–(1.25). Then, there exist
α > 0 and C > 0 such that for all T satisfying

Tα(1 +M) 6 C, (1.27)

the system (1.14)–(1.22) possesses a unique solution (X, v, q, ξ) on (0, T ) with the following regularity

(X, v, q, ξ) ∈ S1,T × S2,T × S3,T × S4,T .

Moreover, X(t, ·) : ΩF → ΩF (t) is a diffeomorphism for all t ∈ (0, T ) and we have the estimate

‖v‖S2,T + ‖q‖S3,T + ‖ξ‖S4,T 6 C
(

(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1+1/8(ΩS)

+ ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))∩L2(H1/2+1/8(ΩF ))

)
. (1.28)

The proof of Theorem 1.4 constitutes the main part of our paper. To prove this result, we will
first assume that the data V0, Ξ1 and G are more regular (see hypothesis (2.1)-(2.3)) and, under these
hypotheses, we prove in Section 2 that system (1.14)–(1.22) admits a unique smooth solution. This
result is stated in Proposition 2.1 and is proved using a fixed point argument. Next, the goal of Section
3 is to weaken the regularity hypotheses on the data to come back to hypothesis (1.23)-(1.25). To do
so, we prove that the smooth solution obtained in Section 2 satisfies estimate (1.28) which involves in
the right-hand side the weaker norms on the data. The proof of this estimate is done in several steps
presented from subsection 3.1 to subsection 3.5. Then, a density argument presented in subsection 3.6
allows us to conclude the proof of Theorem 1.4.
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2 Study of the linear system for smooth data

In this section, we assume that the data associated to the linear system (1.14)–(1.22) are smooth data.
We assume here

V0 ∈ H3(ΩF ), Ξ1 ∈ H3/2+1/8(ΩS), (2.1)

G ∈ H1(L2(ΩF )) ∩ L2(H1/2+1/8(ΩF )), G0 := G(0, ·) ∈ H1(ΩF ), (2.2)

divG = 0 in (0, T )× ΩF , (2.3)

with the following compatibility conditions: there exist V1 ∈ H1(ΩF ) and Q0 ∈ H2(ΩF ) such that

V1 − divT(V0, Q0) = G0 in ΩF ,
div V0 = 0 in ΩF ,
div V1 = (∇V0) : (∇v0)∗ in ΩF ,
V0 = Ξ1 on ∂ΩS ,
V0 = 0 on ∂Ω,
V1 = 0 on ∂ΩF ,
T(V0, Q0)n = 0 on ∂ΩS .

(2.4)

We also remark that Q0 is characterized as the unique solution of the elliptic system
∆Q0 = −∇V0 : (∇v0)∗ in ΩF ,

Q0 = 2ε(V0)n · n on ∂ΩS ,

∂Q0

∂n
= ∆V0 · n+G0 · n on ∂Ω.

(2.5)

In the main result of Section 2, we will prove that, with these hypotheses on the data, system (1.14)–
(1.22) admits a unique regular solution defined locally in time:

Proposition 2.1. Let X̂ ∈ BM be given. There exist α > 0 and C > 0 such that for all T satisfying

Tα(1 +M) 6 C, (2.6)

for all (V0,Ξ1, G) satisfying (2.1)–(2.4), the system (1.14)-(1.22) admits a unique solution (X, v, q, ξ)
satisfying

v ∈ H2(L2(ΩF )) ∩H1(H2(ΩF )) ∩ C1(H1(ΩF )) ∩ L2(H5/2+1/8(ΩF ))

q ∈ H1(H1(ΩF )) ∩ L2(H3/2+1/8(ΩF ))

and
ξ ∈ C2(H1/2+1/8(ΩS)) ∩ C1(H3/2+1/8(ΩS)) ∩ C0(H5/2+1/8(ΩS)).

The proof of Proposition 2.1 is based on a fixed point argument. We set

Y := {(ṽ, q̃) ∈ Y1 × Y2 : ṽ(0, ·) = V0, q̃(0, ·) = Q0 and ∂tṽ(0, ·) = V1 in ΩF }, (2.7)

where
Y1 := H2(L2(ΩF )) ∩H1(H2(ΩF )) ∩ C1(H1(ΩF )) ∩ L2(H5/2+1/8(ΩF ))

and
Y2 := {q̃ ∈ H1(H1(ΩF )) ∩ L2(H3/2+1/8(ΩF )) : ∂tq̃ ∈ H1/4(L2(∂ΩS))}.

In what follows, we use the norms

‖ṽ‖Y1 := ‖ṽ‖H2(L2(ΩF ))∩H1(H2(ΩF ))∩L2(H5/2+1/8(ΩF )),

‖q̃‖Y2 := ‖q̃‖H1(H1(ΩF ))∩L2(H3/2+1/8(ΩF )) + ‖∂tq̃‖H1/4(L2(∂ΩS)).

For any (ṽ, q̃) given in Y, we introduce the following auxiliary systems
∂ttξ − div Σ(ξ) = 0 in (0, T )× ΩS ,

ξ(t, ·) =

∫ t

0

ṽ(s, ·) ds on (0, T )× ∂ΩS ,

ξ(0, ·) = 0, ∂tξ(0, ·) = Ξ1 in ΩS

(2.8)
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and 
∂tv − divT(v, q) = F1 in (0, T )× ΩF ,
div v = F2 in (0, T )× ΩF ,
T(v, q)n = Σ(ξ)n+ F3 on (0, T )× ∂ΩS ,
v = 0 on (0, T )× ∂Ω,
v(0, ·) = V0 in ΩF ,

(2.9)

where
F1 := G+ divTX̂(ṽ, q̃)− divT(ṽ, q̃), (2.10)

F2 := −∇ṽ(t, y) :
[
Cof(∇X̂)− I3

]
, (2.11)

F3 := −TX̂(ṽ, q̃)n+ T(ṽ, q̃)n. (2.12)

We recall that TX̂ is defined by (1.6). Let us briefly explain why, in the space Y2, we add the fact that

∂tq̃ ∈ H1/4(L2(∂ΩS)): this will allow to get that F3 belongs to H5/4(L2(∂ΩS)) (see (2.43) ) and it will
be useful in the third step of subsection 2.4 to apply a regularity result from [15].

Let us now consider the map

Λ : Y → Y, Λ(ṽ, q̃) := (v, q), (2.13)

where (v, q, ξ) is the solution of (2.8)-(2.9).
In order to prove Proposition 2.1, we will show the two following properties:

1. Λ is well-defined:
Λ(ṽ, q̃) ∈ Y for all (ṽ, q̃) ∈ Y; (2.14)

2. There exist α > 0 and C > 0 such that, for all T satisfying (2.6), Λ is a contraction.

This will imply that Λ admits a unique fixed point and this will yield Proposition 2.1. To prove the
second point, since Λ is an affine function, it is sufficient to prove that

‖(v, q)‖Y 6 CTαM‖(ṽ, q̃)‖Y . (2.15)

under the condition that the data are null:

Ξ1 = 0, V0 = 0, Q0 = 0, V1 = 0, G = 0. (2.16)

To prove the regularity (2.14) and the estimate (2.15), we follow similar arguments: in what follows,
we will show simultaneously that (v, q) ∈ Y and that it satisfies the corresponding estimate when (2.16)
holds.

To make the proof easier to read, we have separated it in different subsections: in subsection 2.1, we
give estimates on terms involving X̂ and in subsection 2.2, we estimate terms involving (ṽ, q̃). These
preliminary estimates are then used in subsection 2.3 to estimate the right-hand sides F1, F2, F3 in (2.8)-
(2.9). At last, subsection 2.1 resumes these different results and gives the proof of Proposition 2.1.
It relies on regularity results for the two sub-problems: a hidden regularity result presented in [25] is
applied to the linearized elasticity equation whereas a regularity result presented in [15] is applied to a
nonstationary Stokes system.

2.1 Estimates on the terms coming from X̂

Using that X̂ ∈ BM (see (1.11) for the definition of BM ), we first deduce from a standard Sobolev
embedding that

‖∇X̂ − I3‖C0([0,T ]×ΩF ) 6 C‖∇X̂ − I3‖C0(H3/2+1/8(ΩF ))

6 CT 1/2‖X̂‖H1(H5/2+1/8(ΩF )) 6 CT 1/2M. (2.17)

In particular, if
T 1/2M 6 1, (2.18)

then {
‖∇X̂‖C0([0,T ]×ΩF ) 6 C, ‖Cof(∇X̂)‖C0([0,T ]×ΩF ) 6 C,

‖∇X̂‖C0(H3/2+1/8(ΩF )) 6 C, ‖Cof(∇X̂)‖C0(H3/2+1/8(ΩF )) 6 C.
(2.19)
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The above estimate and (2.17) yield

‖Cof(∇X̂)− I3‖C0([0,T ]×ΩF ) 6 C‖Cof(∇X̂)− I3‖C0(H3/2+1/8(ΩF )) 6 CT 1/2M. (2.20)

Since
‖v̂‖S2,T 6M (2.21)

we can apply Lemma A.6 (with p1 = +∞, p2 = 2, m1 = 0, m2 = 5/8 and θ = 1/5) and get

‖∇2v̂‖L5/2(H1/2(ΩF )) 6 CM. (2.22)

Gathering this estimate with

∇2X̂(t, y) =

∫ t

0

∇2v̂(s, y)ds,

we deduce that
‖∇2X̂‖C0(L3(ΩF )) 6 CT 3/5M. (2.23)

Combining this estimate with (2.19), we deduce∥∥∥∇Cof(∇X̂)
∥∥∥
C0(L3(ΩF ))

6 CT 3/5M. (2.24)

Using (2.19), (2.21) and the Sobolev embedding H1+1/8(∂ΩS) ⊂ C0(∂ΩS), we deduce∥∥∥[Cof(∇X̂)− I3]i1,i2

∥∥∥
H1(C0(∂ΩS))

+
∥∥∥[Cof(∇X̂)− I3]i1,i2 [Cof(∇X̂)]i3,i4

∥∥∥
H1(C0(∂ΩS))

6 CM (2.25)

for all i1, . . . , i4 ∈ {1, 2, 3}. Now, for p0 ∈ [2, 5/2), we have from a Sobolev embedding and from Lemma
A.6 (with p1 = 2, p2 = +∞, m1 = 13/8, m2 = 1 and θ = 2/p0):

‖∇v̂‖Lp0 (L∞(ΩF )) 6 C‖∇v̂‖Lp0 (H1+5/(4p0)(ΩF ))

6 C‖∇v̂‖2/p0
L2(H13/8(ΩF ))

‖∇v̂‖1−2/p0
C0(H1(ΩF ))

6 CM. (2.26)

Now we can obtain several estimates on the time derivatives of Cof(∇X̂). Using the formula for the
cofactor matrix and (2.19), (2.21), we have

∂t Cof(∇X̂) ∈ C0(H1(ΩF )), ‖∂t Cof(∇X̂)‖C0(H1(ΩF ))) 6 CM (2.27)

and
∂tt Cof(∇X̂) ∈ L2(L2(ΩF )), ‖∂tt Cof(∇X̂)‖L2(L2(ΩF ))) 6 CM. (2.28)

Finally, combining (2.19), (2.22), (2.23) and (2.26), we deduce

∂t∇Cof(∇X̂) ∈ L2(L3(ΩF )), ‖∂t∇Cof(∇X̂)‖L2(L3(ΩF ))) 6 CMT 1/10. (2.29)

We now estimate terms of the form

z := [Cof(∇X̂)]i1,i2
∂v̂i3
∂yi4

∂X̂i5
∂yi6

for some i1, . . . , i6 ∈ {1, 2, 3}. First using (2.19), (2.21) and (2.23), we notice that

z ∈ C0(H1(ΩF )), ‖z‖C0(H1(ΩF ))) 6 CM. (2.30)

From (2.19) and (2.21), we also obtain

z ∈ L2(H3/2+1/8(ΩF )), ‖z‖L2(H3/2+1/8(ΩF )) 6 CM, (2.31)

z ∈ H1(L2(ΩF )), ‖z‖H1(L2(ΩF )) 6 CM. (2.32)

We now show that
z ∈ H1/4(L4(∂ΩS)). (2.33)
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Using the notation b·cs,2,(0,T ),X defined in (A.2), the trace theorem and Lemma A.5 for s = 1/3, m1 = 0
and m2 = 3/2 we deduce

‖z‖2H1/4(L4(∂ΩS)) = ‖z‖2L2(L4(∂ΩS)) + bzc21/4,2,(0,T ),L4(∂ΩS)

6 C(T‖z‖2C0(H1(ΩF )) + T 1/6bzc21/3,2,(0,T ),L4(∂ΩS))

6 C(T‖z‖2C0(H1(ΩF )) + T 1/6‖z‖2H1/3(H1(ΩF )))

6 C(T‖z‖2C0(H1(ΩF )) + T 1/6‖z‖4/3
L2(H3/2(ΩF ))

‖z‖2/3
H1(L2(ΩF ))

).

In particular, we have obtained∥∥∥∥∥[Cof(∇X̂)]i1,i2
∂v̂i3
∂yi4

∂X̂i5
∂yi6

∥∥∥∥∥
H1/4(L4(∂ΩS))

6 CT 1/12M. (2.34)

for all i1, . . . , i6 ∈ {1, 2, 3}.

2.2 Estimates on the terms coming from (ṽ, q̃)

We recall that (ṽ, q̃) ∈ Y, where Y is defined by (2.7). This yields other regularity properties and some
estimates in the case of null data (2.16). First, we have

ṽ ∈ C0(H2(ΩF )), q̃ ∈ C0(H1(ΩF ))

and if ṽ(0, ·) = 0 and q̃(0, ·) = 0, then

‖ṽ‖C0(H2(ΩF )) 6 T 1/2‖ṽ‖H1(H2(ΩF )), ‖q̃‖C0(H1(ΩF )) 6 T 1/2‖q̃‖H1(H1(ΩF )). (2.35)

We also have
∂t∇ṽ ∈ C0(L2(ΩF )), ∇ṽ ∈ C0(L6(ΩF ))

and if ṽ(0, ·) = 0 and ∂tṽ(0, ·) = 0, then

‖∂t∇ṽ‖C0(L2(ΩF )) 6 C
(
‖ṽ‖H1(H2(ΩF )) + ‖ṽ‖H2(L2(ΩF ))

)
(2.36)

and
‖∇ṽ‖C0(L6(ΩF )) 6 CT 1/2 (‖ṽ‖H1(H2(ΩF )) + ‖ṽ‖H2(L2(ΩF ))

)
. (2.37)

Using the trace theorem, we also have ∇ṽ ∈ H1(L4(∂ΩS)) with

‖∇ṽ‖H1(L4(∂ΩS)) 6 C‖ṽ‖H1(H2(ΩF )). (2.38)

Using Lemma A.5, we have
ṽ ∈ H3/2+1/8((0, T )× ∂ΩS), (2.39)

‖ṽ‖H7/4−1/16(L2(∂ΩS)) 6 C(‖ṽ‖H1(H2(ΩF )) + ‖ṽ‖H2(L2(ΩF )))

and
‖ṽ‖H4/5(H3/2+1/8(∂ΩS)) 6 C(‖ṽ‖H1(H2(ΩF )) + ‖ṽ‖L2(H5/2+1/8(ΩF ))).

Moreover, according to Corollary A.3, if we assume that the data are null (2.16), we obtain

‖ṽ‖H3/2+1/8(L2(∂ΩS)) 6 CT 1/16‖ṽ‖H7/4−1/16(L2(∂ΩS))

and
‖ṽ‖L2(H3/2+1/8(∂ΩS)) 6 CT 4/5‖ṽ‖H4/5(H3/2+1/8(∂ΩS))

which implies
‖ṽ‖H3/2+1/8((0,T )×∂ΩS) 6 CT 1/16‖ṽ‖Y1 . (2.40)
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2.3 Estimates on F1, F2, F3

We prove here the following result

Lemma 2.2. Assume (ṽ, q̃) ∈ Y, where Y is defined by (2.7). Then the functions F1, F2 and F3 given
by (2.10), (2.11) and (2.12) satisfy

F1 ∈ L2(H1/2+1/8(ΩF )) ∩H1(L2(ΩF )), (2.41)

F2 ∈ L2(H3/2+1/8(ΩF )) ∩H1(H1(ΩF )) ∩H2(H−1(ΩF )), (2.42)

F3 ∈ L2(H1+1/8(∂ΩS)) ∩H1(H1/2(∂ΩS)) ∩H5/4(L2(∂ΩS)), (2.43)

Assume in addition that we are in the case of null data (2.16). Then we have the following estimates

‖F1‖L2(H1/2+1/8(ΩF )) + ‖F2‖L2(H3/2+1/8(ΩF )) + ‖F3‖L2(H1+1/8(∂ΩS)) 6 CT 1/2M‖(ṽ, q̃)‖Y , (2.44)

and

‖∂tF1‖L2(L2(ΩF )) + ‖∂tF2‖L2(H1(ΩF ))∩H1(H−1(ΩF ))

+ ‖∂tF3‖L2(H1/2(∂ΩS))∩H1/4(L2(∂ΩS)) 6 CT 1/4M‖(ṽ, q̃)‖Y . (2.45)

Proof. To avoid repeating the same arguments, we prove directly the estimates if the condition of null
data (2.16) holds and we skip the proof of (2.41)–(2.43) which follows the same process.

Combining (2.10), (2.17), (2.19), (2.22), (2.23) and (2.26) (with p0 = 9/4), we deduce ∂tF1 ∈
L2(L2(ΩF )) with

‖∂tF1‖L2(L2(ΩF )) 6 CT 1/2M‖(ṽ, q̃)‖Y . (2.46)

Now, from (2.11), we deduce

∂tF2 = −∇∂tṽ(t, y) :
[
Cof(∇X̂)− I3

]
−∇ṽ(t, y) : ∂t Cof(∇X̂), (2.47)

so that ∂tF2 ∈ L2(H1(ΩF )) with

‖∂tF2‖L2(H1(ΩF )) 6 CT 1/2M‖(ṽ, q̃)‖Y . (2.48)

We also deduce that ∂ttF2 can be written as

∂ttF2 = −∇∂ttṽ(t, y) :
[
Cof(∇X̂)− I3

]
− 2∇∂tṽ(t, y) : ∂t Cof(∇X̂)−∇ṽ(t, y) : ∂tt Cof(∇X̂). (2.49)

The term
∇∂ttṽ(t, y) :

[
Cof(∇X̂)− I3

]
can be transformed as a linear combination of terms of the form

∂

∂yi1

(
∂ttṽi2

[
Cof(∇X̂)− I3

]
i3,i4

)
−
(
∂ttṽi2

∂

∂yi1

[
Cof(∇X̂)

]
i3,i4

)
,

with i1, . . . , i4 ∈ {1, 2, 3}. Using (2.20), (2.24), (2.27), (2.36), (2.37) and the Sobolev embedding

L6/5(ΩF ) ⊂ H−1(ΩF ), we obtain ∂ttF2 ∈ L2(H−1(ΩF )) with

‖∂tF2‖H1(H−1(ΩF )) 6 CT 1/2M‖(ṽ, q̃)‖Y . (2.50)

Finally, ∂tF3 is the linear combination of terms of the form

[Cof(∇X̂)− I3]i1,i2
∂q̃

∂t
ni3 , [Cof(∇X̂)− I3]i1,i2 [Cof(∇X̂)]i3,i4

∂2ṽi5
∂t∂yi6

ni7 ,

[Cof(∇X̂)]i1,i2
∂v̂i3
∂yi4

∂X̂i5
∂yi6

∂ṽi7
∂yi8

ni9 , [Cof(∇X̂)]i1,i2
∂v̂i3
∂yi4

∂X̂i5
∂yi6

q̃ni7 ,

(2.51)

with i1, . . . , i9 ∈ {1, 2, 3}. Thus ∂tF3 ∈ L2(H1/2(∂ΩS)) with

‖∂tF3‖L2(H1/2(∂ΩS)) 6 CT 1/2M‖(ṽ, q̃)‖Y . (2.52)
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Then we estimate ∂tF3 in H1/4(L2(∂ΩS)). Using (2.34), (2.38) and Lemma A.7 with s = 1/4, σ0 = 1,
X1 = X2 = L4(∂ΩS) and X3 = L2(∂ΩS), we deduce∥∥∥∥∥[Cof(∇X̂)]i1,i2

∂v̂i3
∂yi4

∂X̂i5
∂yi6

∂ṽi7
∂yi8

∥∥∥∥∥
H1/4(L2(∂ΩS))

6 CT 1/4M‖(ṽ, q̃)‖Y , (2.53)

and a similar estimate for the last term in (2.51). In order to estimate the first term in (2.51), we use
(2.7), (2.25) and Lemma A.7 with s = 1/4, σ0 = 1, X1 = L2(∂ΩS), X2 = L∞(∂ΩS) and X3 = L2(∂ΩS):∥∥∥[Cof(∇X̂)− I3]i1,i2∂tq̃

∥∥∥
H1/4(L2(∂ΩS))

6 CT 1/4‖Cof(∇X̂)− I3‖H1(L∞(∂ΩS))‖∂tq̃‖H1/4(L2(∂ΩS)) 6 CT 1/4M‖(ṽ, q̃)‖Y .

The second term in (2.51) is treated using again Lemma A.7 with s = 1/4, σ0 = 1, X1 = L2(∂ΩS),
X2 = L∞(∂ΩS) and X3 = L2(∂ΩS):∥∥∥∥[Cof(∇X̂)− I3]i1,i2 [Cof(∇X̂)]i3,i4

∂2ṽi5
∂t∂yi6

∥∥∥∥
H1/4(L2(∂ΩS))

6 CT 1/4
∥∥∥[Cof(∇X̂)− I3]i1,i2 [Cof(∇X̂)]i3,i4

∥∥∥
H1(L∞(∂ΩS))

‖∂t∇ṽ‖H1/4(L2(∂ΩS)) .

Combining the above inequality with (2.25) and Lemma A.8 applied to f := ∂tṽ, we obtain∥∥∥∥[Cof(∇X̂)− I3]i1,i2 [Cof(∇X̂)]i3,i4
∂2ṽi5
∂t∂yi6

∥∥∥∥
H1/4(L2(∂ΩS))

6 CT 1/4M‖(ṽ, q̃)‖Y .

We deduce ∂tF3 ∈ H1/4(L2(∂ΩS)) with

‖∂tF3‖H1/4(L2(∂ΩS)) 6 CT 1/4M‖(ṽ, q̃)‖Y . (2.54)

The estimates of

‖F1‖L2(H1/2+1/8(ΩF )), ‖F2‖L2(H3/2+1/8(ΩF )), ‖F3‖L2(H1+1/8(∂ΩS))

are similar.

2.4 Proof of Proposition 2.1

We are now in position to prove Proposition 2.1. As explained after the statement of Proposition 2.1,
we will prove that the map Λ (see (2.13)) is well-defined (2.14) and satisfes (2.15). By this way, Λ will
be a contraction in Y if (2.6) holds for some α > 0 and C > 0. The proof is split into four steps. The
first step introduces a lifting for the divergence in order to get a divergence-free problem. A regularity
result [25] is applied to the elasticity equation in the second step whereas a result on the regularity of
the Stokes problem in [15] is applied in the third step. In the last step, additional spatial regularity is
proved.
Step 1. Time derivative and lifting.

We consider the solution w of the problem{
∆w = ∂tF2 in (0, T )× ΩF ,

w = 0 on (0, T )× ∂ΩF .
(2.55)

Using standard elliptic estimates and (2.42), we obtain

‖w‖H1(H1(ΩF ))∩L2(H3(ΩF )) 6 C‖∂tF2‖H1(H−1(ΩF ))∩L2(H1(ΩF )),

so that
‖∇w‖H1(L2(ΩF ))∩L2(H2(ΩF )) 6 C‖∂tF2‖H1(H−1(ΩF ))∩L2(H1(ΩF )). (2.56)

Then, if we formally differentiate (2.8) and (2.9) with respect to time and we use ∇w to lift the
divergence condition on ∂tv, we get that Ξ := ∂tξ and (V,Q) := (∂tv −∇w, ∂tq) have to satisfy
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∂ttΞ− div Σ(Ξ) = 0 in (0, T )× ΩS ,

Ξ = ṽ on (0, T )× ∂ΩS ,

Ξ(0, ·) = Ξ1, ∂tΞ(0, ·) = 0 in ΩS

(2.57)

and 

∂tV − divT(V,Q) = ∂tF1 − ∂t∇w + 2 div ε(∇w) =: F̃1 in (0, T )× ΩF ,

div V = 0 in (0, T )× ΩF ,

T(V,Q)n = Σ(Ξ)n+ ∂tF3 − 2ε(∇w)n =: F̃3 on (0, T )× ∂ΩS ,

V = −∇w =: F̃4 on (0, T )× ∂Ω,

V (0, ·) = G0 + ∆V0 −∇Q0 −∇w(0, ·) in ΩF .

(2.58)

Step 2. Estimates on the elastic displacement.
According to standard results (we refer for instance to [26]), system (2.57) admits a unique weak

solution in C0(L2(ΩS)) ∩ C1(H−1(ΩS)). To get regularity on ∂tξ, we will use hidden regularity results
(we refer to [21] for the wave equation and to [25] for the elasticity equation).

We use that the Dirichlet condition ṽ satisfies (2.39). Note that

Ξ(0, ·) = Ξ1 ∈ H3/2+1/8(ΩS), ∂tΞ(0, ·) = 0 ∈ H1/2+1/8(ΩS), Ξ = ṽ ∈ H3/2+1/8((0, T ) × ∂ΩS),
(2.59)

and the compatibility conditions are satisfied since

ṽ(0, ·) = V0 = Ξ1 on ∂ΩS and ∂tṽ(0, ·) = V1 = 0 on ∂ΩS

(see (2.7) and the fourth and sixth conditions in (2.4)). By this way, according to Theorem 3.2 in [25]

and interpolation arguments, we deduce that ξ(t, ·) :=

∫ t

0

Ξ(s, ·) ds satisfies

∂tξ ∈ C0(H3/2+1/8(ΩS)) ∩ C1(H1/2+1/8(ΩS)) (2.60)

and
Σ(∂tξ)n ∈ H1/2+1/8((0, T )× ∂ΩS), (2.61)

with the estimate

‖∂ttξ‖C0(H1/2+1/8(ΩS)) + ‖∂tξ‖C0(H3/2+1/8(ΩS)) + ‖Σ(∂tξ)n‖H1/2+1/8((0,T )×∂ΩS)

6 C
(
‖Ξ1‖H3/2+1/8(ΩS) + ‖ṽ‖H3/2+1/8((0,T )×∂ΩS)

)
where C is independent of T . Moreover, in the case of null data (2.16), if we use (2.40), we deduce

‖∂ttξ‖C0(H1/2+1/8(ΩS)) + ‖∂tξ‖C0(H3/2+1/8(ΩS)) + ‖Σ(∂tξ)n‖H1/2+1/8((0,T )×∂ΩS) 6 CT 1/16‖ṽ‖Y1 . (2.62)

Step 3. Estimates on the fluid velocity and pressure.
The existence and uniqueness of a solution of (2.58) will come from results in [15]. First we check

that the compatibility conditions are satisfied: from the first and the third conditions in (2.4), (2.63) and
(2.55), we deduce

div(G0 + ∆V0 −∇Q0 −∇w(0, ·)) = 0 in ΩF .

Moreover, from the first and the sixth conditions in (2.4) and (2.58), we deduce

G0 + ∆V0 −∇Q0 −∇w(0, ·) = F̃4(0, ·) on ∂Ω.

Finally, using (2.41)–(2.43), (2.56), Lemma A.8 with f := ∇w, we have

F̃1 ∈ L2(L2(ΩF )), F̃3 ∈ L2(H1/2(∂ΩS)) ∩H1/4(L2(∂ΩS)),

F̃4 ∈ L2(H3/2(∂Ω)) ∩H3/4(L2(∂Ω)).
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Thus, according to [15] (Theorem 7.5 with r = 0), the system (2.58) admits a unique strong solution
(V,Q) with the following regularity

V ∈ L2(H2(ΩF )) ∩H1(L2(ΩF )) ∩ C0(H1(ΩF )), Q ∈ L2(H1(ΩF )).

Let us set

v(t, ·) := V0 +

∫ t

0

(V (s, ·) +∇w(s, ·)) ds, q(t, ·) := Q0 +

∫ t

0

Q(s, ·) ds.

According to (2.4) and since

F1(0, ·) = G0, F2(0, ·) = 0 F3(0, ·) = 0, (2.63)

we see that (v, q, ξ) is the solution of (2.8)-(2.9). Moreover, using again (2.56), we have

v ∈ H1(H2(ΩF )) ∩H2(L2(ΩF )) ∩ C1(H1(ΩF )), q ∈ H1(H1(ΩF )).

In the case of null data (2.16), we have the estimate

‖v‖H1(H2(ΩF ))∩H2(L2(ΩF ))∩C1(H1(ΩF )) + ‖q‖H1(H1(ΩF ))

6 C
(
‖∂tF1‖L2(L2(ΩF )) + ‖∂tF2‖H1(H−1(ΩF ))∩L2(H1(ΩF ))

+ ‖∂tF3‖L2(H1/2(∂ΩS))∩H1/4(L2(∂ΩS))

+ ‖Σ(∂tξ)n‖L2(H1/2(∂ΩS))∩H1/4(L2(∂ΩS))

)
. (2.64)

We then use (2.45) to estimate the three first terms and (2.62) to estimate the last term in the right-hand
side and we obtain

‖v‖H1(H2(ΩF ))∩H2(L2(ΩF ))∩C1(H1(ΩF )) + ‖q‖H1(H1(ΩF )) 6 C(T 1/4M + T 1/16)‖(ṽ, q̃)‖Y . (2.65)

In order to prove that
∂tq ∈ H1/4(L2(∂ΩS)), (2.66)

we use the boundary condition in (2.58). First, from Lemma A.8 applied to f := ∂tv and (2.65), we find

∂t∇v ∈ H1/4(L2(∂ΩS))

with
‖∂t∇v‖H1/4(L2(∂ΩS)) 6 C(T 1/4M + T 1/16)‖(ṽ, q̃)‖Y .

On the other hand, from (2.16), (2.62) and Corollary A.3

‖Σ(∂tξ)n‖H1/4(L2(∂ΩS)) 6 CT 1/2‖ṽ‖Y1 .

Using (2.45), we deduce (2.66) with

‖∂tq‖H1/4(L2(∂ΩS)) 6 C(T 1/4M + T 1/16)‖(ṽ, q̃)‖Y . (2.67)

Step 4. Additional spatial regularity.

We still have to prove that ξ ∈ C0(H5/2+1/8(ΩS)) and (v, q) ∈ L2(H5/2+1/8(ΩF ))×L2(H3/2+1/8(ΩF )).
We first consider (2.8) as an elliptic problem. For the boundary condition, according to (2.7), we

have
ξ ∈ C0(H2+1/8(∂ΩS))

with
‖ξ‖C0(H2+1/8(∂ΩS)) 6 CT 1/2‖ṽ‖L2(H5/2+1/8(ΩF )). (2.68)

Thus, according to (2.60), we deduce that

ξ ∈ C0(H5/2+1/8(ΩS))

and in the case of null data (2.16), gathering (2.62), (2.68) and the trace theorem, we obtain

‖Σ(ξ)n‖C0(H1+1/8(∂ΩS)) 6 CT 1/8‖ṽ‖Y1 . (2.69)
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Then, we consider (2.9) as an elliptic system and we obtain

‖v‖L2(H5/2+1/8(ΩF )) + ‖q‖L2(H3/2+1/8(ΩF ))

6 C
(
‖v‖H1(H1/2+1/8(ΩF )) + ‖F1‖L2(H1/2+1/8(ΩF ))

+ ‖F2‖L2(H3/2+1/8(ΩF )) + ‖F3‖L2(H1+1/8(∂ΩS)) + ‖Σ(ξ)n‖L2(H1+1/8(∂ΩF ))

)
.

Using (2.44), (2.65), (2.69) to estimate the right-hand side, we deduce

‖v‖L2(H5/2+1/8(ΩF )) + ‖q‖L2(H3/2+1/8(ΩF )) 6 C(T 1/4M + T 1/16)‖(ṽ, q̃)‖Y . (2.70)

Gathering (2.65), (2.67) and (2.70) yields (2.15). This ends the proof of Proposition 2.1.

3 Proof of Theorem 1.4

Let us consider X̂ ∈ BM (see (1.11)). In order to prove Theorem 1.4, we first assume that the data
V0, Ξ1, G are smoother by replacing the hypotheses (1.23), (1.24) and (1.25) by the stronger hypotheses
(2.1)–(2.4). According to Proposition 2.1, system (1.14)-(1.22) admits a strong solution (X, v, q, ξ) in
(0, T ) where the existence time T satisfies (2.6). The regularity given by Proposition 2.1 will allow us to
give a sense to all the terms appearing in the computations made in this section. The goal of the next
subsections (from subsection 3.1 to subsection 3.5) is to prove the estimate (1.28) on (X, v, q, ξ).

In subsection 3.1, we first prove an energy estimate satisfied by the solution. Next, in subsection
3.2, we consider the system satisfied by the time derivative of the solution and prove an energy estimate
associated to this system. In subsection 3.3, we get spatial regularity thanks to standard elliptic estimates,
more precisely, using the previous subsections, we estimate ξ in C0(H2(ΩS)) and (v, q) in C0(H2(ΩF ))×
C0(H1(ΩF )). This leads to estimate (3.32). Then, the tricky part of the proof consists in obtaining more
regularity in space for the solution. To do so, some useful results on Stokes system are stated and proved
in subsection 3.4 and the additional regularity results are given in subsection 3.5. At last, in subsection
3.6, we finish the proof by a density argument to deal with less regular data.

3.1 Energy estimates

We multiply (1.14) by v, integrate by parts and use (1.15), (1.19) and (1.20):

1

2

d

dt

∫
ΩF

|v|2 dy +

∫
ΩF

{[
(∇v) Cof(∇X̂)∗ + Cof(∇X̂)(∇v)∗ − qI3

]
Cof(∇X̂)

}
: ∇v dy

+

∫
∂ΩS

Σ(ξ)n · ∂tξ dγ =

∫
ΩF

G · v dy.

We multiply (1.16) by ∂tξ and integrate by parts:

1

2

d

dt

(∫
ΩS

[
|∂tξ|2 + 2λ1|ε(ξ)|2 + λ2(div ξ)2] dy) =

∫
∂ΩS

Σ(ξ)n · ∂tξ dγ. (3.1)

Adding the two above equations, we deduce

1

2

d

dt

∫
ΩF

|v|2 dy +
1

2

∫
ΩF

|ε(v)|2 dy +
1

2

d

dt

(∫
ΩS

[
|∂tξ|2 + 2λ1|ε(ξ)|2 + λ2(div ξ)2] dy)

6 C‖∇X̂ − I3‖C0([0,T ]×ΩF )

∫
ΩF

|∇v|2 dy +

∣∣∣∣∫
ΩF

G · v dy
∣∣∣∣ .

Using Korn’s inequality (see for instance [16]), (2.17) and T 1/2M 6 C with C small enough, we deduce

‖v‖C0(L2(ΩF )) + ‖v‖L2(H1(ΩF )) + ‖ξ‖C1(L2(ΩS)) + ‖ξ‖C0(H1(ΩS))

6 C(‖V0‖L2(ΩF ) + ‖Ξ1‖L2(ΩS) + ‖G‖L2(L2(ΩF ))). (3.2)
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3.2 Estimates on the time derivative

We first differentiate (1.14)–(1.20) with respect to time:

∂ttv − div ∂tTX̂(v, q) = ∂tG in (0, T )× ΩF , (3.3)

(∂t∇v) : Cof(∇X̂) +∇v : ∂t Cof(∇X̂) = 0 in (0, T )× ΩF , (3.4)

∂tttξ − div Σ(∂tξ) = 0 in (0, T )× ΩS , (3.5)

∂tv = 0 on (0, T )× ∂Ω, (3.6)

∂tv = ∂ttξ on (0, T )× ∂ΩS , (3.7)

∂tTX̂(v, q)n = Σ(∂tξ)n on (0, T )× ∂ΩS , (3.8){
∂tv(0, ·) = V1 in ΩF ,

∂tξ(0, ·) = Ξ1, ∂ttξ(0, ·) = 0 in ΩS .
(3.9)

We recall that TX̂ is defined by (1.6) and that V1 is introduced in (2.4). Applying standard elliptic
results on (2.5) yields

‖Q0‖H1(ΩF ) 6 C(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + C‖G0‖L2(ΩF ). (3.10)

We thus deduce that V1 satisfies

‖V1‖L2(ΩF ) 6 C(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + C‖G0‖L2(ΩF ). (3.11)

As for the proof of (3.2), we multiply (3.3) by ∂tv and (3.5) by ∂ttξ, and after some integrations by
parts, we find

1

2

d

dt

∫
ΩF

|∂tv|2 dy +

∫
ΩF

∂t
{[

(∇v) Cof(∇X̂)∗ + Cof(∇X̂)(∇v)∗ − qI3
]

Cof(∇X̂)
}

: ∂t∇v dy

+
1

2

d

dt

(∫
ΩS

[
|∂ttξ|2 + 2λ1|ε(∂tξ)|2 + λ2(div ∂tξ)

2] dy) =

∫
ΩF

∂tG · ∂tv dy. (3.12)

Now, we integrate this expression on the time interval (0, t). For the second integral, we expand the first
time derivative:∫ t

0

∫
ΩF

∂t
{[

(∇v) Cof(∇X̂)∗ + Cof(∇X̂)(∇v)∗ − qI3
]

Cof(∇X̂)
}

: ∂t∇v dy ds

=

∫ t

0

∫
ΩF

[
(∂t∇v) Cof(∇X̂)∗ Cof(∇X̂) + Cof(∇X̂)(∂t∇v)∗ Cof(∇X̂)

]
: ∂t∇v dy ds

+

∫ t

0

∫
ΩF

[
(∇v)∂t Cof(∇X̂)∗ Cof(∇X̂) + (∇v) Cof(∇X̂)∗∂t Cof(∇X̂)

]
: ∂t∇v dy ds

+

∫ t

0

∫
ΩF

[
∂t Cof(∇X̂)(∇v)∗ Cof(∇X̂) + Cof(∇X̂)(∇v)∗∂t Cof(∇X̂)

]
: ∂t∇v dy ds

−
∫ t

0

∫
ΩF

∂t
[
qCof(∇X̂)

]
: ∂t∇v dy ds.

(3.13)

Using (2.17) and (2.19), the first integral gives:∫ t

0

∫
ΩF

[
(∂t∇v) Cof(∇X̂)∗ Cof(∇X̂) + Cof(∇X̂)(∂t∇v)∗ Cof(∇X̂)

]
: ∂t∇v dy ds

>
∫ t

0

∫
ΩF

|ε(∂tv)|2 dy ds− C
∫ T

0

‖∇X̂ − I3‖C0([0,T ]×ΩF )

∫
ΩF

|∇∂tv|2 dy ds

>
∫ t

0

∫
ΩF

|ε(∂tv)|2 dy ds− CT 1/2M ‖v‖2H1(H1(ΩF )) .

(3.14)
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Using (2.27) and H1(ΩF ) ⊂ L6(ΩF ), we deduce for the second and third integrals of (3.13):∣∣∣∣∫ t

0

∫
ΩF

[
(∇v)∂t Cof(∇X̂)∗ Cof(∇X̂) + (∇v) Cof(∇X̂)∗∂t Cof(∇X̂)

]
: ∂t∇v dy ds

∣∣∣∣
+

∣∣∣∣∫ t

0

∫
ΩF

[
∂t Cof(∇X̂)(∇v)∗ Cof(∇X̂) + Cof(∇X̂)(∇v)∗∂t Cof(∇X̂)

]
: ∂t∇v dy ds

∣∣∣∣
6 CδTM

2‖v‖2C0(H2(ΩF )) + δ ‖v‖2H1(H1(ΩF )) (3.15)

for any δ > 0. For the last term in (3.13), we have:∫ t

0

∫
ΩF

∂t
[
qCof(∇X̂)

]
: ∂t∇v dy ds =

∫ t

0

∫
ΩF

∂tqCof(∇X̂) : ∂t∇v dy ds

+

∫ t

0

∫
ΩF

q∂t
[
Cof(∇X̂)

]
: ∂t∇v dy ds.

Combining the above estimate and (3.4), we deduce∫ t

0

∫
ΩF

∂t
[
qCof(∇X̂)

]
: ∂t∇v dy ds

= −
∫ t

0

∫
ΩF

(∂tq)∇v : ∂t Cof(∇X̂) dy ds+

∫ t

0

∫
ΩF

q∂t
[
Cof(∇X̂)

]
: ∂t∇v dy ds

= −
∫

ΩF

q(t)∇v(t) : ∂t Cof(∇X̂)(t, ·) dy +

∫
ΩF

Q0∇V0 : (∂t Cof(∇X̂))(0, ·) dy

+2

∫ t

0

∫
ΩF

q(∂t∇v) : ∂t Cof(∇X̂) dy ds+

∫ t

0

∫
ΩF

q∇v : ∂tt Cof(∇X̂) dy ds.

(3.16)

For the first integral in the right-hand side, we have:∣∣∣∣∫
ΩF

q(t)∇v(t) : ∂t Cof(∇X̂)(t, ·) dy
∣∣∣∣ 6 C‖q‖C0(L6(ΩF ))‖∇v : ∂t Cof(∇X̂)‖C0(L6/5(ΩF ))

6 δ‖q‖2C0(H1(ΩF )) + Cδ‖∇v : ∂t Cof(∇X̂)‖2C0(L6/5(ΩF )) (3.17)

for any δ > 0. We rewrite the last term:

∇v : ∂t Cof(∇X̂) = −∇V0 : (∇v0)∗ +

∫ t

0

∂t(∇v : ∂t Cof(∇X̂)) ds (3.18)

where we have used that (∂t Cof(∇X̂))(0, ·) = −(∇v0)∗. Since∥∥∥∥∫ t

0

∂t(∇v : ∂t Cof(∇X̂)) ds

∥∥∥∥
L6/5(ΩF )

6 C

∫ t

0

‖∂t∇v‖L2(ΩF )

∥∥∥∂t Cof(∇X̂)
∥∥∥
L6(ΩF )

ds

+ C

∫ t

0

‖∇v‖L6(ΩF )

∥∥∥∂tt Cof(∇X̂)
∥∥∥
L2(ΩF )

ds,

we get from (2.27) and (2.28)∥∥∥∥∫ t

0

∂t(∇v : ∂t Cof(∇X̂)) ds

∥∥∥∥
L6/5(ΩF )

6 CT 1/2M ‖v‖H1(H1(ΩF ))∩C0(H2(ΩF )) .

Gathering (3.17), (3.18) and the above equation, we obtain∣∣∣∣∫
ΩF

q(t)∇v(t) : ∂t Cof(∇X̂)(t, ·) dy
∣∣∣∣ 6 δ‖q‖2C0(H1(ΩF )) + Cδ‖v0‖2H2(ΩF )‖V0‖2H2(ΩF )

+ CδTM
2‖v‖2H1(H1(ΩF ))∩C0(H2(ΩF )). (3.19)
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For the third integral in the right-hand side of (3.16), we use (2.27) to deduce for any δ > 0∣∣∣∣∫ t

0

∫
ΩF

q(∂t∇v) : ∂t Cof(∇X̂) dy ds

∣∣∣∣
6 Cδ

∫ T

0

‖q‖2L6(ΩF )

∥∥∥∂t Cof(∇X̂)
∥∥∥2

L6(ΩF )
dt+ δ

∫ T

0

∫
ΩF

|∂t∇v|2 dy dt

6 CδTM
2‖q‖2C0(H1(ΩF )) + δ‖v‖2H1(H1(ΩF )). (3.20)

For the last integral in the right-hand side of (3.16), we use (2.28) to obtain the following estimate∣∣∣∣∫ t

0

∫
ΩF

q∇v : ∂tt Cof(∇X̂) dy ds

∣∣∣∣
6 CT 1/2‖q‖C0(L6(ΩF ))‖∇v‖C0(L6(ΩF ))

∥∥∥∂tt Cof(∇X̂)
∥∥∥
L2(L2(ΩF ))

6 δ‖q‖2C0(H1(ΩF )) + CδTM
2 ‖∇v‖2C0(H1(ΩF )) .

Gathering the last inequality with (3.19), (3.20) and (3.10), equality (3.16) becomes∣∣∣∣∫ t

0

∫
ΩF

∂t
[
qCof(∇X̂)

]
: ∂t∇v dy ds

∣∣∣∣ 6 Cδ(1 + ‖v0‖2H2(ΩF ))‖V0‖2H2(ΩF ) + C‖G0‖2L2(ΩF )

+ (3δ + CδTM
2)‖q‖2C0(H1(ΩF ))

+ (δ + CδTM
2)‖v‖2H1(H1(ΩF ))∩C0(H2(ΩF )).

Coming back to (3.13), this last inequality, (3.14) and (3.15) imply that∫ t

0

∫
ΩF

∂t
{[

(∇v) Cof(∇X̂)∗ + Cof(∇X̂)(∇v)∗ − qI3
]

Cof(∇X̂)
}

: ∂t∇v dy ds

>
∫ t

0

∫
ΩF

|ε(∂tv)|2 dy ds− (2δ + CδT
1/2M) ‖v‖2H1(H1(ΩF ))∩C0(H2(ΩF ))

− Cδ(1 + ‖v0‖2H2(ΩF ))‖V0‖2H2(ΩF ) − C‖G0‖2L2(ΩF ) − (3δ + CδTM
2)‖q‖2C0(H1(ΩF )).

At last, using this inequality, Korn’s inequality, (3.9) and (3.11) in the identity (3.12) integrated in time,
we get

‖∂tv‖2C0(L2(ΩF )) + ‖∂tv‖2L2(H1(ΩF )) + ‖∂ttξ‖2C0(L2(ΩS)) + ‖∂tξ‖2C0(H1(ΩS))

6 Cδ
(
(1 + ‖v0‖2H2(ΩF ))‖V0‖2H2(ΩF ) + ‖Ξ1‖2H1(ΩS)

)
+ (3δ + CδTM

2)‖q‖2C0(H1(ΩF ))

+ (2δ + CδT
1/2M)‖v‖2H1(H1(ΩF ))∩C0(H2(ΩF ))

+ C(‖G0‖2L2(ΩF ) + ‖G‖2H1(L2(ΩF ))). (3.21)

3.3 Elliptic estimates

In this section, we consider standard elliptic estimates to bound the H2 norm in space of the solution.
According to (1.14)-(1.22), the following elliptic problems hold:

− div Σ(ξ) = −∂ttξ in (0, T )× ΩS ,

ξ(t, ·) =

∫ t

0

v(s, ·) ds on (0, T )× ∂ΩS ,
(3.22)

and 

−divT(v, q) = −∂tv + divR+G in (0, T )× ΩF ,

div v = −∇v :
[
Cof(∇X̂)− I3

]
in (0, T )× ΩF ,

T(v, q)n = Σ(ξ)n−Rn on (0, T )× ∂ΩS ,

v = 0 on (0, T )× ∂Ω,

(3.23)
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where

R = (∇v)(Cof(∇X̂)∗ Cof(∇X̂)−I3)+
[
Cof(∇X̂)(∇v)∗ Cof(∇X̂)− (∇v)∗

]
−q
[
Cof(∇X̂)− I3

]
. (3.24)

According to Proposition 2.1, v belongs to C0(H2(ΩF )) and ∂ttξ belongs to C0(L2(ΩS)). Using the
elliptic regularity for (3.22), this implies an estimate of ξ in C0(H2(ΩS)):

‖ξ‖C0(H2(ΩS)) 6 C
(
‖∂ttξ‖C0(L2(ΩS)) + T‖v‖C0(H2(ΩF ))

)
. (3.25)

Now, using (2.19), (2.20), (2.24) and the embedding H1(ΩF ) ⊂ L6(ΩF ), we have

‖R‖C0(H1(ΩF )) 6 CT 1/2M
(
‖v‖C0(H2(ΩF )) + ‖q‖C0(H1(ΩF ))

)
, (3.26)

and ∥∥∥∇v :
[
Cof(∇X̂)− I3

]∥∥∥
C0(H1(ΩF ))

6 CT 1/2M‖v‖C0(H2(ΩF )). (3.27)

Using the elliptic regularity for (3.23) and taking into account (3.26) and (3.27), we deduce

‖v‖C0(H2(ΩF )) + ‖q‖C0(H1(ΩF ))

6 C
(
‖G‖C0(L2(ΩF )) + ‖∂tv‖C0(L2(ΩF )) + ‖Σ(ξ)‖C0(H1(ΩS))

)
+ CT 1/2M

(
‖v‖C0(H2(ΩF )) + ‖q‖C0(H1(ΩF ))

)
. (3.28)

Taking

T 6
η

M2
(3.29)

with η small enough, we finally obtain

‖v‖C0(H2(ΩF )) + ‖q‖C0(H1(ΩF ))

6 C
(
‖G‖C0(L2(ΩF )) + ‖∂tv‖C0(L2(ΩF )) + ‖Σ(ξ)‖C0(H1(ΩS))

)
. (3.30)

Combining (3.25) and (3.30) and taking T 6 η with η small enough, we find

‖v‖C0(H2(ΩF )) + ‖q‖C0(H1(ΩF )) + ‖ξ‖C0(H2(ΩS))

6 C
(
‖G‖C0(L2(ΩF )) + ‖∂ttξ‖C0(L2(ΩS)) + ‖∂tv‖C0(L2(ΩF ))

)
. (3.31)

Then we gather the above estimate and (3.21), and take δ small enough and then η small enough in
(3.29). This gives

‖v‖C1(L2(ΩF )) + ‖v‖H1(H1(ΩF )) + ‖v‖C0(H2(ΩF )) + ‖q‖C0(H1(ΩF ))

+ ‖ξ‖C2(L2(ΩS)) + ‖ξ‖C1(H1(ΩS)) + ‖ξ‖C0(H2(ΩS))

6 C
(
(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
(3.32)

with a constant C independent of (V0,Ξ1, G), of T and of M .

3.4 Study of a linear Stokes system

In order to complete the proof of Theorem 1.4, we still have to estimate (v, q) in L2(H5/2+1/8(ΩF )) ×
L2(H3/2+1/8(ΩF )) and ξ in C1(H1+1/8(ΩS)) ∩ C0(H2+1/8(ΩS)). This is done in Subsection 3.5. These
additional estimates with more regular spatial norms will be achieved by using some specific results
satisfied by the solution of the Stokes system. These results are presented in this subsection and involve
some duality arguments.
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Our aim is to study the following Stokes type system

∂tw − divTX̂(w, πw) = f1 in (0, T )× ΩF ,

∇w : Cof(∇X̂) = f2 in (0, T )× ΩF ,

TX̂(w, πw)n = f3 on (0, T )× ∂ΩS ,

w = f4 on (0, T )× ∂Ω,

w(0, ·) = w0 in ΩF ,

(3.33)

where TX̂ is defined by (1.6).
In order to study this system, we introduce the adjoint system

−∂tϕ− divTX̂(ϕ, πϕ) = f in (0, T )× ΩF ,

∇ϕ : Cof(∇X̂) = 0 in (0, T )× ΩF ,

TX̂(ϕ, πϕ)n = 0 on (0, T )× ∂ΩS ,

ϕ = 0 on (0, T )× ∂Ω,

ϕ(T, ·) = 0 in ΩF .

(3.34)

We also need to lift the “divergence condition”, that is to consider the following stationary system

− divTX̂(W,πW ) = 0 in (0, T )× ΩF ,

∇W : Cof(∇X̂) = f2 in (0, T )× ΩF ,

TX̂(W,πW )n = 0 on (0, T )× ∂ΩS ,

W = 0 on (0, T )× ∂Ω.

(3.35)

Lemma 3.1. Let X̂ ∈ BM . There exist α > 0 and η > 0 such that for any T such that

TαM 6 η, (3.36)

and for any

w0 ∈ H1(ΩF ), f1 ∈ L2(0, T ;L2(ΩF )), f2 ∈ H1(0, T ;H−1(ΩF )) ∩ L2(0, T ;H1(ΩF )),

f3 ∈ L2(0, T ;H1/2(∂ΩS)) ∩H1/4(0, T ;L2(∂ΩS)),

f4 ∈ L2(0, T ;H3/2(∂Ω)) ∩H3/4(0, T ;L2(∂Ω)),

system (3.33) admits a unique strong solution

w ∈ L2(0, T ;H2(ΩF )) ∩H1(0, T ;L2(ΩF )).

Moreover, we have the estimates

‖w‖L2(0,T ;H2(ΩF ))∩H1(0,T ;L2(ΩF )) 6 C
(
‖f1‖L2(0,T ;L2(ΩF )) + ‖f2‖H1(0,T ;H−1(ΩF ))∩L2(0,T ;H1(ΩF ))

+ ‖f3‖L2(0,T ;H1/2(∂ΩS))∩H1/4(0,T ;L2(∂ΩS)) + ‖f4‖L2(0,T ;H3/2(∂Ω))∩H3/4(0,T ;L2(∂Ω)) + ‖w0‖H1(ΩF )

)
.

(3.37)

Similarly, if f ∈ L2(0, T ;L2(ΩF )), there exists a strong solution

ϕ ∈ L2(0, T ;H2(ΩF )) ∩H1(0, T ;L2(ΩF )), πϕ ∈ L2(0, T ;H1(ΩF ))

of (3.34) and we have the estimate

‖ϕ‖L2(0,T ;H2(ΩF ))∩H1(0,T ;L2(ΩF )) + ‖πϕ‖L2(0,T ;H1(ΩF )) 6 C‖f‖L2(0,T ;L2(ΩF )). (3.38)
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The proof of the above result is completely similar to Proposition 2.1, with a fixed point argument
and by using the estimates on X̂ presented in Subsection 2.1. We thus skip the proof.

The fact that (3.34) is an adjoint system of (3.33) can be seen by multiplying (3.33) by ϕ, (3.34) by
w and by using integrations by parts. By this way, we get∫ T

0

∫
ΩF

w · f dxdt =

∫
ΩF

w0 · ϕ(0, ·) dx+

∫ T

0

∫
ΩF

f1 · ϕ dxdt−
∫ T

0

∫
ΩF

f2πϕ dxdt

+

∫ T

0

∫
∂ΩS

f3 · ϕ dxdt−
∫ T

0

∫
∂Ω

f4 · TX̂(ϕ, πϕ)n dxdt. (3.39)

This yields the following result on (3.34):

Lemma 3.2. Let X̂ ∈ BM . Assume (3.36) and f ∈ H−1/3(0, T ;L2(ΩF )). Then there exists a weak
solution

ϕ ∈ L2(0, T ;H4/3(ΩF )) ∩H2/3(0, T ;L2(ΩF )) (3.40)

of (3.34). Moreover, we have the estimates

‖ϕ‖L2(0,T ;H4/3(ΩF ))∩H2/3(0,T ;L2(ΩF )) 6 C‖f‖H−1/3(0,T ;L2(ΩF )) (3.41)

and
T−2/3‖ϕ‖L2((0,T )×ΩF ) + T−1/6‖ϕ‖C0([0,T ];L2(ΩF )) 6 C‖f‖H−1/3(0,T ;L2(ΩF )). (3.42)

Proof. Lemma 3.1 and formula (3.39) with

f2 = 0, f3 = 0, f4 = 0, w0 = 0. (3.43)

show that there exists a weak solution ϕ ∈ L2((0, T ) × ΩF ) of (3.34) for any f ∈ (H1
L)′(0, T ;L2(ΩF ))

defined by ∫ T

0

∫
ΩF

ϕ · f1 dx dt = 〈f, w〉(H1
L

)′(0,T ;L2(ΩF )),H1
L

(0,T ;L2(ΩF )). (3.44)

We recall that for s ∈ (1/2, 3/2), Hs
L(0, T ;X ) is the subspace of of functions f ∈ Hs(0, T ;X ) such that

f(0) = 0. We also use Hs
R(0, T ;X ) in the case where f(T ) = 0 instead of f(0) = 0. From (3.37), we

deduce that
‖ϕ‖L2((0,T )×ΩF ) 6 C‖f‖(H1

L
)′(0,T ;L2(ΩF )). (3.45)

By interpolation, this yields that if f ∈ H−1/3(0, T ;L2(ΩF )), then ϕ satisfies (3.40).
In order to show (3.41) and (3.42) with a constant C independent of T , we need to use the change of

variables (A.5) of the appendix and we define the linear map

Λ1 : L2((0, 1)× ΩF )→ L2(0, 1;H2(ΩF )) ∩H1(0, 1;L2(ΩF ))

defined by Λ1(f∗) = ϕ∗, where f∗ and ϕ∗ are the transformations of f and ϕ through (A.5). From (A.6),
(A.7) and (3.38), we have

‖Λ1‖L(L2((0,1)×ΩF ),L2(0,1;H2(ΩF ))) 6 C and ‖Λ1‖L(L2((0,1)×ΩF ),H1
R

(0,1;L2(ΩF ))) 6 CT. (3.46)

Using (A.6), (A.7) and (3.37) and the definition of a weak solution of (3.34), we also deduce

‖Λ1‖L((H1
L

)′(0,1;L2(ΩF )),L2((0,1)×ΩF ) 6 CT. (3.47)

Using an interpolation argument and (3.46), (3.47), we deduce{
‖Λ1‖L(H−1/3(0,1;L2(ΩF )),H

2/3
R

(0,1;L2(ΩF ))
6 CT,

‖Λ1‖L(H−1/3(0,1;L2(ΩF )),L2(0,1;H4/3(ΩF )) 6 CT 1/3.
(3.48)

Furthermore, from (A.6), Lemma A.1 and Corollary A.4, we have

‖ϕ∗‖
H

2/3
R

(0,1;L2(ΩF ))
= T 1/6‖ϕ‖

H
2/3
R

(0,T ;L2(ΩF ))
,

‖ϕ∗‖L2(0,1;H4/3(ΩF )) = T−1/2‖ϕ‖L2(0,T ;H4/3(ΩF )),

‖f∗‖H−1/3(0,1;L2(ΩF )) 6 T−5/6‖f‖H−1/3(0,T ;L2(ΩF ))
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From the above relation and (3.48), we obtain (3.41). Then, (3.42) comes from (3.41) and from the
two relations

‖ϕ‖L2(0,T ;L2(ΩF )) 6 CT 2/3‖ϕ‖
H

2/3
L

(0,T ;L2(ΩF ))
, ‖ϕ‖C0([0,T ];L2(ΩF )) 6 CT 1/6‖ϕ‖

H
2/3
L

(0,T ;L2(ΩF ))
.

Using again (3.39), we deduce from Lemma 3.2 a result for the system (3.33) in the case

f2 = 0, f4 = 0. (3.49)

Proposition 3.3. Let X̂ ∈ BM . Assume (3.49), (3.36) and

f1 ∈ L2(0, T ;L2(ΩF )), f3 ∈ L2(0, T ;L2(∂ΩS)), w0 ∈ L2(ΩF ).

Then there exists a weak solution
w ∈ H1/3(0, T ;L2(ΩF ))

of (3.33). Moreover, we have the estimates

‖w‖H1/3(0,T ;L2(ΩF )) 6 C
(
T 2/3‖f1‖L2(0,T ;L2(ΩF )) + ‖f3‖L2(0,T ;L2(∂ΩS)) + T 1/6‖w0‖L2(ΩF ))

)
. (3.50)

Proof. The solution of (3.33) is defined by duality with system (3.34): for any f ∈ H−1/3(0, T ;L2(ΩF )),
we consider the solution ϕ of (3.34) given in Lemma 3.2 and w is defined by

〈w, f〉H1/3(0,T ;L2(ΩF )),H−1/3(0,T ;L2(ΩF )) :=

∫ T

0

∫
ΩF

f1 · ϕ dx dt+

∫ T

0

∫
∂ΩS

f3 · ϕ dγ dt

+

∫
ΩF

w0 · ϕ(0, ·) dx. (3.51)

We use (3.41) and (3.42) to deduce (3.50).

Let us now consider the stationary system (3.35).

Lemma 3.4. Let X̂ ∈ BM . Assume (3.36) and

f2 ∈ H1(0, T ;L3/2(ΩF )) ∩ L2(0, T ;H1(ΩF )).

Then there exists

W ∈ H1(0, T ;L2(ΩF )) ∩ L2(0, T ;H2(ΩF )), πW ∈ L2(0, T ;H1(ΩF ))

with

‖W‖H1(0,T ;L2(ΩF ))∩L2(0,T ;H2(ΩF )) + ‖πW ‖L2(0,T ;H1(ΩF ))

6 CM‖f2‖L2(0,T ;H1(ΩF )) + C‖f2‖H1(0,T ;L3/2(ΩF )). (3.52)

Proof. We write (3.35) as 

−divT(W,πW ) = div F̂ in (0, T )× ΩF ,

divW = F̂2 in (0, T )× ΩF ,

T(W,πW )n = −F̂ n on (0, T )× ∂ΩS ,

W = 0 on (0, T )× ∂Ω,

(3.53)

with
F̂ = TX̂(W,πW )− T(W,πW ), (3.54)

F̂2 = f2 +∇W : (I3 − Cof(∇X̂)). (3.55)
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We recall that TX̂ is given by (1.6). Assume that (W,πW ) ∈ L2(0, T ;H2(ΩF )) × L2(0, T ;H1(ΩF )) and

let us consider F̂ and F̂2 defined by the above formulas. Using Section 2.1, we can show that

‖ div F̂‖L2((0,T )×ΩF ) + ‖F̂2‖L2((0,T );H1(ΩF )) + ‖F̂ n‖L2(0,T ;H1/2(∂ΩS))

6 C
(
‖f2‖L2(0,T ;H1(ΩF )) + TαM

[
‖W‖L2(0,T ;H2(ΩF )) + ‖πW ‖L2(0,T ;H1(ΩF ))

])
. (3.56)

Using the standard elliptic estimates for the Stokes system and the above estimate, we can prove in a
similar way as Proposition 2.1 (with a fixed point argument) the existence and uniqueness of the solution
(W,πW ) ∈ L2(0, T ;H2(ΩF ))× L2(0, T ;H1(ΩF )) of (3.35) (by assuming (3.36)). Moreover, we have the
estimate

‖W‖L2(0,T ;H2(ΩF )) + ‖πW ‖L2(0,T ;H1(ΩF )) 6 C‖f2‖L2(0,T ;H1(ΩF )). (3.57)

To obtain an estimate of W in H1(0, T ;L2(ΩF )), we differentiate (3.35) with respect to time:

−divTX̂(∂tW,∂tπW ) = div F̆ in (0, T )× ΩF ,

∇∂tW : Cof(∇X̂) = F̆2 in (0, T )× ΩF ,

TX̂(∂tW,∂tπW )n = −F̆ n on (0, T )× ∂ΩS ,

∂tW = 0 on (0, T )× ∂Ω,

(3.58)

with

F̆ =
{[

(∇W )∂t Cof(∇X̂)∗ + ∂t Cof(∇X̂)(∇W )∗
]

Cof(∇X̂)
}

+
{[

(∇W ) Cof(∇X̂)∗ + Cof(∇X̂)(∇W )∗ − πW I3
]
∂t Cof(∇X̂)

}
(3.59)

F̆2 = ∂tf2 +∇W : (∂t Cof(∇X̂)). (3.60)

System (3.58) is satisfied in a weak sense: from the first part of the proof, we know that if (3.36) holds,
for any f ∈ L2(0, T ;L2(ΩF )), there exists a unique solution ϕ ∈ L2(0, T ;H2(ΩF )), πϕ ∈ L2(0, T ;H1(ΩF ))
of 

−divTX̂(ϕ, πϕ) = f in (0, T )× ΩF ,

∇ϕ : Cof(∇X̂) = 0 in (0, T )× ΩF ,

TX̂(ϕ, πϕ)n = 0 on (0, T )× ∂ΩS ,

ϕ = 0 on (0, T )× ∂Ω.

(3.61)

Then, for general F̆ , F̆2 ∈ L2(0, T ;L6/5(ΩF )), we can define the solution of (3.58) as the function

∂tW ∈ L2(0, T ;L2(ΩF ))

such that ∫ T

0

∫
ΩF

∂tW · f dx dt :=

∫ T

0

∫
ΩF

(F̆ : ∇ϕ+ F̆2 πϕ) dx dt. (3.62)

Moreover, thanks to (3.38) we have

‖∂tW‖L2(0,T ;L2(ΩF )) 6 C
(
‖F̆‖L2(0,T ;L6/5(ΩF )) + ‖F̆2‖L2(0,T ;L6/5(ΩF ))

)
(3.63)

where C is independent of T .
From (2.19), (2.27), (3.59), (3.60), we deduce

‖F̆2‖L2(0,T ;L6/5(ΩF )) 6 ‖∂tf2‖L2(0,T ;L6/5(ΩF )) + ‖∇W : (∂t Cof(∇X̂))‖L2(0,T ;L6/5(ΩF ))

6 C‖∂tf2‖L2(0,T ;L3/2(ΩF )) + CM‖∇W‖L2(0,T ;L6(ΩF ))

and
‖F̆‖L2(0,T ;L6/5(ΩF )) 6 CM(‖∇W‖L2(0,T ;L6(ΩF )) + ‖πW ‖L2(0,T ;L6(ΩF ))).

Combining the above relations, (3.57) and (3.63), we obtain (3.52).
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3.5 Estimate of the H5/2+1/8(ΩF )-norm

In order to obtain estimates on (v, q) in L2(H5/2+1/8(ΩF )) × L2(H3/2+1/8(ΩF )), we are going to use
the ellipticity of the stationary Stokes system (3.23). To do so, the main difficulty will come from the

boundary term Σ(ξ)n that we need to estimate in L2(H1+1/8(∂ΩS)). This will be done by applying a

hidden regularity result [25] and by proving some bounds on ξ in H2+1/8((0, T ) × ∂ΩS). Since ∂tξ =
v on (0, T ) × ∂ΩS , we first work on the system satisfied by (∂tv, ∂tq) in order to prove that ∂tv in

H1/8(L2(∂ΩS)). From Lemma A.9, it is in fact sufficient to estimate ∂tv in H1/3(L2(ΩF )). This will be
done in the next proposition with the help of Proposition 3.3 and Lemma 3.4. A key point of the proof
will be to estimate the term Σ(∂tξ)n that appears as a boundary term in the system of (∂tv, ∂tq). At
this step again, we will use a hidden regularity result stated in [25].

We will prove the following result:

Proposition 3.5. Assume X̂ ∈ BM , ‖v0‖H2(Ω) 6 M and (3.36). Then the solution of system (1.14)-
(1.22) satisfies

∂tv ∈ H1/3(L2(ΩF ))

with the estimate

‖∂tv‖H1/3(L2(ΩF )) 6 C
(
(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
+ CT 1/10M(‖v‖L2(H5/2+1/8(ΩF )) + ‖q‖L2(H3/2+1/8(ΩF ))). (3.64)

Proof. From system (3.3)–(3.9), we deduce that (∂tv, ∂tq) satisfies (3.33) with

f1 := ∂tG+ div r, f2 := −∇v : ∂t Cof(∇X̂), f3 := −rn+ Σ(∂tξ)n, f4 = 0, w0 = V1 (3.65)

and

r =
{[

(∇v)∂t Cof(∇X̂)∗ + ∂t Cof(∇X̂)(∇v)∗
]

Cof(∇X̂)
}

+
{[

(∇v) Cof(∇X̂)∗ + Cof(∇X̂)(∇v)∗ − qI3
]
∂t Cof(∇X̂)

}
. (3.66)

Let us consider (W,πW ) the solution of the stationary system (3.35) associated with f2 given in (3.65).
We write

v̌ := ∂tv −W and q̌ := ∂tq − πW .
Then 

∂tv̌ − divTX̂(v̌, q̌) = f1 − ∂tW in (0, T )× ΩF ,

∇v̌ : Cof(∇X̂) = 0 in (0, T )× ΩF ,

TX̂(v̌, q̌)n = f3 on (0, T )× ∂ΩS ,

v̌ = 0 on (0, T )× ∂Ω,

v̌(0, ·) = V1 −W (0, ·) in ΩF .

(3.67)

We can apply Proposition 3.3 and we deduce

‖∂tv‖H1/3(L2(ΩF )) 6 C(T 2/3‖f1 − ∂tW‖L2(L2(ΩF )) + ‖f3‖L2((0,T )×∂ΩS)

+ T 1/6‖V1 −W (0, ·)‖L2(ΩF )) + ‖W‖H1/3(L2(ΩF )). (3.68)

Using Corollary A.3 for σ1 = 1 and s1 = 1/3, we have, for the last term

‖W‖H1/3(L2(ΩF )) 6 ‖W −W (0, ·)‖H1/3(L2(ΩF )) + ‖W (0, ·)‖H1/3(L2(ΩF ))

6 CT 2/3‖W −W (0, ·)‖H1(L2(ΩF )) + C‖W (0, ·)‖L2(ΩF )

6 CT 2/3‖W‖H1(L2(ΩF )) + C‖W (0, ·)‖L2(ΩF ).

Thus inequality (3.68) becomes

‖∂tv‖H1/3(L2(ΩF )) 6 C(T 2/3‖f1‖L2(L2(ΩF )) + T 2/3‖W‖H1(L2(ΩF )) + ‖f3‖L2((0,T )×∂ΩS)

+ T 1/6‖V1‖L2(ΩF ) + ‖W (0, ·)‖L2(ΩF )). (3.69)
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Using Lemma 3.4 (see (3.52) ), we have

‖W‖H1(L2(ΩF )) 6 C(M‖f2‖L2(H1(ΩF )) + ‖f2‖H1(L3/2(ΩF ))). (3.70)

Let us estimate the two terms in the right-hand side of this last inequality. First, using Lemma A.6, we
deduce that

‖∇2v‖L2(L3(ΩF )) 6 CT 1/10‖v‖L2(H5/2+1/8(ΩF ))∩C0(H2(ΩF )),

‖∇q‖L2(L3(ΩF )) 6 CT 1/10‖q‖L2(H3/2+1/8(ΩF ))∩C0(H1(ΩF )).
(3.71)

Second, we notice that ∇f2 is a linear combination of

∂

∂t
[Cof(∇X̂)]i1,i2

∂2vi3
∂yi4∂yi5

,
∂2

∂t∂yi3
[Cof(∇X̂)]i1,i2

∂vi4
∂yi5

, (3.72)

with i1, . . . , i5 ∈ {1, 2, 3} whereas

∂tf2 = −∇∂tv : ∂t Cof(∇X̂)−∇v : ∂tt Cof(∇X̂). (3.73)

Using (3.72) with (3.71), (2.27), (2.29), (3.32) and (3.36), we deduce

‖f2‖L2(H1(ΩF )) 6 CT 1/10M(‖v‖L2(H5/2+1/8(ΩF )) + ‖v‖C0(H2(ΩF )))

6 CT 1/10M(‖v‖L2(H5/2+1/8(ΩF )) + (1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS)

+ ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))). (3.74)

Similarly, using (3.73) with (2.27), (2.28), (3.32) and (3.36), we deduce

‖∂tf2‖L2(L3/2(ΩF ))

6 CM
(
(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
. (3.75)

Thus, (3.70) becomes

‖W‖H1(L2(ΩF )) 6 CM
(
T 1/10M‖v‖L2(H5/2+1/8(ΩF ))

+ (1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
. (3.76)

Moreover, since f2(0, ·) = ∇V0 : (∇v0)∗, we have

‖W (0, ·)‖L2(ΩF ) 6 C‖v0‖H2(ΩF )‖V0‖H2(ΩF ). (3.77)

It remains to estimate the norms of f1 in L2(L2(ΩF )) and of f3 in L2((0, T )×∂ΩS) in (3.69). To estimate
Σ(∂tξ)n that appears in f3, we first combine (1.19), a trace theorem and (3.32) to deduce that

‖∂tξ‖H1((0,T )×∂ΩS) 6 C
(
(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
.

Then, we apply Theorem 3.2 in [25] to the system satisfied by ∂tξ:

Σ(∂tξ)n ∈ L2((0, T )× ∂ΩS)

with

‖Σ(∂tξ)n‖L2((0,T )×∂ΩS) 6 C
(
(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
.

(3.78)
Moreover, using (3.71), (2.19), (2.24), (2.27), (2.29), we get

‖r‖L2(0,T,H1(ΩF )) 6 CT 1/10M(‖v‖C0(H2(ΩF )) + ‖q‖C0(H1(ΩF ))

+ ‖v‖L2(H5/2+1/8(ΩF )) + ‖q‖L2(H3/2+1/8(ΩF ))).

Using (3.32) and (3.78), we deduce from the above relation that

‖f1‖L2(L2(ΩF )) 6 C
(
‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
+ CT 1/10M(‖v‖L2(H5/2+1/8(ΩF )) + ‖q‖L2(H3/2+1/8(ΩF ))) (3.79)
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and

‖f3‖L2((0,T )×∂ΩS) 6 C
(
(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
+ CT 1/10M(‖v‖L2(H5/2+1/8(ΩF )) + ‖q‖L2(H3/2+1/8(ΩF ))). (3.80)

Inserting (3.76), (3.77), these last two estimates and (3.11) in (3.69), we get the result.

Using Proposition 3.5, we will prove a regularity result on the pressure. The regularity of the pressure
in H1/3(H1(ΩF )) will be useful in Section 4.

Proposition 3.6. We have
q ∈ H1/3(H1(ΩF ))

with the estimate

‖q‖H1/3(H1(ΩF )) 6 CT 1/10M(‖v‖L2(H5/2+1/8(ΩF )) + ‖q‖L2(H3/2+1/8(ΩF )))

+ C
(
(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
. (3.81)

Proof. We recall that (v, q) satisfies the elliptic system (3.23), where R is defined in (3.24). We need to
estimate the terms appearing in this system.

First, using (2.19), (2.27), (2.29), and Lemma A.7 for s = 1/3 and σ0 = 1, we deduce

‖R‖H1/3(H1(ΩF ))+‖∇v : [Cof(∇X̂)−I]‖H1/3(H1(ΩF )) 6 CT 1/6M
(
‖v‖H1/3(H2(ΩF )) + ‖q‖H1/3(H1(ΩF ))

)
.

(3.82)

On the other hand, combining (1.19), (3.32) and the trace theorem, we obtain

‖ξ‖H2((0,T )×∂ΩS) 6 CT 1/2‖v‖L2(H5/2+1/8(ΩF ))

+ C
(
(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
.

Using [25, Theorem 3.2], we deduce

‖Σ(ξ)‖H1((0,T )×∂ΩS) 6 CT 1/2‖v‖L2(H5/2+1/8(ΩF ))

+ C
(
(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
.

Applying Lemma A.5 with s = 1/3 (and where Ω is replaced by ∂ΩS), we deduce from the above estimate

‖Σ(ξ)‖H1/3(H1/2(∂ΩS)) 6 C‖Σ(ξ)‖H1/3(H2/3(∂ΩS)) 6 CT 1/2‖v‖L2(H5/2+1/8(ΩF ))

+ C
(
(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
. (3.83)

We apply elliptic estimates to the system (3.23) satisfied by (v, q) and the estimate (3.81) then follows
from (3.82), (3.83) and (3.64). This finishes the proof of Proposition 3.6.

At this step, we are in position to complete the proof of Theorem 1.4 in the case of smooth data (that
is, data satisfying (2.1)–(2.4)). We recall that we have already obtained (3.32).

From Lemma A.9, (3.64) and (3.32), we have

∂tv ∈ H1/8(L2(∂ΩS))

with the estimate

‖∂tv‖H1/8(L2(∂ΩS)) 6 C
(
(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
+ CT 1/10M(‖v‖L2(H5/2+1/8(ΩF )) + ‖q‖L2(H3/2+1/8(ΩF ))).

Since ∂tξ = v on (0, T )× ∂ΩS , we have

‖ξ‖C0(H2+1/8(∂ΩS)) 6 CT 1/2‖v‖L2(H2+1/8(∂ΩS))
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and these two estimates yield

‖ξ‖H2+1/8((0,T )×∂ΩS) 6 C
(
(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
+ C(T 1/10M + T 1/2)(‖v‖L2(H5/2+1/8(ΩF )) + ‖q‖L2(H3/2+1/8(ΩF ))).

Applying to ξ Theorem 3.2 in [25] combined with interpolation arguments, we deduce

‖ξ‖C0(H2+1/8(ΩS)) + ‖ξ‖C1(H1+1/8(ΩS)) + ‖Σ(ξ)n‖H1+1/8((0,T )×∂ΩS))

6 C
(

(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1+1/8(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
+ C(T 1/10M + T 1/2)(‖v‖L2(H5/2+1/8(ΩF )) + ‖q‖L2(H3/2+1/8(ΩF ))). (3.84)

We are going now to use the elliptic regularity of the Stokes system (3.23). From (2.20), we deduce∥∥∥∇v :
[
Cof(∇X̂)− I3

]∥∥∥
L2(H3/2+1/8(ΩF ))

6 CT 1/2M‖v‖L2(H5/2+1/8(ΩF ). (3.85)

Similarly, from the definition (3.24) of R,

‖R‖L2(H3/2+1/8(ΩF )) 6 CT 1/2M(‖v‖L2(H5/2+1/8(ΩF )) + ‖q‖L2(H3/2+1/8(ΩF ))). (3.86)

Then from (3.32),

‖∂tv‖L2(H1/2+1/8(ΩF )) 6 C
(
(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))

)
.

(3.87)
From the elliptic regularity of the Stokes system (3.23) together with (3.84), (3.85), (3.86) and (3.87),

we deduce

‖v‖L2(H5/2+1/8(ΩF )) + ‖q‖L2(H3/2+1/8(ΩF ))

6 C

(
(1 + ‖v0‖H2(ΩF ))‖V0‖H2(ΩF ) + ‖Ξ1‖H1+1/8(ΩS) + ‖G‖H1(L2(ΩF ))∩C0(L2(ΩF ))∩L2(H1/2+1/8(ΩF ))

)
.

(3.88)

Going back to (3.84), this allows us to deduce (1.28) if the data satisfy (2.1)–(2.4).

3.6 A density argument

We are now in position to conclude the proof of Theorem 1.4.
Let us consider (V0,Ξ1, G) satisfying (1.23)-(1.27). Using Section B, there exists a sequence

((V k0 ,Ξ
k
1 , G

k))k satisfying (2.1)-(2.4) and such that

V k0 → V0 in H2(ΩF ), (3.89)

Ξk1 → Ξ1 in H1+1/8(ΩS), (3.90)

Gk → G in H1(L2(ΩF )) ∩ L2(H1/2+1/8(ΩF )). (3.91)

For all k, we can consider the solution (Xk, vk, qk, ξk) of the system (1.14)–(1.22) associated with
(V k0 ,Ξ

k
1 , G

k) that we can construct as above in the interval (0, T ) with T satisfying (2.6) for some α
and C.

From (1.28), we deduce that
(

(Xk, vk, qk, ξk)
)
k

is a Cauchy sequence in S1,T × S2,T × S3,T × S4,T .

It thus converges to (X, v, q, ξ) ∈ S1,T × S2,T × S3,T × S4,T and we have

(Xk, vk, qk, ξk)→ (X, v, q, ξ) in S1,T × S2,T × S3,T × S4,T .

Using the linearity of the system (1.14)–(1.22), we deduce that (X, v, q, ξ) is the solution of (1.14)–(1.22).
Moreover it satisfies (1.28).
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4 Proof of Theorem 1.1

We recall that (v0, ξ1, g) satisfies (1.7)–(1.9). From Theorem 1.4, there exist α > 0 and C > 0 such that

for all T satisfying (2.6) and for all X̂ ∈ BM (see (1.11)), there exists a unique solution (X, v, q, ξ) of the
system (1.14)-(1.22) where

V0 = v0, Ξ1 = ξ1 G = g. (4.1)

Using (1.28), we can choose M large enough (and T satisfying (2.6)) such that the mapping

Λ : X̂ ∈ BM 7→ X ∈ BM (4.2)

is well-defined.
Our goal now is to show that Λ has a fixed point. This is done by proving that, for some α > 0

‖Λ(X̂1)− Λ(X̂2)‖H1(H2(ΩF ))∩H2(L2(ΩF )) 6 CTα‖X̂1 − X̂2‖H1(H2(ΩF ))∩H2(L2(ΩF )) (4.3)

that yields that, for T small, Λ is a contraction for the topology of H1(H2(ΩF )) ∩H2(L2(ΩF )). Since
BM is a closed set of H1(H2(ΩF ))∩H2(L2(ΩF )), we deduce that Λ admits a unique fixed point in BM .

Let us consider X̂1, X̂2 ∈ BM (see (1.11)). For i = 1, 2, we denote by (Xi, vi, qi, ξi) the unique
solution of the system (1.14)-(1.20) with (4.1).

We set
v := v1 − v2, q := q1 − q2, ξ := ξ1 − ξ2.

Then 

∂tv − divTX̂1(v, q) = −divTX̂2(v2, q2) + divTX̂1(v2, q2) in (0, T )× ΩF ,

∇v : Cof(∇X̂1) = ∇v2 :
[
Cof(∇X̂2)− Cof(∇X̂1)

]
in (0, T )× ΩF ,

v = 0 on (0, T )× ∂Ω,

TX̂1(v, q)n = Σ(ξ)n+ TX̂2(v2, q2)n− TX̂1(v2, q2)n on (0, T )× ∂ΩS ,

v(0, ·) = 0 in ΩF

(4.4)

and 
∂ttξ − div Σ(ξ) = 0 in (0, T )× ΩS ,

v = ∂tξ in (0, T )× ∂ΩS ,

ξ(0, ·) = 0, ∂tξ(0, ·) = 0 in ΩS .

(4.5)

We first remark that to prove (4.3), it is sufficient to prove the following estimate: there exists α > 0
such that

‖v‖L2(H2(ΩF )) + ‖v‖H1(L2(ΩF )) 6 CTα(‖v̂1 − v̂2‖L2(H2(ΩF )) + ‖v̂1 − v̂2‖H1(L2(ΩF ))). (4.6)

Using Lemma 3.1 and assuming (2.6), we deduce

‖v‖L2(H2(ΩF ))∩H1(L2(ΩF )) 6 C
(
‖ − divTX̂2(v2, q2) + divTX̂1(v2, q2)‖L2(L2(ΩF ))

+ ‖∇v2 :
[
Cof(∇X̂2)− Cof(∇X̂1)

]
‖H1(H−1(ΩF ))∩L2(H1(ΩF ))

+ ‖TX̂2(v2, q2)n− TX̂1(v2, q2)n‖L2(H1/2(∂ΩS))∩H1/4(L2(∂ΩS))

+ ‖Σ(ξ)n‖L2(H1/2(∂ΩS))∩H1/4(L2(∂ΩS))

)
. (4.7)

First, we have
‖∇X̂1 −∇X̂2‖C0(H1(ΩF )) 6 T 1/2‖v̂1 − v̂2‖L2(H2(ΩF )). (4.8)

Using this estimate combined with (1.28), (1.6) and (1.27), we deduce that

‖ − divTX̂2(v2, q2) + divTX̂1(v2, q2)‖L2(L2(ΩF )) 6 CTα‖v̂1 − v̂2‖L2(H2(ΩF )), (4.9)

‖∇v2 :
[
Cof(∇X̂2)− Cof(∇X̂1)

]
‖L2(H1(ΩF )) 6 CTα‖v̂1 − v̂2‖L2(H2(ΩF )), (4.10)

‖TX̂2(v2, q2)n− TX̂1(v2, q2)n‖L2(H1/2(∂ΩS)) 6 CTα‖v̂1 − v̂2‖L2(H2(ΩF )), (4.11)
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for some α > 0. According to Lemma A.6 with p1 = 2, p2 =∞, m1 = 2 and m2 = 0

‖v̂1 − v̂2‖L8/3(H3/2(ΩF )) 6 C‖v̂1 − v̂2‖L∞(L2(ΩF ))∩L2(H2(ΩF )).

We deduce that

‖∇v̂1 −∇v̂2‖L2(L3(ΩF )) 6 CT 1/8‖v̂1 − v̂2‖L∞(L2(ΩF ))∩L2(H2(ΩF )).

Using this estimate, the fact that L6/5(ΩF ) ⊂ H−1(ΩF ) and (4.8), we deduce

‖∇v2 :
[
Cof(∇X̂2)− Cof(∇X̂1)

]
‖H1(H−1(ΩF ))

6 CTα(‖v̂1 − v̂2‖L2(H2(ΩF )) + ‖v̂1 − v̂2‖H1(L2(ΩF ))). (4.12)

Let us now estimate
‖TX̂2(v2, q2)n− TX̂1(v2, q2)n‖H1/4(L2(∂ΩS)).

In order to do this, we first combine (1.28) and Lemma A.5 with s = 1/3 and the spaces H1(L2(ΩF )),

L2(H3/2+1/8(ΩF )) to deduce that

‖∇v2‖H1/3(H1(ΩF )) + ‖q2‖H1/3(H1(ΩF )) 6 CM. (4.13)

Moreover, for i = 1, 2, we deduce from (2.19)

‖∇X̂i‖C0(H3/2+1/8(ΩF )) + ‖∇v̂i‖L2(H3/2+1/8(ΩF )) 6 C(M + 1), (4.14)

and, using (4.8), this implies

‖Cof(∇X̂2)− Cof(∇X̂1)‖H1(H1(ΩF )) 6 C(M + 1)‖v̂1 − v̂2‖L2(H2(ΩF )). (4.15)

We deduce from the above estimates and from Lemma A.7 (with s = 1/4, σ0 = 1) that

‖TX̂2(v2, q2)− TX̂1(v2, q2)‖H1/3(H1(ΩF )) 6 CTα‖v̂1 − v̂2‖L2(H2(ΩF )).

The above estimate and the trace theorem yield

‖TX̂2(v2, q2)n− TX̂1(v2, q2)n‖H1/3(L2(∂ΩS)) 6 CTα‖v̂1 − v̂2‖L2(H2(ΩF )).

In order to estimate the last term in the right-hand side of (4.7), we use Corollary A.3 with (s2, σ2) =
(3/2, 3/2 + 1/4) and Corollary A.2:

‖ξ‖L2(H3/2(∂ΩS))∩H3/2(L2(∂ΩS)) 6 C(T‖v‖L2(H2(ΩF )) + T 1/4‖v‖H3/4(L2(∂ΩS))).

Then, Lemma A.8 implies

‖ξ‖L2(H3/2(∂ΩS))∩H3/2(L2(∂ΩS)) 6 CT 1/4(‖v‖L2(H2(ΩF )) + ‖v‖H1(L2(ΩF ))).

Applying Theorem 3.2 in [25] to (4.5) and using interpolation arguments, we deduce

‖Σ(ξ)n‖L2(H1/2(∂ΩS))∩H1/2(L2(∂ΩS)) 6 CT 1/4(‖v‖L2(H2(ΩF )) + ‖v‖H1(L2(ΩF ))).

As a conclusion, (4.6) is proved and the proof of Theorem 1.1 is complete.

A Some technical results on Sobolev-Slobodeckij spaces

We first recall that for s > 3/2,
Hs(ΩF ) ⊂ L∞(ΩF )

and thus, for any s ∈ (3/2, 2], there exists C = C(s,ΩF ) > 0 such that, for all v ∈ H2(ΩF )

‖v‖L∞(ΩF ) 6 C‖v‖2−sH1(ΩF )‖v‖
s−1
H2(ΩF ). (A.1)

Assume X is a Banach space. In this section, we assume

T 6 1.
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We use the standard notation

bfcs,2,(0,T ),X :=

(∫∫
(0,T )2

‖f(t1, ·)− f(t2, ·)‖2X
|t1 − t2|2s+1

dt1 dt2

) 1
2

0 < s < 1. (A.2)

In that case, one can consider the following norm for Hs(0, T ;X ):

‖f‖Hs(0,T ;X ) :=
(
‖f‖2L2(0,T ;X ) + bfc2s,2,(0,T ),X

)1/2
0 < s < 1, (A.3)

‖f‖Hs(0,T ;X ) :=
(
‖f‖2H1(0,T ;X ) + b∂tfc2s−1,2,(0,T ),X

)1/2
1 < s < 2. (A.4)

We define
f∗(t∗) := f(t∗T ) t∗ ∈ (0, 1). (A.5)

Then, we have the following relations

‖f∗‖2L2(0,1;X ) = T−1‖f‖2L2(0,T ;X ), (A.6)

‖∂t∗f∗‖2L2(0,1;X ) = T‖∂tf‖2L2(0,T ;X ), (A.7)

‖∂t∗t∗f∗‖2L2(0,1;X ) = T 3‖∂ttf‖2L2(0,T ;X ), (A.8)

bf∗c2s,2,(0,1),X = T 2s−1bfc2s,2,(0,T ),X (0 < s < 1), (A.9)

b∂t∗f∗c2s−1,2,(0,1),X = T 2s−1b∂tfc2s−1,2,(0,T ),X (1 < s < 2). (A.10)

In particular,
T−1/2‖f‖Hs(0,T ;X ) > ‖f∗‖Hs(0,1;X ) > T s−1/2‖f‖Hs(0,T ;X ) (A.11)

for s ∈ (0, 1) and for T ∈ (0, 1].
In this section, we use the notation ∮

f :=
1

T

∫ T

0

f(s) ds.

We define the spaces

Hs
L(0, T ;X ) :=

{
{f ∈ Hs(0, T ;X ) ; f(0, ·) = 0} if 1/2 < s < 3/2

{f ∈ Hs(0, T ;X ) ; f(0, ·) = 0, ∂tf(0, ·) = 0} if 3/2 < s < 5/2

and

Hs
R(0, T ;X ) :=

{
{f ∈ Hs(0, T ;X ) ; f(T, ·) = 0} if 1/2 < s < 3/2

{f ∈ Hs(0, T ;X ) ; f(T, ·) = 0, ∂tf(T, ·) = 0} if 3/2 < s < 5/2.

Lemma A.1. Assume 1/2 < s < 1. The semi-norm (A.2) is a norm in Hs
L(0, T ;X ), equivalent to

(A.3). Moreover, there exists C > 0 such that

‖f‖L2(0,T ;X ) 6 CT sbfcs,2,(0,T ),X ∀f ∈ Hs
L(0, T ;X ). (A.12)

The same result holds for Hs
R(0, T ;X ).

Proof. First, we observe that b·cs,2,(0,1),X is a norm in Hs
L(0, 1;X ) since

bf∗cs,2,(0,1),X = 0⇒ f∗ is constant

and f∗(0, ·) = 0. In order to prove (A.12), it suffices to prove

‖f∗‖L2(0,1;X ) 6 Cbf∗cs,2,(0,1),X ,∀f∗ ∈ Hs
L(0, 1;X ). (A.13)

In fact, taking into account (A.6) and (A.9), we easily find (A.12) from (A.13). We prove (A.13) by
contradiction. For each n ∈ N∗ we consider f∗n ∈ Hs

L(0, 1;X ) such that

‖f∗n‖L2(0,1;X ) = 1 and bf∗ncs,2,(0,1),X =
1

n
. (A.14)

We set
`∗n : (0, 1)→ R, t∗ 7→ ‖f∗n(t∗, ·)‖X .
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From (A.14) and (A.2), we deduce that (`∗n) is bounded in Hs(0, 1). From the compact injection of
Hs(0, 1) in L2(0, 1), we deduce that (up to a subsequence),

`∗n → `∗ strongly in L2(0, 1).

Combining this with b`∗ncs,2,(0,1) = 1/n, we have that (`∗n) is a Cauchy sequence in Hs(0, 1). Thus, we
deduce b`∗cs,2,(0,1) = 0 and ‖`∗‖L2(0,1) = 1, but this is absurd since `∗ ∈ Hs

L(0, 1). Consequently, (A.13)
is established.

Combining the above result and the Poincaré inequality, we deduce the following result:

Corollary A.2. Assume 3/2 < s < 2. The semi-norm f 7→ b∂tfcs−1,2,(0,T ),X is a norm in Hs
L(0, T ;X ),

equivalent to (A.4). Moreover, there exists C > 0 independent of T such that

‖f‖H1(0,T ;X ) 6 CT s−1b∂tfcs−1,2,(0,T ),X , ∀f ∈ Hs
L(0, T ;X ). (A.15)

The same result holds for Hs
R(0, T ;X ).

Finally, we deduce the following result.

Corollary A.3. Assume 1/2 < σ1 6 1 and s1 ∈ [0, σ1]. Then there exists C > 0 independent of T such
that

‖f‖Hs1 (0,T ;X ) 6 CTσ1−s1‖f‖Hσ1 (0,T ;X ), ∀f ∈ Hσ1
L (0, T ;X ).

Similarly, assume 3/2 < σ2 6 2 and s2 ∈ [0, σ2]. Then, there exists C > 0 independent of T such that

‖f‖Hs2 (0,T ;X ) 6 CTσ2−s2‖f‖Hσ2 (0,T ;X ), ∀f ∈ Hσ2
L (0, T ;X ).

The same result holds for Hs
R(0, T ;X ).

Corollary A.4. Assume s > 1/2 and let us endow Hs
L(0, T ;X ) with the norm (A.2). Then

‖f∗‖(Hs
L

)′(0,1;X ) = T−s−1/2‖f‖(Hs
L

)′(0,T ;L2(ΩF )).

Assume s < 1/2. Then

‖f∗‖H−s(0,1;X ) 6 T−s−1/2‖f‖H−s(0,T ;L2(ΩF )).

Proof. First, we notice that for f, g ∈ L2(0, T ;X ),∫ 1

0

(f∗(t∗), g∗(t∗))X dt∗ = T−1

∫ T

0

(f(t), g(t))X dt.

From (A.11), this allows to deduce the estimates for H−s, s < 1/2:

‖f∗‖H−s(0,1;X ) = sup
g∗ 6=0

〈f∗, g∗〉
‖g∗‖Hs(0,1;X )

6 sup
g 6=0

T−1〈f, g〉
T s−1/2‖g‖Hs(0,T ;X )

= T−s−1/2‖f‖H−s(0,T ;X ).

Then for s > 1/2, using Lemma A.1 and (A.9), we obtain

‖f∗‖(Hs
L

)′(0,1;X ) = sup
g∗ 6=0

〈f∗, g∗〉
‖g∗‖Hs

L
(0,1;X )

= sup
g 6=0

T−1〈f, g〉
T s−1/2‖g‖Hs

L
(0,T ;X )

= T−s−1/2‖f‖(Hs
L

)′(0,T ;X ).

We also show that the interpolation of spaces of the form Hs(0, T ;Hm(Ω)) can be done with constants
independent of T :

Lemma A.5.

1. Let s ∈ [0, 1], m1,m2 ∈ R+ and m := sm1 +(1−s)m2. Then, there exists a constant C independent
of T such that

‖f‖Hs(0,T ;Hm(Ω)) 6 C‖f‖sH1(0,T ;Hm1 (Ω))‖f‖
1−s
L2(0,T ;Hm2 (Ω)) (A.16)

for all f ∈ H1(0, T ;Hm1(Ω)) ∩ L2(0, T ;Hm2(Ω)).
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2. Let s ∈ [1, 2], m1,m2 ∈ R+ and m := (s − 1)m1 + (2 − s)m2. Then, there exists a constant C
independent of T such that

‖f‖Hs(0,T ;Hm(Ω)) 6 C‖f‖s−1
H2(0,T ;Hm1 (Ω))‖f‖

2−s
H1(0,T ;Hm2 (Ω)) (A.17)

for all f ∈ H2(0, T ;Hm1(Ω)) ∩H1(0, T ;Hm2(Ω)).

Proof. Let us start by proving the first assertion: we assume s ∈ (0, 1). By definition, we have

‖f‖2Hs(0,T ;Hm(Ω)) = ‖f‖2L2(0,T ;Hm(Ω)) + bfc2s,2,(0,T ),Hm(Ω).

For the first term of this expression, we simply have

‖f‖2L2(0,T ;Hm(Ω)) 6 C‖f‖2−2s
L2(0,T ;Hm2 (Ω))‖f‖

2s
L2(0,T ;Hm1 (Ω)) 6 C‖f‖2−2s

L2(0,T ;Hm2 (Ω))‖f‖
2s
H1(0,T ;Hm1 (Ω)),

where C is independent of T . Then,

bfc2s,2,(0,T ),Hm(Ω) = T 1−2sbf∗c2s,2,(0,1),Hm(Ω) = T 1−2sbf∗ −
∮
f∗c2s,2,(0,1),Hm(Ω)

6 T 1−2s‖f∗ −
∮
f∗‖2Hs(0,1;Hm(Ω)) 6 CT 1−2s‖f∗ −

∮
f∗‖2−2s

L2(0,1;Hm2 (Ω))‖f
∗ −

∮
f∗‖2sH1(0,1;Hm1 (Ω))

6 CT 1−2s‖f∗ −
∮
f∗‖2−2s

L2(0,1;Hm2 (Ω))‖∂t∗f
∗‖2sL2(0,1;Hm1 (Ω))

= CT 1−2sT s−1‖f −
∮
f‖2−2s

L2(0,T ;Hm2 (Ω))T
s‖∂tf‖2sL2(0,T ;Hm1 (Ω)) 6 C‖f‖2−2s

L2(0,T ;Hm2 (Ω))‖f‖
2s
H1(0,T ;Hm1 (Ω)).

For the last inequality, we have used the fact that∥∥∥∥∮ f

∥∥∥∥
L2(0,T ;Hm2 (Ω))

6 ‖f‖L2(0,T ;Hm2 (Ω)).

As long as the second assertion is concerned, it suffices to recall the definition of the Hs(0, T ;Hm(Ω))-
norm and use (A.16) for ∂tf in order to estimate b∂tfc2s,2,(0,T ).

Using the Hölder inequality, we can deduce the following result.

Lemma A.6. Let p1, p2 ∈ [1,+∞], m1,m2 ∈ R+, θ ∈ [0, 1] and

1

p3
:=

θ

p1
+

1− θ
p2

and m3 := θm1 + (1− θ)m2.

Then, there exists a constant C independent of T such that for any f ∈ Lp1(0, T ;Hm1(Ω)) ∩
Lp2(0, T ;Hm2(Ω)) we have

‖f‖Lp3 (0,T ;Hm3 (Ω)) 6 C‖f‖θLp1 (0,T ;Hm1 (Ω))‖f‖1−θLp2 (0,T ;Hm2 (Ω)).

Lemma A.7. Let s ∈ [0, 1/2], σ0 ∈ (1/2, 1], T ∈ (0, 1] and Xi (i = 1, 2, 3) be three Banach spaces
satisfying X1X2 ↪→ X3 (i.e., there exists C > 0 such that for all g1 ∈ X1 and all g2 ∈ X2, we have
‖g1 g2‖X3 6 C‖g1‖X1‖g2‖X2). Then, there exists a constant C independent of T such that

‖f1f2‖Hs(0,T ;X3) 6 CTσ0−s−1/2‖f1‖Hs(0,T ;X1)‖f2‖Hσ0 (0,T ;X2) + ‖f2(0, ·)‖X2‖f1‖Hs(0,T ;X1), (A.18)

for all f1 ∈ Hs(0, T ;X1) and all f2 ∈ Hσ0(0, T ;X2).

Proof. We start by observing that

‖f1f2‖Hs(0,T ;X3) 6 ‖f1(f2 − f2(0))‖Hs(0,T ;X3) + ‖f2(0)‖X2‖f1‖Hs(0,T ;X1),

so it suffices to prove that

‖f1(f2 − f2(0))‖Hs(0,T ;X3) 6 CTσ0−s−1/2‖f1‖Hs(0,T ;X1)‖f2‖Hσ0 (0,T ;X2). (A.19)

First, from (A.11), we have

‖f1(f2 − f2(0))‖Hs(0,T ;X3) 6 T−s+1/2‖(f1)∗((f2)∗ − (f2)∗(0))‖Hs(0,1;X3). (A.20)
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Then, we use (A.12) (for T = 1 and s = σ0):

‖(f1)∗((f2)∗ − (f2)∗(0))‖Hs(0,1;X3) 6 C‖(f1)∗‖Hs(0,1;X1)‖(f2)∗ − (f2)∗(0)‖Hσ0 (0,1;X2)

6 C‖(f1)∗‖Hs(0,1;X1)b(f2)∗ − (f2)∗(0)cσ0,2,(0,1),X2

6 CT−1/2‖f1‖Hs(0,T ;X1)T
σ0−1/2bf2 − f2(0)cσ0,2,(0,T ),X2

6 CT−1/2‖f1‖Hs(0,T ;X1)T
σ0−1/2bf2cσ0,2,(0,T ),X2

.

Then, estimate (A.19) follows from (A.20), and this last inequality .

Lemma A.8. There exists C > 0 such that

‖f‖H3/4(0,T ;L2(∂Ω)) + ‖∇f‖H1/4(0,T ;L2(∂Ω)) 6 C(‖f‖L2(0,T ;H2(Ω)) + ‖f‖H1(0,T ;L2(Ω))), (A.21)

for all f ∈ L2(0, T ;H2(Ω)) ∩H1(0, T ;L2(Ω)) and all T ∈ (0, 1).

Proof. This result has been proved in [23] (p.9, Theorem 2.1 with r = 2 and s = 1). In order to prove
that C can be taken independent of T if T < 1, we need to prove the same result differently.

Let us first prove this result for T = 1. We use a continuous extension operator

P : L2(0, 1;H2(Ω)) ∩H1(0, 1;L2(Ω))→ L2(R;H2(Ω)) ∩H1(R;L2(Ω)).

We write in the proof
F := P (f).

Then, there exists C > 0 such that

‖F‖L2(R;H2(Ω) 6 C‖f‖L2(0,1;H2(Ω)) and ‖F‖H1(R;L2(Ω)) 6 C‖f‖H1(0,1;L2(Ω)).

Let us set

F̂ (τ, x) :=

∫
R
e−iτtF (t, x) dt, ∀(τ, x) ∈ R× Ω.

Then, if ρ ∈ C2(Ω) such that ∂nρ = 1 on ∂Ω, we deduce

‖∇F‖2H1/4(0,1;L2(∂Ω)) 6 C‖∇F‖2H1/4(R;L2(∂Ω)) = C

∫
R

∫
∂Ω

(1 + |τ |)1/2|∇F̂ |2(τ, x)∂nρ(x) dx dτ

= C

∫
R

∫
Ω

(1 + |τ |)1/22<
[
∇2F̂∇F̂ · ∇ρ

]
(τ, x) dx dτ + C

∫
R

∫
Ω

∆ρ(x) (1 + |τ |)1/2|∇F̂ (τ, x)|2 dx dτ

6 C(‖F̂‖L2(R;H2(Ω))‖F̂‖H1/2(R;H1(Ω)) + ‖F̂‖2H1/2(R;H1(Ω))).

From this, we deduce

‖∇F‖2H1/4(0,1;L2(∂Ω)) 6 C(‖F̂‖3/2
L2(R;H2(Ω))

‖F̂‖1/2
H1(R;L2(Ω))

+ ‖F̂‖L2(R;H2(Ω))‖F̂‖H1(R;L2(Ω))),

6 C(‖f‖3/2
L2(0,1;H2(Ω))

‖f‖1/2
H1(0,1;L2(Ω))

+ ‖f‖L2(0,1;H2(Ω))‖f‖H1(0,1;L2(Ω)))
(A.22)

which, in particular, implies (A.21).
Let us now take any T ∈ (0, 1). This proof follows the steps of the proof of Lemma A.5. First we

observe that
‖∇f‖L2(0,T ;L2(∂Ω)) 6 C‖f‖L2(0,T ;H2(Ω)).

where C is independent of T . Then, from (A.9)

b∇fc21/4,2,(0,T ),L2(∂Ω) = T 1/2b∇f∗c21/4,2,(0,1),L2(∂Ω) = T 1/2b∇f∗ −
∮
∇f∗c21/4,2,(0,1),L2(∂Ω)

6 T 1/2‖∇f∗ −
∮
∇f∗‖2H1/4(0,1;L2(∂Ω)).
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We use here (A.22) applied to the function ∇f∗ −
∮
∇f∗ and the Wirtinger-Poincaré inequality:

b∇fc21/4,2,(0,T ),L2(∂Ω)

6 CT 1/2(‖f∗−
∮
f∗‖3/2

L2(0,1;H2(Ω))
‖f∗−

∮
f∗‖1/2

H1(0,1;L2(Ω))
+‖f∗−

∮
f∗‖L2(0,1;H2(Ω))‖f

∗−
∮
f∗‖H1(0,1;L2(Ω)))

6 CT 1/2(‖f∗ −
∮
f∗‖3/2

L2(0,1;H2(Ω))
‖∂t∗f∗‖1/2L2(0,1;L2(Ω))

+ ‖f∗ −
∮
f∗‖L2(0,1;H2(Ω))‖∂t∗f

∗‖L2(0,1;L2(Ω)))

Using (A.6) and (A.7) and the above estimate, we deduce

b∇fc21/4,2,(0,T ),L2(∂Ω) 6 CT 1/2(T−3/4‖f −
∮
f‖3/2

L2(0,T ;H2(Ω))
T 1/4‖∂tf‖1/2L2(0,T ;L2(Ω))

+ T−1/2‖f −
∮
f‖L2(0,T ;H2(Ω))T

1/2‖∂tf‖L2(0,T ;L2(Ω))).

Combining this estimate with ∥∥∥∥f − ∮ f

∥∥∥∥
L2(0,T ;H2(Ω))

6 ‖f‖L2(0,T ;H2(Ω)).

we deduce that

b∇fc21/4,2,(0,T ),L2(∂Ω) 6 C(‖f‖3/2
L2(0,T ;H2(Ω))

‖f‖1/2
H1(0,T ;L2(Ω))

+ ‖f‖L2(0,T ;H2(Ω))‖f‖H1(0,T ;L2(Ω))).

For the last inequality, we have used the fact that The estimate on ‖f‖H3/4(0,T ;L2(∂Ω)) can be obtained
in a similar way.

Lemma A.9. For any f ∈ H1/3(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)),

‖f‖H1/8(0,T ;L2(∂Ω)) 6 ‖f‖L2(0,T ;L2(∂Ω)) + CT 1/24‖f‖1/2
H1/3(0,T ;L2(Ω))

‖f‖1/2
L2(0,T ;H1(Ω))

. (A.23)

Proof. Let ρ ∈ C2(Ω) such that ∂nρ = 1 on ∂Ω. Then,

bfc21/8,2,(0,T ),L2(∂Ω) =

∫∫
(0,T )2

∫
∂Ω

|f(t1, x)− f(t2, x)|2

|t1 − t2|5/4
∂nρ dx dt1 dt2

=

∫∫
(0,T )2

∫
Ω

∇ρ(x) · ∇|f(t1, x)− f(t2, x)|2

|t1 − t2|5/4
dx dt1 dt2

+

∫∫
(0,T )2

∫
Ω

∆ρ(x)|f(t1, x)− f(t2, x)|2

|t1 − t2|5/4
dx dt1 dt2

6 C

∫∫
(0,T )2

‖f(t1, ·)− f(t2, ·)‖L2(Ω)‖f(t1, ·)− f(t2, ·)‖H1(Ω)

|t1 − t2|5/4
dt1 dt2

We apply Cauchy-Schwarz’s inequality so the last integral is bounded by :

C

(∫∫
(0,T )2

‖f(t1, ·)− f(t2, ·)‖2L2(Ω)

|t1 − t2|5/3
dt1 dt2

)1/2(∫∫
(0,T )2

‖f(t1, ·)− f(t2, ·)‖2H1(Ω)

|t1 − t2|5/6
dt1 dt2

)1/2

6 Cbfc1/3,2,(0,T ),L2(Ω)

(∫∫
(0,T )2

‖f(t1, ·)‖2H1(Ω) + ‖f(t2, ·)‖2H1(Ω)

|t1 − t2|5/6
dt1 dt2

)1/2

6 CT 1/12bfc1/3,2,(0,T ),L2(Ω)‖f‖L2(0,T ;H1(Ω)) 6 CT 1/12‖f‖H1/3(0,T ;L2(Ω))‖f‖L2(0,T ;H1(Ω)).

The proof of Lemma A.9 is finished.
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B Construction of smooth data

The goal of this part is to prove that any data which satisfies (1.23)-(1.25) can be approximated by
smoother data which satisfies (2.1)-(2.4). This construction is used in subsection 3.6 to conclude the
proof of Theorem 1.4.

Let us consider (V0,Ξ1, G) which satisfies (1.23)-(1.25). We will construct a sequence ((V k0 ,Ξ
k
1 , G

k))k
which satisfies (2.1)-(2.4) and such that

V k0 → V0 in H2(ΩF ), (B.1)

Ξk1 → Ξ1 in H1+1/8(ΩS), (B.2)

Gk → G in H1(0, T ;L2(ΩF )) ∩ L2(0, T ;H1/2+1/8(ΩF )). (B.3)

The proof is divided in four steps.

Step 1: First, we construct (V k0 )k which is given by the following lemma:

Lemma B.1. There exists a sequence (V k0 )k in H4(ΩF ) satisfying (B.1) and

div V k0 = 0 in ΩF , (B.4)

V k0 = 0 on ∂Ω, ((ε(V k0 )n)× n)× n = 0 on ∂ΩS , (B.5)∫
∂ΩS

(v0 · ∇)V k0 · ndγ = 0. (B.6)

Proof. Let us define f0 := −∆V0 + ∇Q0 ∈ L2(ΩF ). There exists a sequence (fk0 )k in H2(ΩF ) which

converges to f0 in L2(ΩF ). Next, we introduce (Ṽ k0 , Q̃
k
0) in H4(ΩF )×H3(ΩF ) solution of

−divT(Ṽ k0 , Q̃
k
0) = fk0 in ΩF ,

div Ṽ k0 = 0 in ΩF ,

Ṽ k0 = 0 on ∂Ω,

T(Ṽ k0 , Q̃
k
0)n = 0 on ∂ΩS .

Since (V0, Q0) satisfies the same problem with f0 instead of fk0 in the right hand-side of the first equation,

standard elliptic results on the above system yield that the sequence (Ṽ k0 )k converges to V0 in H2(ΩF ).

Note that Ṽ k0 satisfies (B.5).

If, for all k, Ṽ k0 satisfies (B.6), then we take V k0 = Ṽ k0 and the proof of the lemma is finished.
Otherwise, there exists k0 ∈ N such that∫

∂ΩS

(v0 · ∇)Ṽ k00 · ndγ 6= 0.

In this case, we define
V k0 = Ṽ k0 − αkṼ k00

where αk ∈ R is such that (B.6) holds, i.e. αk is given by

αk =

∫
∂ΩS

(v0 · ∇)Ṽ k0 · ndγ∫
∂ΩS

(v0 · ∇)Ṽ k00 · ndγ
.

Since Ṽ k0 → V0 in H2(ΩF ) and since V0 satisfies the second condition of (1.26), αk → 0. By this way,
the sequence (V k0 )k satisfies all the desired properties.

Step 2: Second, we take a sequence (Ξk1)k in H3/2+1/8(ΩS) such that

Ξk1 = V k0 on ∂ΩS ,
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and (B.2) holds. This is possible since 2 > 3/2 + 1/8. We have in particular∫
∂ΩS

Ξk1 · n dγ = 0.

Step 3: Then, we define Qk0 as the solution of
∆Qk0 = −∇V k0 : (∇v0)∗ in ΩF ,

Qk0 = 2ε(V k0 )n · n on ∂ΩS ,

∂Qk0
∂n

= ∆V k0 · n on ∂Ω.

(B.7)

We first notice that Qk0 belongs to H3(ΩF ). Moreover, Q0 satisfies
∆Q0 = −∇V0 : (∇v0)∗ in ΩF ,

Q0 = 2ε(Q0)n · n on ∂ΩS ,

∂Q0

∂n
= ∆V0 · n on ∂Ω,

and, since ∆V k0 → ∆V0 in L2(ΩF ) and div ∆V k0 = div ∆V0 = 0 in ΩF ,

∆V k0 · n→ ∆V0 · n in H−1/2(∂ΩF ). (B.8)

Moreover

∇V k0 : (∇v0)∗ → ∇V0 : (∇v0)∗ in L2(ΩF ), ε(V k0 )n · n→ ε(V0)n · n in H1/2(∂ΩS).

Thus, the sequence (Qk0)k converges to Q0 in H1(ΩF ).

Step 4: Now, we construct a sequence (Gk)k which satisfies (B.3) and such that

divGk = 0 in (0, T )× ΩF , (B.9)

Gk(0, ·) = −∆V k0 +∇Qk0 on ∂ΩF . (B.10)

To do so, we use (1.8) to obtain a sequence (Hk)k such that

Hk → G in H1(0, T ;L2(ΩF )) ∩ L2(0, T ;H1/2+1/8(ΩF )),

divHk = 0 in (0, T )× ΩF ,

Hk(0, ·) = 0 on ∂ΩF .

Next, we state the following result

Lemma B.2. We consider a sequence (uk)k in H2(ΩF ) such that

∫
∂ΩF

uk · ndγ = 0 and uk · n→ 0 in

H−1/2(∂ΩF ). Then, there exists a sequence (vk)k in H2(ΩF ) such that

div vk = 0 in ΩF ,

vk = uk on ∂ΩF ,

vk → 0 in H1/4+1/16(ΩF ).

Proof. Let us first construct a sequence (wk)k in H2(ΩF ) such that

wk = uk on ∂ΩF , wk → 0 in H1/4+1/16(ΩF ). (B.11)

To do so, we will straighten the boundary of ∂ΩF by local diffeomorphisms and use cutoff functions on
the straightened boundary.

We denote by B(x, η) a ball of center x and radius η > 0. Since ΩF is of class C2 and compact, we
can straighten locally the boundary by a finite number of C2-diffeomorphisms: there exists N ∈ N and,
for 1 6 i 6 N , xi ∈ ∂ΩF , εi > 0 and a C2diffeomorphism Ψi from B(0, 1) on B(xi, εi) such that

∂ΩF ⊂ ∪16i6NB(xi, εi)
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and
Ψi

(
B(0, 1) ∩ R3

+

)
= B(xi, εi) ∩ ΩF , Ψi

(
B(0, 1) ∩ (R2 × {0})

)
= B(xi, εi) ∩ ∂ΩF .

We then introduce a partition of unity {χi}16i6N subordinated to {B(xi, εi)}16i6N .
Next, we consider a C∞ decreasing function θ defined in R+ such that θ(0) = 1 and supp(θ) ⊂ [0, 1]

and, for all k ∈ N, we define
ϕk(x) = θ(x3/ak), ∀x ∈ R+

3

where (ak)k is a positive decreasing sequence which tends to 0. By this way, supp(ϕk) ⊂ R2 × [0, ak].
Then, we set

wk =
∑

16i6N

χi(ϕk ◦Ψ−1
i )uk.

We notice that wk = uk on ∂ΩF . Moreover

‖wk‖H1/4+1/16(ΩF ) 6 C‖ϕk‖H1/4+1/16((R2×[0,ak])∩B(0,1))‖uk‖H2(ΩF )

and

‖ϕk‖H1/4+1/16((R2×[0,ak])∩B(0,1)) 6 C‖θ(·/ak)‖H1/4+1/16([0,ak]) 6 Ca
1/4−1/16
k ‖θ‖H1/4+1/16([0,1])

according to (A.9) applied with s = 1/4 + 1/16. By this way,

‖wk‖H1/4+1/16(ΩF ) 6 Ca
1/4−1/16
k ‖uk‖H2(ΩF ).

Thus, choosing the sequence (ak)k small enough so that
(
a

1/4−1/16
k ‖uk‖H2(ΩF )

)
k

tends to 0, we get

(B.11). To end the proof of Lemma B.2, since

∫
∂ΩF

wk ·ndγ =

∫
∂ΩF

uk ·ndγ = 0, we can define (lk, πk)

solution of 
−∆lk +∇πk = 0 in ΩF ,

div lk = divwk in ΩF ,

lk = 0 on ∂ΩF .

We have that lk → 0 in H1/4+1/16(ΩF ) and so, if we define vk := wk − lk, we get the desired properties
for the sequence (vk)k.

We want to apply this lemma to uk = −∆V k0 +∇Qk0 . We first notice that∫
∂ΩF

∆V k0 · ndγ =

∫
ΩF

div ∆V k0 dx = 0

and ∫
∂ΩF

∇Qk0 · ndγ =

∫
ΩF

∆Qk0 dx = −
∫

ΩF

∇V k0 : (∇v0)∗ dx

= −
∫

ΩF

div((v0 · ∇)V k0 ) dx = −
∫
∂ΩF

(v0 · ∇)V k0 · ndγ = 0.

By this way,

∫
∂ΩF

uk · ndγ = 0.

Moreover,
∇Qk0 → ∇Q0 in L2(ΩF )

and
∆Qk0 = −∇V k0 : (∇v0)∗ → −∇V0 : (∇v0)∗ = ∆Q0 in L2(ΩF ).

Thus ∇Qk0 · n→ ∇Q0 · n in H−1/2(∂ΩF ) and according to (B.8), we deduce that

uk · n→ (−∆V0 +∇Q0) · n in H−1/2(∂ΩF ).
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We notice that the compatibility conditions (1.8), (1.9)1 and (1.9)6 imply that (−∆V0 + ∇Q0) · n = 0

on ∂ΩF . Thus, we can apply Lemma B.2 and we deduce the existence of a sequence denoted (G̃k0)k in
H2(ΩF ) such that

G̃k0 → 0 in H1/4+1/16(ΩF ),

div G̃k0 = 0 in ΩF ,

G̃k0 = −∆V k0 +∇Qk0 on ∂ΩF .

According to [22, p.21, Theorem 3.2], for each k ∈ N, there exists

G̃k ∈ H1(0, T ;L2(ΩF )) ∩ L2(0, T ;H1/2+1/8(ΩF ))

with div G̃k = 0 in (0, T )× ΩF such that

G̃k(0, ·) = G̃k0 in ΩF .

Moreover, there exists a constant C > 0 such that, for all k ∈ N

‖G̃k‖H1(0,T ;L2(ΩF )) + ‖G̃k‖L2(0,T ;H1/2+1/8(ΩF )) 6 C‖G̃k0‖H1/4+1/16(ΩF ).

By this way, (G̃k)k satisfies the following properties

G̃k → 0 in H1(0, T ;L2(ΩF )) ∩ L2(0, T ;H1/2+1/8(ΩF ))

div G̃k = 0 in (0, T )× ΩF ,

G̃k(0, ·) = −∆V k0 +∇Qk0 on ∂ΩF .

Now, if we define, for all k ∈ N, Gk := Hk + G̃k, we get that (Gk)k satisfies (B.3), (B.9) and (B.10).

Step 5: At last, we define
V k1 = divT(V k0 , Q

k
0) +Gk(0, ·).

According to (B.4), (B.7)1 and (B.9), we have that div V k1 = ∇V k0 : (∇v0)∗ in ΩF and according to
(B.10), V k1 = 0 on ∂ΩF .
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