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Abstract

In this paper, we consider a system modeling the interaction between a viscous incompressible fluid
and an elastic structure. The fluid motion is represented by the classical Navier-Stokes equations while the
elastic displacement is described by the linearized elasticity equation. The elastic structure is immersed
in the fluid and the whole system is confined into a general bounded smooth domain of R®*. Our main
result is the local in time existence and uniqueness of a strong solution of the corresponding system.
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1 Introduction

We consider the evolution of a coupled system composed of an incompressible viscous fluid and an elastic
structure. The system evolves in a bounded domain that we denote by 2 C R®. At initial time, the
structure occupies the domain Qg and the fluid occupies the domain Qp = Q \ Q.

We denote by ¢ the elastic displacement of the structure defined on (0,7) x Qg. For each time ¢,
the domain occupied by the structure is given by Qg(t) = (id +£(¢,))(2s) and the fluid domain is given
by Qr(t) = 2\ Qs(t). We denote by u and p the Eulerian velocity and the pressure of the fluid. At
each time ¢ € (0,7T), these functions are defined in Q#(t). To come back to the initial configuration, we
introduce the characteristic X of the fluid velocity defined on (0,7") X Q¢ by:

{ XX(t,y) u(t, X (t,y)) te(0,7),
X(0,y) = v

We consider that the fluid motion is governed by the incompressible Navier-Stokes equations and that
the elastic displacement satisfies the linear elasticity equation. The coupling at the interface is expressed
through two conditions: continuity of the velocities and continuity of the normal component of the stress
tensors. By this way, we have the following system:

(1.1)

Ou+ (u-V)u—divT(u,p) =g t€(0,7), z € Qr(t),
divu =0 t€(0,T), z € Qr(t),
o€ —divi(€) =0 te (0,7), y € Qs,
u=0 te (0,T), z €09,
(1.2)
uoX = 9i€ te(0,7), y € 00s,
(T(u,p) 0 X) Cof (VX)n =S(E)n ¢ € (0,T), y € Iy,
u(0,-) = uo y € Qr,
€(0,-) =0, 8,£(0,) = & y € Qs.

We have denoted by n the outward normal of 9Qgs, by T the fluid stress tensor and by 3 the elastic stress
tensor defined by

T(u, p) = 26(u) — pls,  S(€) = 2A1e(€) + Ao (div €) T with £(u) = %(Vu S (V). (L3)

We have denoted by A* and by Cof(A) the transpose and the cofactor matrix of any matrix A. In the
expression of the fluid stress tensor T, without any loss of generality, we have taken the viscosity of the
fluid constant and equal to 1. The expression of ¥ involves the Lamé constants A; and A2 which are
assumed to satisfy:

A1 >0, A2>=0.

The function g is a force applied in the fluid. To simplify, we have not put any force in the elasticity
equation and we have also assumed that at initial time we are in the reference configuration, so that the
elastic displacement is equal to zero at initial time.

In the system , the fluid equations are written in the Eulerian framework. By this way, the fluid
equations are given in an unknown non cylindrical domain. In a classical way, we use X as a change of
variables for the fluid variables to come back to the initial domain Qr and we rewrite the fluid equations
in the domain (0,7) x Qr. More precisely, we define the Lagrangian velocity v and the pressure g over
the initial fluid domain by: for all (t,y) € (0,T) x QF

v(t7 y) = u(tv X(tv y)) and Q(t7 y) = p(t, X(t7 y)) (1'4)

Due to the incompressibility condition satisfied by wu, X satisfies the volume-preserving property



det(VX) = 1. Then, using this property, we can rewrite (1.2) together with (1.1)) as

O —divTx(v,q) =g in (0,T) x Qp,

Vo : Cof(VX) =0 in (0,7) x QF,

O —divi(§) =0 in (0,7T) x Qg,

X =v in (0,T) x Qp,

v =0 on (0,T) x 99Qs, (1.5)
v=0 on (0,T) x 09,

Tx (v, g)n = S(E)n on (0,T) x 8Qs,

v(0,:) =vo, X(0,-)=id in Qp,

£(0,-) =0, 0:£(0,-) =& in Qg,

where for (t,y) € (0,T) x Qr,
vo(y) = wo(y), 9(t,y) =gt X(t,)),

and
Tx (v, q) := [(Vv) Cof(VX)* 4+ Cof (VX)(Vv)" — qI3] Cof(VX). (1.6)
In the above system and in what follows, we use the notation A : B := tr(AB™) for 3 X 3 matrices A and
B.
We assume that Qr is a C* domain and that the data vo, &, and g satisfy the following conditions:
v € H'(Qp), & € HTNQs), ge H'0,T;L°(Qr) N L0, T; T3 @Qp),  (1L7)
divg=0 in(0,7)xQr, g-n=0 on (0,T) x 00. (1.8)
Furthermore, we assume the following compatibility conditions: there exist v; € L2(QF) and ¢qo €
H'(Qr) such that

vy — div T(vo, qo) = g(0,-) in Qp,
div Vo = 0 in QF,
div v = (V’Uo) . (VU())* in QF,
vo = &1 on 0Qg, (1.9)
v =0 on 012,
v1-n=20 on 0Np,
T(vo,qo)n =10 on 0fs.
Note that the incompressibility and boundary conditions satisfied by vo and v, imply in particular
& -ndy=0, / [(vo - V)vo] - n dy = 0. (1.10)
g 20g

Before stating our main result, we introduce the following spaces for our solutions:
S = CHLA(Qr)) N H*(H' (Qr)) N CH(H?(Qr)) 0 H (H*T5(Qp)),
So.r = CH(LA(Qr)) N HMYP(L2(Qp)) 0 HY (H (Qr)) N CO(H?(Qp)) N L2 (H 25 (Qp)),
Sar = CO(H (Qp)) N HY?(H (Qp)) 0 L (HY*T3(Qp)),
Sur = C*(L*(Qs)) N CHH"T3(Qs)) N CO(H>T3(Q5)).

To shorten the notation of the functional spaces, here and in what follows, we omit the time interval
(0,T) for the Sobolev and Lebesgue spaces and [0, 7] for the spaces of C* functions. In all these spaces,
we consider the canonical norms.

The main result of our paper states the local in time existence and uniqueness of a regular solution:

Theorem 1.1. Assume that 7 holds. Then, there exists a time
T =T(||voll 2 (2p)> |‘€1||H1+1/8(Qs)7 ||9HHl(L2(QF))mco(L2(QF))mL2(H1/2+1/8(QF))) >0
such that system possesses a unique solution (X,v,q,£) on (0,T) with the following regularity
(X,v,¢,€) € S1,7 X So,7 X S3,7 X Sar.
Moreover, X(t,-) : Qr — Qr(t) is a diffeomorphism for all t € (0,T).



Remark 1.2. In Theorem we impose that g satisfies condition (1.8). This hypothesis is technical
and may be not necessary. It is only used in the construction of reqular data approximating (vo,&,g) (see
Section @ In fact, we only need the condition (1.8)) at t = 0.

Many works have been already devoted to the well-posedness of system . One of the difficulties
in the study of this system is due to the fact that it couples two equations of different nature. Another
important difficulty comes from the fact that the fluid domain is variable in time and its evolution is
given by the elastic displacement, which is one of the unknowns of the problem.

Due to these difficulties, several studies have analyzed approximated systems of , for instance
by adding a regularizing term in the elasticity equation (see [4]) or by discretizing the elasticity equation
(see [I1] for weak solutions and [7] for strong solutions).

One of the first works tackling the existence of strong solutions of is [9] (see also [10]). In
this article, the authors obtain the existence of local strong solutions for initial conditions having the

following regularity
(vo,&1) € H*(Qr) x H*(Qs)

and with several compatibility conditions. They also obtain the uniqueness of strong solutions if they
increase the regularity of the initial conditions:

(vo,&1) € H'(Qp) x H'(Qs)

with again the corresponding compatibility conditions.

In a particular case where the initial interface between the fluid and the solid is flat, [I8] and [25] have
obtained the local in time existence of strong solutions. In [I8], the authors consider initial conditions
with the following regularity

(Uo,fl) € HJ(QF) X HZ(Qs).

In [25], the authors assume that the initial conditions satisfy
(vo,&1) € HY? 2 (Qp) x H'T2(Qs)

for ¢ > 0 arbitrary small. They also need to impose periodic boundary conditions in the two first
directions.

With respect to the above results, we bring several improvements to the theory of strong solutions for
system (L.5). First, we need weaker regularity assumptions on the data than in [9] and in [I8]. Second,
in comparison to [25], we do not need the initial interface between the fluid and the solid to be flat (or
the boundary conditions to be periodic in 1 and x2). Finally, let us mention that, as pointed out in
[25], the proofs in [9] and in [I8] do not seem to be complete.

Let us also quote [20] in the case of a non-moving fluid domain. We can refer to some works that have
been done for related systems: for instance, [3], [5], [6], [I9], [I7] in the case of a viscous compressible
fluid and [2], [8], [12], [24], [13], [1], [I4] in the case where the elastic structure is replaced by a beam or
a plate located on a part of the fluid boundary.

To prove Theorem we will first consider a linear system associated with and study the well-
posedness of this linear system. We will then use a fixed-point argument to come back to the nonlinear
problem . The linear system will be obtained by replacing the flow X by a given flow X in the
expression of Tx and in the term Cof(VX) which appears in (1.5)2. More precisely, to introduce our
linear system, we define, for M > 0, the closed subset By of Si,7 by

B = {)? €Sir; |Xls » <M, X(0,-) =id, ,X(0,) = vo}. (1.11)

We assume that M is large enough so that Bjs is non empty and in particular we assume in what follows
that
lvoll g2y < M.

For X € B, we write N
0:= 0y X (1.12)

so that .
Rty) =y + [ Al ds (1.13)
0

Remark 1.3. Note that we do not need to impose that X satisfies the condition det(VX) = 1 which
holds for X solution of the nonlinear problem.



For a given XeB M, we consider the linearized system associated with ([1.5)):

0w —divTg(v,q) =G in (0,7) X QF, (1.14)
Vo : Cof(VX) =0 in (0,T) x QF, (1.15)
Oué — divy(€) =0 in (0,7) x Qs, (1.16)
X =v in (0,7) x QF, (1.17)
v=0 on (0,T) x 99, (1.18)
v =0 on (0,T) x 09, (1.19)
Ty (v, q)n =3(&)n on (0,T) x 99, (1.20)
v(0,)) = Vo, X(0,-) =id in Qp, (1.21)
£(0,-) =0, 9:£(0,-) =Z=1 in Qs. (1.22)

We recall that T ¢ is defined by (L.6)). For this linear system, we will prove the existence and uniqueness
of solution in the same functional spaces as in our main Theorem More precisely, let us consider

Vo € H*(Qr), Z1e H3Qs), Ge H' (L*(Qr)) N LA (HY*T3(Qr)), (1.23)
divG =0 in (0,7)xQr, G-n=0 on (0,T)x 80, (1.24)

with the following compatibility conditions: there exist Vi € L*(Qr) and Qo € H'(Qr) such that

V1 — diVT(Vo,Qo) = G(O, ) in QF,

div Vo =0 in QF,

diV V1 = (VV()) : (V’Uo)* in QF7

Vo = El on 895, (1‘25)
Vo=0 on 0,

Vi-n=0 on 0Np,

T(Vb, Qo)n =0 on 895.

As for (vo,&1,9), the above conditions yield
/ Z1-ndy=0, / [(vo - V)WV] - n dy=0. (1.26)
Qg Qg

The result is stated in the following theorem:

Theorem 1.4. Let us consider X € By and (Vo, =21, G) satisfying (1.23)—(1.25). Then, there exist
a >0 and C > 0 such that for all T satisfying

T(1+ M) <C, (1.27)
the system (1.14) —(1.22) possesses a unique solution (X,v,q,&) on (0,T) with the following regularity
(X7 v,q, g) S SI,T X SQ,T X SS,T X 84,T‘

Moreover, X(t,-) : Qr — Qr(t) is a diffeomorphism for all t € (0,T) and we have the estimate

vllss 4 llallss o + I€llsar < C((l + llvoll a2 () IVoll a2 () + 11l 14178 g)
+||G”Hl<L2(QF))mco(LZ(QF))nL2<H1/2+1/8(QF>>)~ (1.28)

The proof of Theorem [[-4] constitutes the main part of our paper. To prove this result, we will
first assume that the data Vp, Z1 and G are more regular (see hypothesis —) and, under these
hypotheses, we prove in Section [2[ that system 7 admits a unique smooth solution. This
result is stated in Proposition 2-1] and is proved using a fixed point argument. Next, the goal of Section
is to weaken the regularity hypotheses on the data to come back to hypothesis —. To do
so, we prove that the smooth solution obtained in Section [2| satisfies estimate (1.28]) which involves in
the right-hand side the weaker norms on the data. The proof of this estimate is done in several steps
presented from subsection to subsection [3.5] Then, a density argument presented in subsection |3.6]
allows us to conclude the proof of Theorem



2 Study of the linear system for smooth data

In this section, we assume that the data associated to the linear system (1.14)—(1.22)) are smooth data.
We assume here ) ]
Vo € H3(Qr), E1 € HY*T/3(Qy), (2.1)

G e H' (L*(Qr)) N L2 (HY?TY3(Qr)),  Go:=G(0,-) € H (Qr),
divG =0 in (0,T) x Qp,
with the following compatibility conditions: there exist V1 € H ! (Qr) and Qo € H 2(9 r) such that

‘/1 —diVT(Vo,Qo):GO in QF,

divVp =0 in Qp,

divVi = (VVo) : (Vo) in Qp,

Vo =724 on 9Qs, (2.4)
Vo=0 on 012,

Vi=0 on 0Qr,

T(Vo,Qo)n =0 on 0€s.

We also remark that Qo is characterized as the unique solution of the elliptic system

AQo = —VVy: (Vuo)* in Qp,

Qo =2¢(Vo)n-n on 0Qg, (2.5)
8Q0:AV0~71+G0'” on 0f).
on

In the main result of Section |2} we will prove that, with these hypotheses on the data, system (1.14])—
(1.22) admits a unique regular solution defined locally in time:

Proposition 2.1. Let X € By be gwen. There exist o > 0 and C > 0 such that for all T satisfying
T*(1+ M) <C, (2.6)

for all (Vo,E1, G) satisfying (2.1)—(2.4), the system (1.14)-(1.22) admits a unique solution (X,v,q,¢§)

satisfying
ve HX(L*(Qp)) N H (H*(Qr)) N CHH (Qr)) N L2 (H2T8(QF))

qe H'(H'(Qp)) N L2(HY*TY3(Qp))

and
€ c CQ(H1/2+1/8(QS)) N CI(H3/2+1/8(QS)) N CO(H5/2+1/8(QS)).

The proof of Proposition [2:1] is based on a fixed point argument. We set
Yy = {(,17,(?) eV X Va: 5(0, ) = Vo, 5(0, ) = Qo and 8,5,17(0, ) =Viin QF}, (27)

where
V1= H*(L*(Qr)) N H' (H (Qr)) N C (H' () 0 L (HY 715 (Qp))

and
Yo i={g € H'(H'(Qr)) N L*(H*TV5(Qr)) : 0:§ € HY(L*(02s))}.

In what follows, we use the norms

olly, = ||5HH2(L2(QF))mH1(H?(QF))mLZ(HS/Hl/B(QF)):

ldllyz = g (a1 pyynrzcasreisqpy) + 10edll g1z oag))-
For any (v, q) given in ), we introduce the following auxiliary systems

Oué — divE(€) =0 in (0,7) x Qs,

&ty ) = /Ot v(s,) ds on (0,T) x 99, (2.8)

5(0, ) =0, 8t§(07 ) == in Qg

(=2}



and

v —divT(v,q) = F1 in (0,T) x Qp,
dive = F» in (O,T) X QF,
T(v,g)n =X(&)n+ F3 on (0,T) x 09Qs, (2.9)
v=0 on (0,T) x 09,
”U(O, ) = Vo in QF,
where
F1:=G+divT;(v,q) — divT(v,q), (2.10)
Fy i= —Vi(t,y) : [COf(w?) - 13} , (2.11)
F3:= -T¢(@,q)n+ T(7,q)n. (2.12)

We recall that T is defined by . Let us briefly explain why, in the space )2, we add the fact that
9:q € HY*(L*(8s)): this will allow to get that F3 belongs to H*/*(L*(0s)) (see (2.43) ) and it will
be useful in the third step of subsection to apply a regularity result from [I5].

Let us now consider the map

A:Y =), A(/Uaa) = (qu)7 (213)
where (v, ¢, &) is the solution of (2.8)-(2.9).

In order to prove Proposition [2.1] we will show the two following properties:

1. A is well-defined:
A(@,q) €y forall (v,q9) €); (2.14)

2. There exist a > 0 and C' > 0 such that, for all T' satisfying (2.6)), A is a contraction.

This will imply that A admits a unique fixed point and this will yield Proposition 2:I] To prove the
second point, since A is an affine function, it is sufficient to prove that

(v, )lly < CT*M||(¥,q)]ly- (2.15)

under the condition that the data are null:

(1]

1=0, V=0, Qo=0, Vh=0, G=0. (2.16)

To prove the regularity and the estimate , we follow similar arguments: in what follows,
we will show simultaneously that (v,q) € Y and that it satisfies the corresponding estimate when
holds.

To make the proof easier to read, we have separated 1t in different subsections: in subsection [2.1} we
give estimates on terms involving X and in subsection we estimate terms involving (v, q). Thebe
preliminary estimates are then used in subsectlonmto estlmate the right-hand sides Fi, F», F3 in (2.8)-
. At last, subsection resumes these different results and gives the proof of Propositio
It relies on regularity results for the two sub-problems: a hidden regularity result presented in [25] is
applied to the linearized elasticity equation whereas a regularity result presented in [I5] is applied to a
nonstationary Stokes system.

2.1 Estimates on the terms coming from X

Using that X € By (see (T.11) for the definition of Byr), we first deduce from a standard Sobolev
embedding that

VX — I3H00([0,T]xﬁ) <OIVX - I3||CO(H3/2+1/8(QF))
< CTY?|\ Xl o175,y < CTYV M. (2.17)

In particular, if

TY2M < 1, (2.18)
then N ~
19 oozt < C5 I otV E)lgo o,y < C (219
HVX”CO(H3/2+1/8(QF)) <G | COf(VX)HCO(H3/2+1/8(QF)) <C.



The above estimate and (2.17)) yield
|| Cof (VX) — T3]l o o,y <) < Cl Cof(VX) - Isl|copsr2+1/3 () < CTY2M, (2:20)

Since
[0lls5,» < M (2.21)

we can apply Lemma (with p1 = 400, p2 =2, m1 =0, me =5/8 and 6 = 1/5) and get
”v26”L5/2(H1/2(QF)) < CM. (2.22)
Gathering this estimate with
t
ViR(ty) = | Vs
0

we deduce that R
V> X |l o3 @py) < CT*/°M. (2.23)

Combining this estimate with (2.19)), we deduce

Hv Cof(V)A()‘ < T M. (2.24)

COL3(Qp))

Using (2.19), [-21) and the Sobolev embedding H't/8(90s) c C°(09s), we deduce

<CM  (2.25)

Cof(VX) — Is]i, <
H[ Of(VX) = Talir iz H1(C0(095))

+ [[[Cof (V) = Faliy 12 [COE(V R )i 4

H1(C0(805))
for all i1,...,14 € {1,2,3}. Now, for po € [2,5/2), we have from a Sobolev embedding and from Lemma
m (with p1 =2, p2 = 400, m1 = 13/8, ma =1 and 0 = 2/po):

||V%\||LPO(L°O(QF)) < CHV%\”LPO(H1+5/<4Po>(QF))

~12 ~11—2
< CIVBIZES 1/s ) I VBl o iy < CM. (2:26)

Now we can obtain several estimates on the time derivatives of Cof (V)? ). Using the formula for the

cofactor matrix and (2.19), (2.21), we have

O Cof(V)?) € CO(Hl(QF)), ||O¢ Cof(V)A()HCo(Hl(QF))) <CM (2.27)
and R R
Ot COf(VX) c LQ(L2(QF)), H@u COf(VX)HLZ(L2(QF))) < CM. (228)
Finally, combining (2.19)), (2.22)), (2.23]) and (2.26]), we deduce
8V Cof(VX) € L*(L*(Qr)),  [10:V Cof(VX)| 1213 (0py)) < CMT™. (2.29)

We now estimate terms of the form

0, 0 X

- [cof(w?)]n,izﬁ oy
14 6

for some i1, ...,1i6 € {1,2,3}. First using (2.19)), (2.21) and (2.23]), we notice that

2z € CO(H'(Qr)), l2llcocmiapyy < CM. (2.30)
From (2.19) and (2.21)), we also obtain
2 € L(HY*5Qr)), Nzl 2 qsrziis iy < CM, (2.31)
z€ H(L*(Qr)),  llzlm (z2(ap) < CM. (2.32)
We now show that
z e HY*(L*(095s)). (2.33)



Using the notation ||, 2 (0,1),x defined in (A.2)), the trace theorem and Lemma fors=1/3,mi =0
and m2 = 3/2 we deduce

2 2 2
21171722 a0sy) = I12I1L2(L1004)) T [2]1/4,2,0,1), L4 0024)
2 1/6 2
< C(T|zllcomr ey + T / L211/3,2,0,1),L4(0925))

9 1/61 .12
< CT2llgo @y + T N2l3/a a1 py)

2 1/6 4/3 2/3
< C(TlI2Eo o,y + T2 a2 ) 12150 (1200 -
In particular, we have obtained
> iy 0X;
[Cof (VX)]i, .4, 8”_3 5 <CTV2 M. (2.34)
Yia Yis || y1/a (14 (004))

for all i1,...,i6 € {1,2,3}.

2.2 Estimates on the terms coming from (v, q)

We recall that (v,q) € Y, where ) is defined by (2.7)). This yields other regularity properties and some
estimates in the case of null data (2.16). First, we have

ve C°(H*(Qr)), §eC’(H'(r))
and if 7(0,-) = 0 and ¢g(0,-) = 0, then

Bllcocrz@py < T 2100 2 0py), N@lcom@my < T2 1@ o gy (2.35)
We also have
Vv € C°(L*(Qr)), VI € CULS(Qr))
and if v(0,-) = 0 and 8:v(0, ) = 0, then
||atvg||c‘)(L2(st)) <0 (HE”Hl(HZ(QF)) + ||5||H2(L2(52F))) (2.36)
and
~ 2 /i1~ ~
V3]l cowsapy < CTY? (I8l m azpy + 100l m22@p)) - (2.37)
Using the trace theorem, we also have Vo € H'(L*(8Qs)) with

VOl 1 Laong)) S ClOat(a2@p))- (2.38)

Using Lemma we have
e H¥*TY8((0,T) x 005s), (2.39)
01 gr7/a=1/16 12004y < CUV a1 (H2@p)) + 10522 08)))
and
H5||H4/5(H3/2+1/8(ans)) < C(H5||H1(H2(QF)) + ||:17||L2(H5/2+1/8(QF)))'
Moreover, according to Corollary if we assume that the data are null , we obtain

~ 1/16 ) ~
||UHH3/2+1/8(L2(095)) <CT / ”’U”H7/4*1/16(L2(BQS))

and
~ 4/5 1~
31l L2 zz3r241/5 0525y < OT 180 s arasra1/s ang))
which implies
~ 1/16 |~
||UHH3/2+1/8((0,T)><85'ZS) <CT / 0lv: - (2.40)



2.3 Estimates on I, F,, F3

We prove here the following result
Lemma 2.2. Assume (v,q) € Y, where Y is defined by (2.7). Then the functions Fi, F> and F3 given

by (2.10), (2.11) and (2.12) satisfy

Fy e LA (HY*Y3@Qp)) n HY (L2 (QF)), (2.41)
Fy € LX(H**TV3(Qp))yn HY (H (Qr)) N H>(H™ (Qr)), (2.42)
Fsy e L*(H'TY3(0Qs)) N HY (HY?(8Q5s)) N H*(L?(89Qs)), (2.43)

Assume in addition that we are in the case of null data (2.16). Then we have the following estimates

128 711~
I L2cretirsopyy + 1F2llp2cmsee1/s ) + 1EBl2mie1/sons)) < CT PMI@ Dy, (244)

and

||3tF1||L2(L2(QF)) + HatF2||L2<H1(QF))mH1(H*1(QF))
4 ~
+ ||8tF3HL2(H1/2(ans))mH1/4(L2(aQS)) < cr M||(@,9)lly. (2.45)

Proof. To avoid repeating the same arguments, we prove directly the estimates if the condition of null

data ([2.16)) holds and we skip the proof of (2.41)—(2.43) which follows the same process.
Combining [2.10), @17), @19), @22), @.23) and [@26) (with po = 9/4), we deduce & F; €
L*(L*(QF)) with

10:Fill 2 (r20py) < CT2MI|(@, )|y (2.46)
Now, from , we deduce
O Fy = —Vai(t,y) : [COf(w?) - 13] ~Vi(t,y) : 8, Cof(VX), (2.47)
so that 8, F» € L*(H' (Qr)) with
18:F2 | 21 2y < CT2 M| (3, )| (2.48)

We also deduce that 0:: F> can be written as
OuFy = —Voud(t,y) : [cof(vf() - 13] —OVO(t,y) : 8 Cof(VX) — Va(t,y) : du Cof(VX). (2.49)
The term
Vot y) : [cof(w?) - 13]
can be transformed as a linear combination of terms of the form

o N - 0 -
Bor (att% [cof(VX) - 13] Z_M) - (&t%ﬂ [cof(VX)] 1_3,1_4) ,

with 41,...,44 € {1,2,3}. Using (2.20), 2.24), (2.27), @.36), (2.37) and the Sobolev embedding
L%5(Qr) € H *(Qr), we obtain 8, Fs € L*(H '(Qr)) with

18:F2 | g1 (-1 02y) < CTY2 M@, )]y (2.50)

Finally, 0, F3 is the linear combination of terms of the form

9q

[Cof (VX)) — I]iy iy B¢ Vi [Cof (VX)) — I]iy in [Cof (VX)]ig 4 mnim
- 0, 0X;. O . i, 0Xi.
szz '3 5 277.'7 inz '3 ' 7y
[CO (V )] 1, 28yi4 ain ayisn 9 [CO (V )} 1, 28%‘4 8916 qni,
(2.51)
with i1, ..., i € {1,2,3}. Thus 0, Fs € L*(H"*(0%s)) with
10:F5 |l 12 (1172 00y < CT2M (T, ) ]]»- (2.52)
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Then we estimate 9, Fy in HY*(L?(0Qs)). Using ([@-34), ([2:38) and Lemma[A.7 with s = 1/4, 0 = 1,
X = Xy = L*(8Qs) and X3 = L*(9Qs), we deduce

i, 0Xiy i,

Pideic- 3 < CTY*M||@,9) ||y, 2.53
2 Dyes Dne Dy, (@, d)lly (2.53)

HY/4(L2(095))

[Cot(VX)]i,.

and a similar estimate for the last term in (2.51). In order to estimate the first term in (2.51)), we use
©7), @25) and Lemma[A.7 with s = 1/4, 00 = 1, X1 = L*(9Qs), Xo = L(dQs) and X3 = L°(9Qs):

H[COf(w?) AR Y

‘H1/4(L2(BQS))
< CTY| Cof(VX) = Il 1 (1o 0025 106l 11171 (12 0025y) < CT* M3,y

The second term in (2.51)) is treated using again Lemma with s = 1/4, 09 = 1, X1 = L2(8Qs)7
Xy = L™ (00s) and X3 = L*(8Qs):

027,

|(Cof (V%) = Bla s CoR(T D

H/4(L2(895))

< CT*||[Cof(VR) = Faliy iz [COf (VX iais

H(L%(095)) 108817422005 -

Combining the above inequality with (2.25)) and Lemma applied to f := 0:v, we obtain

o LT < oTV M) 3,9
13,04 MOysg S y4)||y-

H [Cof (VX) — Is]iy i [Cof (VX))
H/4(L2(005))

We deduce 8, F3 € H'*(L?(805s)) with
10:Fs | 117512000y < CTV* M@, )1y (2.54)

The estimates of

||F1||L2(H1/2+1/8(QF))a HF2HL2(H3/2+1/8(QF))7 ||F3HL2(H1+1/8(395))

are similar. O

2.4 Proof of Proposition [2.1

We are now in position to prove Proposition As explained after the statement of Proposition [2.1}
we will prove that the map A (see (2.13)) is well-defined and satisfes (2.15)). By this way, A will
be a contraction in Y if holds for some o > 0 and C' > 0. The proof is split into four steps. The
first step introduces a lifting for the divergence in order to get a divergence-free problem. A regularity
result [25] is applied to the elasticity equation in the second step whereas a result on the regularity of
the Stokes problem in [I5] is applied in the third step. In the last step, additional spatial regularity is
proved.

Step 1. Time derivative and lifting.

We consider the solution w of the problem

Aw = 8,5F2 in (O, T) X QF,
(2.55)
w=0 on (0,T) x Q.
Using standard elliptic estimates and (2.42)), we obtain
lwll a1zt @pynrzs@p)) < ClO P2l m(m-1@pynLe it @)
so that
IVwll gz @ppnrzz@p)) < ClocFellmr (-1 0pynrzmt @p))- (2.56)

Then, if we formally differentiate (2.8) and (2.9) with respect to time and we use Vw to lift the
divergence condition on 9:v, we get that Z := ;£ and (V, Q) := (0w — Vw, 9¢q) have to satisfy
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OE — divE(E) =0 in (0,7) x Qs,
E=7v on (0,T) x 0Qs, (2.57)
)

2(0,) =21, &E(0,-)=0 inQs
and _
OV —divT(V,Q) = 0, F1 — Vw4 2dive(Vw) =: F1  in (0,T) x QF,
divV =0 in (0,T) x Qp,
T(V,Q)n = S(Z)n 4 0:F3 — 2e(Vw)n =: F3 on (0,T) x 99, (2.58)
V =—Vw=:F4 on (0,T) x 09,
V(0,-) = Go + AVh — VQo — Vw(0, ) in Qp.

Step 2. Estimates on the elastic displacement.

According to standard results (we refer for instance to [26]), system admits a unique weak
solution in C°(L*(Qs)) N C'(H ' (s)). To get regularity on d:¢, we will use hidden regularity results
(we refer to [21] for the wave equation and to [25] for the elasticity equation).

We use that the Dirichlet condition ¢ satisfies (2.39)). Note that

[1]

(0,) = 21 € H¥?T3(Qg), 8E2(0,-) =0 e H'/*M/3Qg), = =715 e H*T/5((0,T) x 09s),
(2.59)

and the compatibility conditions are satisfied since

v(0,-)=Vo =E1 on Qs and 08:v(0,-) = Vi =0 on 9Qg
(see and the fourth and sixth conditions in (2.4)). tBy this way, according to Theorem 3.2 in [25]
and interpolation arguments, we deduce that £(¢,-) := /0 =(s, ) ds satisfies

& € CO(HPPH3(Qg)) N CHHY*T3(Qg)) (2.60)

and
S(0:&)n € H'2TH3((0,T) x 09s), (2.61)

with the estimate
||aff€HCU(H1/2+1/8(QS)) + ||8t§||CO(H3/2+1/8(QS>> + HE(atf)””Hl/Hl/S((o,T)xaQS)
< C (IEillms/21/5 ) + 18l 3240/ 01700 )
where C' is independent of T'. Moreover, in the case of null data (2.16)), if we use (2.40), we deduce

1/16)~
H6tt£HCU(H1/2+1/8(QS)) + Hat§||00(H3/2+1/8(szS)) + ||Z(8t§)"”H1/2+1/8((0,T)xaszs) <CT / 0lly,- (2.62)

Step 3. Estimates on the fluid velocity and pressure.
The existence and uniqueness of a solution of (2.58)) will come from results in [15]. First we check
that the compatibility conditions are satisfied: from the first and the third conditions in (2.4)), (2.63]) and

(2.55), we deduce

diV(Go + AV — VQO — Vw(O, )) =0 inQp.
Moreover, from the first and the sixth conditions in (2.4]) and (2.58), we deduce

Go + AVp — VQo — Vw(0,-) = F4(0,-) on 9.
Finally, using (2.41)-(2.43)), (2.56)), Lemma with f := Vw, we have

Fy € L2(L*(Qr)), Fs e L*(HY?(09Q5s)) N HY*(L?(895)),
Fy € L*(H*?(69Q)) n H¥*(L*(60)).
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Thus, according to [I5] (Theorem 7.5 with r = 0), the system (2.58) admits a unique strong solution
(V, Q) with the following regularity

Ve L*(H*(Qr)) N HY(L*(Qr)) N C°(H' (QF)), Q€ L*(H'(2F)).
Let us set . .
v(t, ) = Vo + / (V(sy,:) + Vw(s,-))ds, q(t,") :=Qo+ / Q(s,-) ds.
According to and since ' '
F1(0,) = Go, F>(0,-)=0 F3(0,-)=0, (2.63)
we see that (v, q,&) is the solution of —. Moreover, using again , we have
ve H (H*(Qr)) N H*(L*(Qr))NCYH (), q€ H (H' (Qr)).

In the case of null data (2.16]), we have the estimate

lvll a1 a2 @pnnaz2@pynet mt@p) + lallar @ @p)
< C(HaiFluLQ(L?(QF)) F0e 2|l g1 (m-1 (0 p)nL2 (L (@)
+ 10eE5 | L2172 00 ))nE1 /4 (12 (0025))
+ ID@E)nll 2 s /2 005 i 4 22005 ) (2:64)

We then use (2.45)) to estimate the three first terms and (2.62)) to estimate the last term in the right-hand
side and we obtain

loll a1 (2@ p)nr2 L2 @@pynct ey + allat @ @p)) < C(TY* M + 1)@, )|y (2.65)

In order to prove that
diq € HY*(L*(09s)), (2.66)

we use the boundary condition in (2.58). First, from Lemma [A-§ applied to f := d;v and (2.65), we find
0Vv € HY*(L*(89Qs))

with
10:V | g1/4 120600y, < CTVAM +T))@,)ly-

On the other hand, from (2:16)), (2.62) and Corollary [A-3]
ISl i1/422 005y < CT 2|l
Using ([2.45)), we deduce (2.66) with
10eall /312906y < CT M +TH0)||(@, )l (2.67)

Step 4. Additional spatial regularity.

We still have to prove that & € C°(H®?tY/8(Qg)) and (v, q) € L*(H**TY8(Qp))x L2 (HY >3 (Qp)).

We first consider (2.8) as an elliptic problem. For the boundary condition, according to (2.7)), we
have

¢ € CO(H* 3 (89s))
with
||§||CO(H2+1/8(aQS)) < CT1/2||5‘|L2(H5/2+1/8(QF>)- (2.68)

Thus, according to (2.60)), we deduce that

€ e CO(H5/2+1/8(QS))
and in the case of null data (2.16)), gathering (2.62)), (2.68) and the trace theorem, we obtain

‘|E(€)n”CO(H1+1/8(3QS)) < CTl/SHFﬁ”yr (2~69)
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Then, we consider (2.9) as an elliptic system and we obtain
vl 2cmsr2t1/8(apy) + gl L2casrze1/8@p0)
< C(HU||H1(H1/2+1/8(QF)) + HF1HL2(H1/2+1/8(QF))
+ P2l 2 mr2+1/8(0,)) T 1 E5l L2 +1/8004)) + ||E(§)”||L2(H1+1/8(39F)))~

Using (2.44), (2.65)), (2.69) to estimate the right-hand side, we deduce

1/4 1/167 ) (=
[Vl 2 sr5/241/8 0y + Nl L2 m3r241/8 0y < OV AM +TVIO)|(@,) - (2.70)

Gathering (2.65), (2.67) and (2.70) yields (2.15). This ends the proof of Proposition

3 Proof of Theorem 1.4

Let us consider X € By (see (1.11)). In order to prove Theorem we first assume that the data
Vb, E1, G are smoother by replacing the hypotheses (|1.23)), (1.24) and |-D by the stronger hypotheses
. . According to Proposition system (@ 11.22) admits a strong solution (X,v,q,&) in
(0,T) where the existence time T' satlsﬁes . The regularlty given by Proposition - 2.1 will allow us to
give a sense to all the terms appearing in the computations made in this section. The goal of the next
subsections (from subsection to subsection is to prove the estimate on (X,v,q,¢).

In subsection [3.1] we first prove an energy estimate satisfied by the solution. Next, in subsection
[3-2] we consider the system satisfied by the time derivative of the solution and prove an energy estimate
associated to this system. In subsection|3.3] we get spatial regularity thanks to standard elliptic estimates,
more precisely, using the previous subsections, we estimate & in C°(H?(Qs)) and (v, q) in C°(H*(Qr)) x
C°(H'(Qr)). This leads to estimate . Then, the tricky part of the proof consists in obtaining more
regularity in space for the solution. To do so, some useful results on Stokes system are stated and proved
in subsection [3:4] and the additional regularity results are given in subsection At last, in subsection
[3-6] we finish the proof by a density argument to deal with less regular data.

3.1 Energy estimates
We multiply (1.14) by v, integrate by parts and use (|1.15]), (1.19) and (1.20):

1d [v|? dy +/ { [(Vu) Cof(VX)* + Cof (VX) (V)" — qlg] Cof(V)?)} : Vo dy
2dt Jo, Op
-l-/ Y()n -0 dy = G-vdy.
0Ng Qp
We multiply by 0:£ and integrate by parts:
1d
S (/ [10:6]° + 2X1[e(€)[* + Az (div €)?] dy) :/ S(E)n - 0:€ dry. (3.1)
2 dt Qg a0Ng

Adding the two above equations, we deduce

1 d 1 1d .
24t /QF ol dy+ 3 /QF @I dy + 5 5 (/ns [19:€1% + 2A1]e(€)* + Aa(div €)°] dy)

< IV — Bllooqon i, / Vol dy +
F

G-vdy‘.

Qp

Using Korn’s inequality (see for instance [16]), (2.17) and T"/?*M < C with C small enough, we deduce

lvllcocr2@pyy + IVl @py + et 2@g)) + 1€llcom gy
CIVollr2(apm + IZ1llL2(0g) + 1GllL2(L2(0p)))-  (3:2)
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3.2 Estimates on the time derivative
We first differentiate (I.14)-(1.20) with respect to time:

Ouv — div T ¢ (v, q) = 0:G  in (0,T) x Qp, (3.3)

(8, V) : Cof(VX) + Vv : 8, Cof(VX) =0 in (0,T) x Qp, (3.4)

Brne€ — divS(8:€) = 0 in (0,T) x Qs, (3.5)

v =0 on (0,7) x 09, (3.6)

Ov =0u& on (0,T) x 00, (3.7)

0iT¢(v,q)n =X(0:&)n on (0,T) x 005, (3.8)

atv(07 ) =W in QF7
0:£(0,-) = =21, 0:£(0,-) =0 in Qg.

We recall that Ty is defined by (1.6)) and that Vi is introduced in (2.4). Applying standard elliptic
results on (2.5) yields

1Qollar (o) < CA+ llvollgz@m)IVollazap) + CllGollL2(a,)- (3.10)

We thus deduce that Vi satisfies
IVill2(py < C(A+ lJvollaz @) IVolla2 @y + CllGoll L2 (- (3.11)

As for the proof of (3.2)), we multiply (3.3) by 0:v and (3.5)) by 9:¢, and after some integrations by
parts, we find

1d
|| dy+/

2 )i, o, { [(Vu) Cof(VX)* + Cof(VX)(Vv)* — qu] cof(w?)} L 8V dy

d

1
+ 5@ (/ [|8tt§\2 + 2)\1|€(8t€)|2 + )\Q(le 8t£)2] dy) = 8,5G . aﬂ) dy (312)
Qg Qp

Now, we integrate this expression on the time interval (0,t). For the second integral, we expand the first
time derivative:

t
/ / o { [(W) Cof (VX)* + Cof(VX)(Vv)* — qlg] Cof(vx)} L8, Vo dy ds
o Jag
t
- / / [(atw) Cof (VX)* Cof(VX) +Cof(VX)(8th)*Cof(VX)] L 0V dy ds
o Jag
t
+ / / [(Vv)at Cof(VX)* Cof(VX) + (V) Cof (VX)" 0, Cof(VX)] L 0,V dy ds (3.13)
o Jag
t
+ / / [0 Cof(VX)(V0)*” Cof (VX) + Cof (V) (Vo) Cof (VX)] : 8,7 dy ds
o Jag
t
f/ / 8 [qCOf(VX)] L 8,V dy ds.
o Jap
Using and , the first integral gives:
t
/ /Q [(&Vv) Cof (VX)* Cof (VX) + Cof (VX) (0, Vv)* Cof(VX)] : OV dy ds
0 F
t T
>/ / Ie(00)[? dy ds — 0/ VX —13“00([0,T]X®/ Vo[ dy ds (3.14)
0 JQf 0 Qp

t
> / / [£(@u0) 2 dy ds — CTY2 M [[o]2s 411 o -
0 F
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Using (2.27) and H'(Qr) C L°(Qr), we deduce for the second and third integrals of (3.13):

(V0)8; Cof(VX)* Cof(VX) + (V) Cof(VX)" 8, COf(vf()] L 8,V dy ds

Qp

[at Cof (VX)(Vv)* Cof (VX)) + Cof (VX)(Vv)*d; cof(w?)] L 8,V dy ds

Qp
< CETMQHU”zCO(H?(QF)) +46 HUHi(l(Hl(QF)) (3.15)

for any ¢ > 0. For the last term in (3.13)), we have:
t R ¢ R
/ O [q Cof(VX)] : 0 Vu dy ds = / 0rqCof(VX) : 9:Vu dy ds
0 JQp 0 Jap
t
+/ / qO [Cof(VX)] : 0tV dy ds.
Qp

Combining the above estimate and (3.4]), we deduce

t
/ O [q Cof(VX)] : 0V dy ds
Qp

/ (0eq)Vv : Oy Cof(VX) dy ds —|—/ / qat Cof(VX)] : 0:Vu dy ds
o (3.16)
= / a(t)Vo(t) : 0 Cof (VX)(t,-) dy + / QoVVo : (8, Cof(VX))(0,-) dy
Qp Qp

t t
+2/ / q(0:Vv) : 0; Cof(VX) dy ds —|—/ / gV : 0y Cof(VX) dy ds.
o JOor 0 JQp

For the first integral in the right-hand side, we have:

/ g(t)Vo(t) : 9, Cof(VX)(t,-) dy‘ < Cllallcows @p Vo : 0 Cof(VX) 0016/ (@)
Qp
< OllalEo s apy + Csll Vv : 0 Cof (VX) |20 /50y (317)

for any 6 > 0. We rewrite the last term:
t
Vv : 8, Cof(VX) =—-VV: (Vuo)* +/ (Vv : 8; Cof (VX)) ds (3.18)
0

where we have used that (9 Cof(V)/f))(O7 ) = —(Vwo)™. Since

ds

t
/ O (Vv : 0; Cof (VX)) ds
0

o cof(w?).

t
<¢ [ 1090l |
0

t
+C [ 190000,
0

L8/5(Qp) Lé(QF)

Bre COf(V)?)(

ds,

L2(QF)

we get from and (| -

Gathering (3.17)), (3.18) and the above equation, we obtain

< oTV/?

M HU”Hl(Hl(QF))ﬂCO(HZ(QF)) :
L8/5(Qp)

t
/ O (Vv : 8; Cof (VX)) ds
0

/Q q(t)Vu(t) : 8, Cof(VX)(t, ) dy‘ < 5||‘IH200<H1(QF)) + Cts”UOH?{Z(QF)HVOH?HI?(QF)
F

+ CsTM?|[v|| 31 (mr1. @ pynco r2ap) (3:19)
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For the third integral in the right-hand side of (3.16)), we use (2.27)) to deduce for any § > 0

t
/ / q(0:Vv) : 0 Cof (VX)) dy ds
0 Jog

o, Cof(V)?)‘

T 2 B
<Cé/ all? ’ dt+§// 8, Vv|? dy di
. || HLS(QF> LS(Qp) 0 QF| ' | !

< CéTM2||‘1||200(H1(QF)) + 5”””311(}11(91?))- (3:20)
For the last integral in the right-hand side of (3.16)), we use (2.28]) to obtain the following estimate

t
// gV : 0y Cof (VX)) dy ds
o Jap

att COf(V)?) l

1/2
< CT7qllcoLs @l VollcoLs @ p)) ’ L L))

< 6Hq||200(H1(QF)) + CsTM? ||VUH200(H1<QF)) :

Gathering the last inequality with (3.19)), (3.20) and (3.10)), equality (3.16]) becomes

< Cs(1+ HUO||?{2<QF))||%||§12(QF> + C||G0||2L2(QF)

t
// o [qcof(VX)];athyds
0 Jap

+ (30 + CsTM?)||llZ0 (1.0
+ (6 + CsTM?) [Vl 21 (111 (2 0 (2 (2

Coming back to (3.13)), this last inequality, (3.14) and (3.15|) imply that

t
/ / o { [(W) Cof (VX)* + Cof (VX)(Vv)* — ng] Cof(VX)} L 9V dy ds
o Jap
t
= /O /Q le(8:v)|? dy ds — (26 + CaT1/2M) ||”H§11(HI(QF))mCO(HZ(QF))
F

2 2 2 2 2
- Cs(1+ ||U0||H2(QF))||V0HH2(QF) - CHGO||L2(QF) — (36 +CsTM )H‘Z||CO(H1(QF))~
At last, using this inequality, Korn’s inequality, (3.9) and (3.11]) in the identity (3.12) integrated in time,
we get
10w E0 (12 + 10wl 72 + [|9u:]I2 + [10:€12
(L2(QF)) tYllL2(H(9F) tt5lleo(L2(Qs)) tSllco(H (925))
2 2 = 112 2 2
< Cs (1 + lvollzr2 ) Vol 2oy + 1B (0g)) + (36 + CsTM*)|lgllco a1 ()
+ (26 + C5T1/2M)H'UHiIl(Hl(QF))ﬁCO(H?(QF))
2 2
+ C|Gollz2(ap) T G E1 (z2(0py))-  (3:21)

3.3 Elliptic estimates

In this section, we consider standard elliptic estimates to bound the H? norm in space of the solution.

According to (1.14])-(1.22), the following elliptic problems hold:
—divE(E) = —0u€  in (0,T) x Qs,

t (3.22)
&(t,-) :/ v(s,-)ds on (0,T) x 0Qg,
0
and
—divT(v,q) = —=0w+divR+G in (0,T) X Qp,
divo = —Vu : [COf(V)?) - 13} in (0,7) x Qr,
(3.23)

T(v,q)n = X(&)n — Rn on (0,7) x 0Qs,
v=0 on (0,7T) x 02,
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where

R = (Vo)(Cof(VX)" Cof (VX) - I3) + [COf(V)?)(Vv)* Cof (VX) — (Vv)*] —q [COf(v;?) - 13] . (3.24)

According to Proposition v belongs to C°(H?*(Qr)) and ;& belongs to C°(L*(2s)). Using the
elliptic regularity for (3.22)), this implies an estimate of £ in CO(H2(QS)):

l€llcoarz(ngy) < C(||3tt§\|CO(L2<QS>> + T||UHCO(H2(QF)))- (3.25)

Now, using (2.19), (2-20), [2.24) and the embedding H' () C L°(QF), we have

IRllcocm ey < cT'’M (Ivllcocm2@pmy + llallco @) » (3.26)

and

Hw : [cof(w?) - 13] ) < CTY2M|ol| o2 () - (3.27)

COHY(2F))
Using the elliptic regularity for (3.23]) and taking into account (3.26)) and (3.27)), we deduce
lvllcocazpy + llallcoEr@py
< C(HG||CO(L2(QF)) + |0l co(L2(ap)) + ||2(§)||00(H1(QS)))
1/2
+CTYM (Ivllcoarz(ap) + ldllco@py) - (3:28)

Taking
T< —= (3.29)

with 7 small enough, we finally obtain

lvllcocazapy) + llallcoEr@py)
< C(IGllooz2(@py + I0llcoz2@py + IDElcoqmagy ). (3:30)

Combining (3.25) and (3.30) and taking 7" < n with n small enough, we find

lvllcomz@py) + lallcomrpy + 1€llcocaz gy
< C(IGNenqwap + 10utllcoqza@ay + 100lleoza@py ). (3:31)
Then we gather the above estimate and (3.21]), and take 6 small enough and then n small enough in
(3.29). This gives
lvllcrL2@pyy + IV Er (m@p)) F 10llcoaz@py) + lallcom @py)
1€l c2 200y + I€llcraraqy + I€llcorzas))
<O (A + lvollgz@m)IVollmzop + 1Bl m1 (05) + IGll a1 (L2 p)nco(L2@py)  (3-32)

with a constant C independent of (Vp,Z1,G), of T and of M.

3.4 Study of a linear Stokes system

In order to complete the proof of Theorem [1.4] we still have to estimate (v, q) in L2(H5/2+1/8 Qr)) x
LA(H?*Y3(Qp)) and € in CH(H'T/3(Qs)) N CO(H?*T/8(Qs)). This is done in Subsection These
additional estimates with more regular spatial norms will be achieved by using some specific results
satisfied by the solution of the Stokes system. These results are presented in this subsection and involve
some duality arguments.
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Our aim is to study the following Stokes type system

Orw—divTg(w,me) = fi  in (0,T) x Qp,
Vuw : Cof(VX) = fa in (0,T) x QF,
T (w, Tw)n = f3 on (0,T) x 9Qs, (3.33)
w=f4 n (0,7T) x 04,
w(0,-) = wo in Qr,
where T ¢ is defined by .

In order to study this system, we introduce the adjoint system
—Orp —divTg(p,mp) =f in (0,T) x Qp,
Vo : Cof(VX) =0 in (0,7) x Qp,
Te(p,me)n =0 on (0,7) x 0Qs, (3.34)
=0 n (0,7) x 99,
o(T,)=0 in Qp.

We also need to lift the “divergence condition”, that is to consider the following stationary system

—divT¢(W,7w) =0 in (0,7T) x QF,
VW :Cof(VX)=f, in (0,T) x Qp,
(VX) (0,7) (3.35)
T (W, mw)n =0 on (0,T) x 9Qs,
W =0 n (0,7") x 9.
Lemma 3.1. Let X € Bys. There exist a > 0 and 1n > 0 such that for any T such that
T°M < n, (3.36)

and for any

wo € H'(Qr), fi € L*(0,T;L%(r)), fo€ H'(0,T;H (Qr))NL*(0,T; H' (),

fs € L*(0,T; H*(0Qs)) N HY*(0, T; L*(0Qs)),
fa € L*(0,T; H¥?(09)) N H¥*(0, T; L*(99)),
system (3.33)) admits a unique strong solution

w e L*(0,T; H*(Qr)) N H'(0,T; L*(QF)).

Moreover, we have the estimates

”wHL2(O,T;Hz(SlF))ﬁHl(O,T;Lz(QF)) < C(”leL2(O,T;L2(QF)) + ||f2HHl(O,T;H*1(QF))HLQ(O,T;Hl(QF))

+ ||f3HL2(o,T;H1/2(ans))mH1/4(o,T;L2(aQS)) + ||f4||L2(o,T;HS/Z(aQ))mH3/4(o,T;L2(aQ)) + ||w0||H1(QF))'

(3.37)
Similarly, if f € L*(0,T; L*(Qr)), there exists a strong solution
@€ L*(0,T; H* () N H'(0,T; L*(Qr)), mp € L*(0,T; H' (Qr))
of and we have the estimate
el 20,752 @) nm 0,7522(00)) + ITell20,m 51 (2)) < CllfllL200,7:22(08))- (3.38)
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The proof of the above result is completely similar to Propos1t10n 1] with a fixed point argument
and by using the estlmates on X presented in Subsection We thus skip the proof

The fact that ( is an adjoint system of (| - can be seen by multiplying (3.33)) by ¢, (3.34]) by
w and by using integrations by parts. By this way, we get

T
/ / w- f dedt = / wo - ¢(0,-) dx —I—/ f1 - dadt — / fomy dxdt
Qp Qp 0 Qp 0 Qp

T T
+ / f3 - daxdt — / fa-Tg(p,mo)n dedt.  (3.39)
o Joag o Joo

This yields the following result on (3.34):

Lemma 3.2. Let X € By. Assume B36) and f € H*/3(0,T; L*(Q2r)). Then there exists a weak
solution

@ € L*(0,T; H*3(Qp)) N H3(0,T; L*(Qr)) (3.40)
of (3.34). Moreover, we have the estimates
H‘PHLZ 0,T;HA/3(Qp))NH2/3(0,T;L2(Qp)) S <O flle- 1/3(0,T;L2(Qp)) (3.41)
and
- llellLzo,myxam + 1 Ve HSDHCO( 0,T);L2(Qp)) S <O fllg- 1/3(0,T;L2(Qp))" (3.42)
Proof. Lemmaand formula ([3.39) with
f2=0, f3=0, fi=0, wo=0. (3.43)

show that there exists a weak solution ¢ € L*((0,T) x Qr) of ([3.34) for any f € (H1)'(0,T; L*(Qr))
defined by

T
/0 /Q @ fido dt = (f,w0)m1y0,1:L2Qp)), HL (0,T:L2 (2p))- (3.44)
F

We recall that for s € (1/2,3/2), H;(0,T; X) is the subspace of of functions f € H*(0,T;X) such that
£(0) = 0. We also use Hp(0,T;X) in the case where f(T) = 0 instead of f(0) = 0. From (3.37), we
deduce that

lellczco,myxar) < Cllf sy oLz @) (3.45)

By interpolation, this yields that if f € H™Y/3 (0,T; LQ(QF)), then ¢ satisfies (3.40)).
In order to show ({3.41) and (3.42) with a constant C' independent of T', we need to use the change of
variables (A.5]) of the appendix and we define the linear map

Ay L2((0,1) x QF) — L*(0,1; H*(Qr)) N H'(0,1; L*(QF))
defined by A1(f*) = ¢*, where f* and ¢" are the transformations of f and ¢ through (A.5). From (AZ6),

and , we have
A1l 2z2co)x0p), 2200200 < C and [|All£r2(0,1)x0p), 1L 0,1:02 25y < CT- (3.46)
Using (A.6) , @D and ( and the definition of a weak solution of ( -, we also deduce
HAl”E((Hi)’(0,1;L2(QF)),L2((0,1)XQF) < CT. (3.47)
Using an interpolation argument and , 7 we deduce

{”A1|L(H1/3<o,1;L2(QF)),H;/3(0,1;L2<QF)) S CT, (3.48)
||A1H[,(H_l/s(o,l;Lﬂ(QF)),LQ(O,LHAL/(S(QF)) < cT?,
Furthermore, from , Lemma and Corollary we have
||90*||H}2{/3(071;L2(QF)): 1/6||<PHH§/3(O’T;L2(QF))7
||<P*||L2(o,1;H4/3(QF)) = T71/2H30HL2(0,T;H4/3(QF))7
||f HH 1/3(0,1;L2(Qp)) X T7 HfHH*1/3(O,T;L2(QF))
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From the above relation and (3.48)), we obtain (3.41). Then, (3.42)) comes from (3.41)) and from the

two relations

lellL2 0,102 p) < CT2/3HLP”Hi/S(O,T;Lz(QF))» llellcoo,r;r2@p)) < CTI/G||90||Hi/3(07T;L2(QF))~
O
Using again , we deduce from Lemma a result for the system in the case
fa=0, fa=0. (3.49)

Proposition 3.3. Let X € By. Assume (3.49), (3.36) and
fi € L*(0,T; L*(Qr)), f3 € L*(0,T;L*(80Qs)), wo € L*(Qr).

Then there exists a weak solution
we HY*(0,T; L*(Qr))

of (3.33). Moreover, we have the estimates

lwllgr1/s0, 702000y < C (T2/3Hf1||L2(0,T;L2(QF)) + 1 fsll 20,152 0024)) + T1/6||w0||L2(QF))) . (3.50)
Proof. The solution of (3.33) is defined by duality with system (3.34): for any f € H™/3(0,T; L*(Qr)),
we consider the solution ¢ of (3.34) given in Lemma and w is defined by

T T
(W, F) 173 0,702 ), H-1/3(0,7502 (0p)) = / / fi-pdzd +/ fa-pdydt
o Jag o Joag
+/ wo - p(0,-) de.  (3.51)
Qp

We use (3.41) and (3.42) to deduce (3.50). O

Let us now consider the stationary system (3.35]).
Lemma 3.4. Let X € Byy. Assume (13.36) and

fo € H'(0,T; L*?(Qr)) N L*(0,T; H (QF)).
Then there exists
W e H' (0, T; L*(Qr)) N L*(0,T; H*(Qr)), nw € L*(0,T; H (Qr))
with
Wl 10,7502 000022 0,152 00)) F 17w L2070 (24))
S OM||fallL20.m:m1 @) + Cllfell o rs2(apy - (3:52)
Proof. We write (3.35)) as

—divT(W,nw) =divF  in (0,T) x Qr,

divW = B, in (0,7) x Qp,
~ (3.53)
T(W,mw)n =—Fn on (0,T) x 0Qs,
W =0 on (0,7T) x 99,
with N
F=Ts(W,mw) —T(W,7w), (3.54)
Fy = fo+ VW : (I — Cof (VX)). (3.55)
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We recall that T is given by (1.6). Assume that (W,7w) € L*(0,T; H*(Qr)) x L*(0,T; H' (Qr)) and
let us consider F' and F» defined by the above formulas. Using Section we can show that

I div Fll 20, myx0p) + 12220, (00)) + 1R 120, 7,51/2 0024
< C (Ifallzo.mmr opyy + TM [[IW 12071200y + 17wl L2071 @pn)]) - (3.56)

Using the standard elliptic estimates for the Stokes system and the above estimate, we can prove in a
similar way as Proposition (with a fixed point argument) the existence and uniqueness of the solution
(W, mw) € L*(0,T; H*(Qr)) x L*(0,T; H (QF)) of (by assuming (3.36])). Moreover, we have the
estimate

||WHL2(0,T;H2(QF)) + ||7rW||L2(O,T;H1(QF)) < C||f2||L2(o,T;H1(QF))~ (3-57)

To obtain an estimate of W in H'(0,T; L*(Qr)), we differentiate (3.35) with respect to time:

—divT (W, 0mw) =divF  in (0,T) x Qp,

VoW : Cof(VX) = Fy in (0,7) x Qp, 558)
T (OW, Oy )n = —Fn on (0,7) x 9, .
oW =0 on (0,T) x 09,

with
F = {[(FW)a: Cof (V)" + 0, Cof(VR)(VW)] Cof(VX) }

+ { [(VW) Cof (VX)* + Cof (VX)(VW)" — WWIS] o oof(w?)} (3.59)

Fy = 0 fa + VW : (9; Cof(VX)). (3.60)
System is satisfied in a weak sense: from the first part of the proof, we know that if holds,
for any f € L?(0,T; L*(Qr)), there exists a unique solution ¢ € L*(0,T; H*(Qr)), 7, € L*(0,T; H" (Qr))
of —divTg(p,me) =f in(0,T) % Qr,
Ve :Cof(VX)=0 in (0,7) x Qp,
Te(p,me)n =0 on (0,T) x 09,

=0 on (0,T) x 99.

(3.61)

Then, for general F, Iy € L? (0, T L6/5(QF)), we can define the solution of (3.58)) as the function
oW € L*(0,T; L*(Qr))

such that - -
/ oW - f dxdt := / / (F:Vo+ Fyn,) dedt. (3.62)
0 Qr 0 Qp

Moreover, thanks to (3.38) we have
||atWHL2(o,T;L2(QF)) <C (HFHL2(0,T;L6/5(QF)) + ||F2||L2(0,T;L6/5(QF))) (3-63)

where C' is independent of T'.
From (2.19), (2.27), (3.59), (3.60), we deduce

HFQHLZ(O,T;LE‘-/S(QF)) < Hatf2HL2(0,T;LG/5(QF)) + VW : (6 COf(VX))HL2(0,T;L6/5(QF))
< CHOthHL2(0,T;L3/2(QF)) + CMHVWHL?(O,T;LG(QF))

and
||FHL2(0,T;L6/5(QF)) < CM(HVW”L?(O,T;LG(QF)) + ||7rW||L2(O,T;L6(QF)))~

Combining the above relations, (3.57) and (3.63]), we obtain (3.52). O
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3.5 Estimate of the H*?"'/8(Qp)-norm

In order to obtain estimates on (v,q) in L*(H**T/8(Qr)) x L*(H**T'/5(Qr)), we are going to use
the ellipticity of the stationary Stokes system . To do so, the main difficulty will come from the
boundary term X(¢)n that we need to estimate in L?(H'T*/®(8Qs)). This will be done by applying a
hidden regularity result [25] and by proving some bounds on £ in HQ'H/S((O,T) x 0Qg). Since & =
v on (0,T) x 0Ns, we first work on the system satisfied by (d:v,d:q) in order to prove that div in
HY3(L*(8Qs)). From Lemma it is in fact sufficient to estimate v in H'/3(L*(Qr)). This will be
done in the next proposition with the help of Proposition [3.3] and Lemma[3:4] A key point of the proof
will be to estimate the term 3(9:£)n that appears as a boundary term in the system of (9:v,drq). At
this step again, we will use a hidden regularity result stated in [25].
We will prove the following result:
Proposition 3.5. Assume X e Bu, |lvollg20) < M and . Then the solution of system -
satisfies
dw € H'3(L*(Qr))

with the estimate
10l 17512005y < C((+ llvoll g2 p) Vol gz py + 121l a1 (0g) + 1G a1 (L2000 (205 )))
+ CTl/lOM(”UHL2(H5/2+1/8(QF)) +llallp2msrzti/spy))-  (3.64)
Proof. From system (3.3)—(3.9)), we deduce that (0;v, 0:q) satisfies (3.33]) with
fr:=0:G+divr, fo:=—-Vv:0 COf(V)?), fa=—rn+3(0n, fr=0, wo=W (3.65)
and
= { [(Vv)at Cof(VX)" + s Cof(V)A()(Vv)*] cof(w?)}
n {[(W) Cof(VX)" + Cof (VX) (Vo) — ng} o, cof(w?)} . (3.66)

Let us consider (W, mw ) the solution of the stationary system (3.35) associated with fa given in (3.65).
We write
vV:=0w—W and §:=0q—Tw.

Then
00 —divTg(d,q) = fi — W in (0,T) x Qp,
Vi : Cof(VX) =0 in (0,T) x QF,
T¢(5,d)n = f3 on (0,T) x 0%, (3.67)
5=0 n (0,7) x 89,
8(0,) = Vi — W(0,") in Q.

‘We can apply Proposition m and we deduce
100l 1173 (L2 (0y) < CT2Nf1 = OW llL2z2(0py) + 3]l 20,7 x 095
+TVO VI = W0, )l20p) + W /s 2y (3:68)
Using Corollaryfor o1 =1 and s1 = 1/3, we have, for the last term
IWlg1/sp20py) < W = WO, ) g1/8p2py) T IWO0, ) 51751205y
SCT*P|W = W(0,) g (r20p)) + CIW (O, ) L2 (0
< CT*PIW | i1 2 py) + CIIW O, ) L2 (0 ) -
Thus inequality (3.68) becomes

||atUHH1/3(L2(QF)) < C(T2/3||f1“L2(L2(QF)) + T2/3”WHH1(L2(QF)) + ||f3HL2((o,T)xans)
+ T Vil 20 + IW (0, )l L2(2))- (369)
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Using Lemma (see (3.52)) ), we have

||WHH1(L2(QF)) < C(MHf2||L2(H1(QF)) + Hf2HH1(L3/2(QF)))'

(3.70)

Let us estimate the two terms in the right-hand side of this last inequality. First, using Lemma [A.6] we

deduce that , Lo
IVoll2rsapy < CT vl p2(msr2t1/8(p))nco (2 @p))

1/10
IVqllL2zspy) < CTY Nall 2 zr3/241/8 (@ pyynco (1 ()
Second, we notice that V fs is a linear combination of
0 iy 0?

Il f(VX 1,0 )
5 [Cof (VX)]iy,i0 OYi, 0y Ot0yi,

3vi4

[COf(V)?)}iLizWisv

with i1,...,i5 € {1,2,3} whereas
Bifs = =V : 8; Cof (VX) — Vv : 9y Cof (VX).

Using ([3.72) with (B.71)), 2-27), @-29), (3-32) and (3.36)), we deduce

1/10
lf2ll2(mr(opy < CT / M|l 2524178y + 10l com2p)))

< CTYV O M([[vll 2524178 ) + (L + 00l 2 () IVoll 2 0y + [E a1 025)

H Gl a2 @p)ncoL2@p))-

Similarly, using (|3.73|i with I2.2?| , (|2.28|b7 |3.32|} and 1|3.36| , we deduce

||atf2HL2(L3/2(QF))

< CM ((1+ llvoll g2 ) IVollg2(ap) + 1B1llm1 (00) + 1G a1 (22000 (L2025 ))) -

Thus, (3.70) becomes

Wl L2,y < CM (TI/IOM”v”L2(H5/2+1/8(QF))

+ (L + [lvoll g2 ) IVoll a2y + IE1llH1(0g) + ||G||H1(L2(QF))mCO(L2(QF)))~

Moreover, since f2(0,-) = VVp : (Vuvg)*, we have

W0, )20y < Cllvoll g2 m Vol m2(ap)-

(3.71)

(3.72)

(3.73)

(3.74)

(3.75)

(3.76)

(3.77)

It remains to estimate the norms of f1 in L*(L*(Qr)) and of f3 in L*((0,T) x 9s) in (3.69). To estimate

3(0:&)n that appears in f3, we first combine (1.19)), a trace theorem and (3.32)) to deduce that

1061l 111 0,7y x 0025) < C((1+ llvoll 2@ ) IVoll 2oy + 1E1 a1 (0g) + ||G||H1(L2(Qp))mCO(L2(QF)))'

Then, we apply Theorem 3.2 in [25] to the system satisfied by 9;¢:
2(0:6)n € L*((0,T) x 8Qs)

with

12(0:6)nll 20,1y x095) < C((1 + [[voll 2o p)IVoll a2 + 1B1ll a1 0g) + I1Gl 1 (200 )nco20p))) -
(3.78

Moreover, using (|3.71|), 1|2.19|), 1|2.24|)7 |2.27|, (|2.29|b, we get

17l 20,7, 11 () < CTl/lOM(”UHCO(H2(QF)) +llallcoar ey

ol 2 msr2t1/8py) + lallL2cas/zri/s@ )

Using (3.32)) and (3.78)), we deduce from the above relation that

lfille2r2py <C (HV0||H2(QF) +IE1 a2 + ”G”Hl(LQ(QF))QCO(LQ(QF)))

+ CTl/lOM(||UHL2(H5/2+1/8(QF)) + ||Q||L2(H3/2+1/8(QF))) (3.79)
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and

| fsll 2 0,myx005) < C((1+ lvoll azm) Vol a2 + I1E1 a1 (0g) + Gl a1 (200 )nco (L2 @p)))
+ CTl/lOM(”vHL2(H5/2+1/3(QF)) + Hq||L2(H3/2+1/3(QF)))' (3.80)

Inserting (3.76), (3.77), these last two estimates and (3.11)) in (3.69)), we get the result.

O

Using Propos1t10n@ we will prove a regularity result on the pressure. The regularity of the pressure
in H/3(H"(Qr)) will be useful in Sectlonlj

Proposition 3.6. We have
g€ H*(H' (Qr))

with the estimate

||q||H1/3(H1(QF)) < CTl/lOM(||UHL2(H5/2+1/8(QF)) + H'IHL2(H3/2+1/8(QF)))
+C((1+ lvoll 22y IVoll 20y + 12111 1 (2g) + ||GHH1(L2(QF))mCO(L2(QF))) . (3.81)
Proof. We recall that (v, q) satisfies the elliptic system (3.23), where R is defined in (3.24). We need to

estimate the terms appearing in this system.
First, using (2.19), ([2:27), (2.29), and Lemma[A.7 for s = 1/3 and oo = 1, we deduce

1Rl 178 (mr1 (o)) HIVO 2 [COE (VX) =T 1173 (41 () < cTY’M (||UHH1/3(H2(QF)) + ||q||H1/3(H1(QF))) :
(3.82)

On the other hand, combining (1.19)), (3.32) and the trace theorem, we obtain

1
€11 22 0,7y x0025) < CT*/? vl 2 a5 /2417800y
+ C (1 + lvoll g2 Vol m2(a ) + 1Bl a1 (0g) + Gl (2200 )nc0(2(05))) -
Using [25, Theorem 3.2], we deduce

I a1 0,1y x005) < CT1/2||UHL2(H5/2+1/8(QF))
+ C (1 + llvoll 2 ) Vol r2(a ) + IB1ll 1 (0g) + Gl (2208 ))nc02(05))) -

Applying Lemma[A.5|with s = 1/3 (and where (2 is replaced by €)s), we deduce from the above estimate

||E(£)||H1/3(H1/2(BQS)) < C||E(£)HH1/3(H2/3(OQS)) < CT1/2HU||L2(H5/2+1/8(QF))
+ C (14 llvollz2@p) Vol g2 + IE1 1z 0g) + Gl a1 (2200 nc0 (L2025 ))) - (3-83)

We apply elliptic estimates to the system (3.23]) satisfied by (v, ¢) and the estimate (3.81)) then follows
from (3.82)), (3.83) and (3.64). This finishes the proof of Proposition O

At this step, we are in position to complete the proof of Theoremﬂin the case of smooth data (that

is, data satisfying ' . We recall that we have already obtained ( -
6

From Lemma 3.64]) and 1 32]), we have
dw e HY®(L*(09s))

with the estimate

[10evll 178 (12 (005)) < C (14 [vollz2@p) Vol a2(@p) + IE1lla1(@s) + 1Gl a1 (2200 nco L2 @)
1/10
+or M(HU”L?(HS/?H/S(QF)) + ||‘J||L2(H3/2+1/8(QF)))-
Since 9§ = v on (0,T) x 9Qs, we have

1/2
||5H00(H2+1/8(fms)) <CT / ||UHL2(H2+1/S(BQS))
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and these two estimates yield

€l 24173 0,7y x0024) < C (@ + lvoll 2 @) Vol m2 (@) + I1E1 111 (08) + Gl #2200 0 )00 (L2 (0p)))
+ C(Tl/loM + T1/2)(HU||L2(H5/2+1/8(QF)) + ||q||L2(H3/2+1/8(QF)))‘

Applying to £ Theorem 3.2 in [25] combined with interpolation arguments, we deduce

||f||cO(H2+1/8(QS)) + ||€Hcl(H1+1/8(QS)) + ||E(f)"||H1+1/8((07T)><ans))
<C ((1 + lvoll a2 @) Vol a2 (p) + [1E1ll g1+1/50g) + HG||H1(L2(QF))ﬂCO(L2(QF)))
+ C(Tl/loM + T1/2)(||'UHL2(H5/2+1/8(QF)) + H‘I||L2(H3/2+1/S(QF)))- (3.84)

We are going now to use the elliptic regularity of the Stokes system (3.23). From (2.20)), we deduce

< CTl/QM||11HL2(H5/2+1/3(QF). (3.85)

va : [cof(v;?) - 13” <
L2(H3/241/5(2p))

Similarly, from the definition (3.24)) of R,

1/2
HR||L2(H3/2+1/8(QF)) <cr M(||v||L2(H5/2+1/8(QF)) + ||‘Z||L2(H3/2+1/8(QF)))- (3.86)
Then from (3.32)),
||8tv||L2(H1/2+1/8(QF)) <C ((1 +llvoll 2@ ) I Vollmz@p) + I1Z1 a1 (0g) + ||GHH1(L2(QF))mCO(L2(QF))) .
(3.87)

From the elliptic regularity of the Stokes system (3.23)) together with (3.84), (3.85), (3.86) and (3.87),
we deduce

||U||L2(H5/2+1/8(QF)) + ||Q||L2(H3/2+1/8(QF))

< C((l + llvoll a2z ) IVoll a2 p) + 1E1l 14178 (g + ||G||Hl(L2(QF>>mCO(L2(QF))mL2(H1/2+1/8(QF))>-
(3.88)

Going back to (3.84), this allows us to deduce (1.28)) if the data satisfy (2.1)—(2.4).

3.6 A density argument

We are now in position to conclude the proof of Theorem [T-4]
Let us consider (Vo,E1,G) satisfying (1.23)-(1.27). Using Section there exists a sequence
(Vg 2k, G*)) satisfying ([2.1)-(2.4) and such that

Vo = Vo in H*(Qr), (3.89)
=¥ 55 in H'TY8(Q), (3.90)
G" -G in HY(L*(Qr)) N LAHY*V3Qp)). (3.91)

For all k, we can consider the solution (Xk,vk,qk,.fk) of the system 7 associated with
(V¥ 2%, G*) that we can construct as above in the interval (0,7') with T satisfying for some o
and C.

From , we deduce that ((Xk, vk, qk,fk))k is a Cauchy sequence in S1,7 X So;7 X S3.17 X Sa,7.

It thus converges to (X,v,q,&) € S1,7 X So,7 X 83,7 X Sa,7 and we have
(X", 0", 656" = (X,v,¢,€) in Sir X Sor X Sy X Sur

Using the linearity of the system ([1.14)—(1.22), we deduce that (X, v, g, &) is the solution of (1.14)—(1.22).
Moreover it satisfies (|1.28]).
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4 Proof of Theorem [1.1]

We recall that (vo, &1, g) satisfies 7. From Theorem there exist & > 0 and C > 0 such that
for all T satisfying and for all X € By (see ), there exists a unique solution (X, v, q,§) of the
system — where

V() = o, El :£1 G:g (41)

Using (|1.28)), we can choose M large enough (and T satisfying (2.6])) such that the mapping
A:X € By~ X € By (4.2)

is well-defined.
Our goal now is to show that A has a fixed point. This is done by proving that, for some o > 0

IAX") = Atz @pynmzz2@py) < CTNXY = X2\ a2 @p)nmzp2@p)) (4.3)

that yields that, for T small, A is a contraction for the topology of H'(H*(Qr)) N H*(L*(Qr)). Since
B is a closed set of H' (H?(Qr)) N H?(L?(Qr)), we deduce that A admits a unique fixed point in Bas.

Let us consider )?1,)?2 € Bum (see (1.11)). For ¢ = 1, 2, we denote by (Xi,vi,qi,fi) the unique
solution of the system — with (4.1]).

We set
vi=v =0’ qi=q' —¢', =& -

Then
v —divTg: (v,q) = —divTg: (v?,¢%) + divTg: (v*,¢°)  in (0,T) x Qp,
Vo : Cof(VX') = Vo : [COf(v;?Q) - Cof(vf(l)] in (0,7) x Qr,
v=0 on (0,T) x O, (4.4)
Tg1(v,q)n =E(n+ Tx2 (v, ¢*)n — T)?l(UQ, *)n on (0,T) x 0Qs,
v(0,) =0 in Qp

and

O —divE(§) =0 in (0,7) x Qs,
v=0¢ in (0,T) x 0Qs, (4.5)

£(0,:) =0, 2:£(0,-) =0 in Qs.

We first remark that to prove (4.3)), it is sufficient to prove the following estimate: there exists a > 0
such that

Qs ~2 ~1 ~2
vl z2cazpy + IVl @2@py < CTYB =% L2(a2@py) + 107 = 02l m (p2(0p))- (4.6)

Using Lemma and assuming (2.6)), we deduce

lvll L2z @pynmt L2 @p)) < C(H —divT g (v?,¢%) + div T 51 (v*, ¢*) | 222200

+[|Vo® [COf(V)?Q) - COf(Vfl)] e (-1 @) L2t @p))

+ | Tg2 (0%, ¢*)n — Tga (07, qz)nHL2(H1/2(803))OH1/4(L2(805))
+||Z(f)”“L2<H1/2(ans))nH1/4(L2(aQs)))- (4.7)

First, we have

VXY = VX[l cogmqapy) < TV2I0" = 0%l c2az () (4.8)
Using this estimate combined with (1.28)), (1.6) and (1.27)), we deduce that
| = div T g2 (v, ¢%) + div Tg:1 (v, ¢ 222 (0p)) < CT 8" = 0%l 22112 (2 (4.9)
Vo : [Cof(VXQ) - Cof(VXl)] o2 @py < CTOIB = 8%l 22200 (4.10)
IT %2 (0", a*)n = Tg1 (v, ¢)nll L2 (s1/2004)) < CTN0" = 0% [l L2220 (4.11)
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for some a > 0. According to Lemma [A-6] with p1 = 2, p2 = 0o, m1 =2 and m2 =0
18" =%l sssqms/2(apy) < CIP" =%\l poe (£2@m)nL2 (a2 @) -
We deduce that
||Vi)\1 - va2||L2’(L3(QF)) Tl/SHU -0 ||Loc(L2(QF))mL2(H2(QF))-

Using this estimate, the fact that L%/®(Qr) ¢ H™*(Qr) and [@.8), we deduce

IVo? : [Cof(VR?) = Cof (V)] i (-1 (2,
<CT([8" = D22y + 10" = 0N z2py)-  (412)
Let us now estimate
IT g2 (UQ,QQ)” - T;?l(U27q2)””H1/4(L2(995))~
In order to do this, we first combine (L.28) and Lemma with s = 1/3 and the spaces H' (L*(Qr)),
L2(H***Y3(Qr)) to deduce that
va2|lH1/3(H1(QF)) + Hq2HH1/3(H1(QF)) < CM. (4.13)
Moreover, for ¢ = 1,2, we deduce from (2.19)

||V)?i||CO(H3/2+1/S(QF)) + HVﬁi||L2(H3/2+1/8(QF)) < C(M + 1): (4-14)
and, using (|4.8]), this implies

We deduce from the above estimates and from Lemma (with s =1/4, 00 = 1) that
‘|T;?2(U27q2) _T}?I(U27q2)”H1/3(H1(QF)) CTQHU - ||L2(H2(QF))-
The above estimate and the trace theorem yield
HT;?Z(UQ’ q2)n - 11‘5(1( g )n||H1/3(L2(BQS)) cr* HU -0 HL2(H2(QF))
In order to estimate the last term in the right-hand side of , we use Corollarywith (s2,02) =

(3/2,3/2+ 1/4) and Corollary [A-2}
4
1€l L2 (11372 (026 372 (L2 (0025)) < C(T NVl L2(m2(0p)) + T vl g3/4(22 0024 )))-
Then, Lemma [A-§] implies
1€l .2 (H3/2(0925))NH3/2(L2(8Qg)) X CT (||UHL2(H2(QF)) + ||UHH1(L2(QF)))~

Applying Theorem 3.2 in [25] to (4.5) and using interpolation arguments, we deduce

1=(€ )n”L2<H1/2(ans))mH1/2(LZ(@QS)) crt/ (lvll2 a2 p)) + 10l L2 @p)))-

As a conclusion, (|4.6) is proved and the proof of Theorem is complete.

A Some technical results on Sobolev-Slobodeckij spaces

We first recall that for s > 3/2,
H*(Qr) C L= (QF)

and thus, for any s € (3/2,2], there exists C' = C(s,Qr) > 0 such that, for all v € H*(Qr)

P e N e s (A1)
Assume X is a Banach space. In this section, we assume

T<1.
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We use the standard notation

— Hf tlv (t27 )HX
Lf]s2.0m).x == (//OT)2 |t1—t2|25+1 dty dt2 0<s<1. (A.2)

In that case, one can consider the following norm for H*(0,T; X):

[N

1/2
1 lers 0,1y == (H.fHZLQ(O,T;X) + I_fﬁ,z(o,T),x) 0<s<1, (A.3)
1/2
| £l 22 0,73y == (||f||H1(0 T,x) T Latfjs 1,2,(0,T), X) 1<s<2 (A.4)
We define
@) =f"T) t"€(0,1). (A.5)
Then, we have the following relations

||f*H2L2(0,1;X) = T71||f|‘2L2(0,T;X)7 (A~6)
Hat* f*HiZ(O,l;X) = T||8tf||2LQ(O,T;X)7 (A'7)
10 = £ 172 0,1520) = T2 102t f 11720, 750 (A.8)
\_f*ﬁ,z,(o,l),x = TQS?II_fJE,z(o,T),X (0<s<1, (A.9)
| O f*J§71,2,(0,1),X = T2571|_8th§71,2,<0,T),X (1<s<2). (A.10)

In particular,
T 20 fllas .50y = 11 lars 0,5y = T2 s o.m0) (A.11)

for s € (0,1) and for T € (0,1].
In this section, we use the notation

We define the spaces

{fe H0,T;X); £(0,-)=0} if1/2<s<3/2

Hp(0,T; %) = {{feHS(O’T;X);f(Q ) =0, 8:f(0,-) =0} if3/2<s<5/2

and
{f e H0,T;X); f(T,)=0} ifl/2<s<3/2
{fe H0,T;X); f(T, )—0 o f(T,)=0} if3/2<s<5/2.
Lemma A.1. Assume 1/2 < s < 1. The semi-norm is a norm in H7(0,T;X), equivalent to
. Moreover, there exists C' > 0 such that
Il 20,2y < CT?Lfls2,0m),x Vf € HL(0,T;X). (A12)

The same result holds for Hg(0,T; X).

Hz(0,T; %) = {

Proof. First, we observe that |-]s 2 (0,1),x is a norm in H7 (0,1; X) since
Lf"Js,2,001),0 =0 = f" is constant
and f*(0,-) = 0. In order to prove , it suffices to prove
1f Nr200,1.2) < CLF Jsi2,00,0),2, V" € HL(0,1; X). (A.13)

In fact, taking into account (A.6) and (A.9), we easily find (A.12)) from (A.13). We prove (A.13) by
contradiction. For each n € N* we consider f, € Hr (0,1; X) such that

* * 1
Ifallz2000) =1  and [ frls2,01),x0 = o (A.14)

We set
C(0,1) = R, 5 || fn(t, )| 2
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From (A.14) and (A.2)), we deduce that (¢;,) is bounded in H®(0,1). From the compact injection of
H?®(0,1) in L2(0, 1), we deduce that (up to a subsequence),

£ — 0* strongly in L*(0,1).

Combining this with |£;,]s2,0,1) = 1/n, we have that (£,) is a Cauchy sequence in H°(0,1). Thus, we
deduce [£" ] 2,0,1) = 0 and [|[£*||12(0,1) = 1, but this is absurd since £* € H}(0,1). Consequently, (A.13])
is established. U

Combining the above result and the Poincaré inequality, we deduce the following result:

Corollary A.2. Assume 3/2 < s < 2. The semi-norm f — [0¢f|s—1,2,(0,1),x i a norm in H(0,T;X),
equivalent to . Moreover, there exists C > 0 independent of T' such that

£l et o,7520) < CT 0 f Js—1,2,0,m).2, Vf € HE(0,T; X). (A.15)

The same result holds for Hg(0,T; X).
Finally, we deduce the following result.

Corollary A.3. Assume 1/2 < 01 <1 and s1 € [0,01]. Then there exists C > 0 independent of T such
that

[fllm51 0,7520) < CTTY M| fll o 0,300, Vi € HE(0, T X).
Similarly, assume 3/2 < o2 < 2 and s2 € [0,02]. Then, there exists C' > 0 independent of T such that
I £l zre2 0,130y < CT7> 2| fll o2 0,200, Vf € H?(0,T; X).
The same result holds for Hg(0,T; X).
Corollary A.4. Assume s > 1/2 and let us endow H7 (0,T; X) with the norm (A.2)). Then
1 Neers y 0,152) = T_S_1/2||f||(Hz)/(o,T;L2(QF))~

Assume s < 1/2. Then

”f*”H*S(O,l;X) < T_s_l/zHf”H*S(O,T;LQ(QF))'

Proof. First, we notice that for f,g € L? (0,75 %),

1 T
[ g @nede =17 [ (10900 ar
0 0
From ([A.11)), this allows to deduce the estimates for H *, s < 1/2:

. (f*,q%) T-'f,9)
f —s(0.1.x) = Sup <s =
17 W= 0120 =S98 E o S S T g ooy

Then for s > 1/2, using Lemma and (A.9)), we obtain

) (f*,9") T '(f,9)
7 [y 0,152) = sup — = sup —
HDOE = o Il 012 g0 T 2[lglls 0.15)

7571/2”]“HH*S(0,T;X)'

—s—1/2
= PNl cars yro.mix) -

O
We also show that the interpolation of spaces of the form H®(0,T; H™(Q)) can be done with constants
independent of 7"
Lemma A.5.

1. Let s €]0,1], mi,m2 € Ry and m := smq+ (1 —s)ma. Then, there exists a constant C' independent
of T' such that

HfHHS(O,T;H’"(Q)) < CHfHSHl(O,T;Hml (Q))||f||2;€07T;H’m2(Q)) (A‘16)
for all f € H'(0,T; H™ (Q)) N L*(0,T; H™*(Q)).
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2. Let s € [1,2], mi,m2 € Ry and m := (s — 1)m1 + (2 — s)ma. Then, there exists a constant C
independent of T such that

£l (0, T;H™(Q)) X CHf”H2(o T;H™1(Q)) Hf”Hl(o T;H™2 () (A.17)
for all f € H?(0,T; H™(Q)) N H'(0,T; H™*(Q)).
Proof. Let us start by proving the first assertion: we assume s € (0,1). By definition, we have

2 2 2
HfHHS(O,T;H’"(Q)) = ||f||L2(o,T;Hm(Q)> + Lst,2,<0,T),H""(Q)'
For the first term of this expression, we simply have

2-2 2-2 2
Hf||L2(o T;H™ () X CHfHLz(os,T;Hmz(Q ||f||L2(0 T;H™1(Q)) X C||f||L2(os,T;Hm2(Q)) HfHI;l(O,T;Hml(Q))v

where C' is independent of T'. Then,
LF )220y mm@ =T 2 L S a0 mm@ = T2 ?{f 5,2,(0,1), H™ ()
<IN = § £ e wasnmany < OT I = § 5 st smaap I = § 515 @i o
SCT N1 = § P ) 100 £ [ 5
=CT' T '|f - ?{fui;?;j;[{mg Q))Ts”atfHL2 0,7, H™1 () S O\|f||2Lz(2§,T;Hmz(Q>>||f||H1 0,T:H™1(Q))

For the last inequality, we have used the fact that

I

As long as the second assertion is concerned, it suffices to recall the definition of the H*(0,T; H™(Q2))-
norm and use || for 0y f in order to estimate |9 f| §’2,(07T). O

Using the Holder inequality, we can deduce the following result.

< ||f||L2(0,T;H’"2(Q>>'
L2(0,T;H™2(Q))

Lemma A.6. Let pi,p2 € [1,+00], mi,mz € Ry, 6 € [0,1] and
1 0 1-0
=4
p3 P P2

and m3 :=0my + (1 — 0)ma.

Then, there exists a constant C independent of T such that for any f € LP*(0,T;H™(Q)) N
LP2(0,T; H™(Q)) we have

£l zes 0,7:mms 2)) < CIFI 21 0,1 Hml(Q))HfHLP2(O T H™2 (Q))"

Lemma A.7. Let s € [0,1/2], oo € (1/2,1], T € (0,1] and X; (i = 1,2,3) be three Banach spaces
satisfying X1 Xo — Xz (i.e., there exists C > 0 such that for all g1 € X1 and all g2 € Xo, we have
llg1 g21lxs < Cllgillxillg2llxs ). Then, there exists a constant C independent of T such that

1 f1 F2ll s 0,55) < CT7 ™72 fullbrs o, s | fol oo 0,5y + 1720, )l il s om0y, (AL18)
for all fi € H*(0,T; X1) and all fo € H?°(0,T; X>).
Proof. We start by observing that

Il f1f2llzs 0,125y < N f1(f2 = f2(O) [ zrso,105) + 1 f2(0) |5 (| fill 25 0,731 ) 5

so it suffices to prove that

1f1(f2 = F20) |z 0.7505) < CT 7 72| full e o,y I f2 1270 (0,700 - (A.19)
First, from (A.11)), we have
f1(f2 = F2000) | ars 0, < T T2 ((f2)" = (F2)"(0) ]l 715 (0,150 - (A.20)
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Then, we use (A.12)) (for T'=1 and s = g9):

() ((f2)" = (f2)" O 0,125 < ClUL) Nrzs 0,020 | (f2)" = (f2)" (0) | 170 0,152
< O as 0,520 L(f2)" = ( 2)*(0)Joo,2 (0,1),%2
< CT 2| fullmes 0.0y T7 2 L2 = £2(0) |0 200,179,
< CT V2| fillaso.rsaeny T70 72 Lf2ja0,2 0.1), %
Then, estimate (A.19)) follows from (A.20]), and this last inequality . O
Lemma A.8. There exists C > 0 such that
HfHH3/4(0,T;L2(aQ)) + ||foH1/4(O,T;L2(BQ)) < C(||f||L2(0,T;H2(Q)) + HfHHl(O,T;LQ(Q)))> (A~21)

for all f € L*(0,T; H*(Q)) N H'(0,T; L*(Q)) and all T € (0,1).

Proof. This result has been proved in [23] (p.9, Theorem 2.1 with » = 2 and s = 1). In order to prove
that C' can be taken independent of 7" if T' < 1, we need to prove the same result differently.
Let us first prove this result for T'= 1. We use a continuous extension operator

P:L*(0,1; H*(Q) N H'(0,1; L*(Q)) — L*(R; H*(Q)) N H' (R; L*(Q)).

We write in the proof
F:=P(f).
Then, there exists C' > 0 such that
HF||L2(R H2(Q) X C||f||L2(o,1,H2(Q)) and HFHHl(R;L?(Q)) < C||f||H1(o,1;L2(Q))-

Let us set

-~

F(r,z):= / e TR (t, @) dt, (T, x) € R x Q.
R

Then, if p € C*(Q) such that d,p = 1 on 9%, we deduce

”VF”iIl/“(O,l;L?(BQ)) < CHVFH?{lM(R;Lz(aQ)) = C/R/ag(l + [TV F ) (1, %) Onp(x) d dr
= C’/ / (1+ |7 22R [VQﬁ% : Vp} (r,z)dzdr + C’// Ap(x) (1 + |72 |\VF(r,z)* do dr
RJQ RJQ

~ ~ =2
O(HFHL2(R;H2(Q))HFHH1/2(R;H1(Q)) + HFHHl/z(R;Hl(Q)))'
From this, we deduce
1/2

||VF||H1/4 0,1; LZ(BQ)) (”FHLZ(]R HZ(Q))HFHHI(]R;L?(Q)) + ||F||L2(R;H2(Q))||F||H1(R;L2(Q)))7 (A 22)

3/2 1/2
13550 12 M It 00220y + 11l z2 0,20 1l arr o,1:22 ()

which, in particular, implies (A.21)).
Let us now take any T' € (0,1). This proof follows the steps of the proof of Lemma First we
observe that

IV fllL2c0,m50200) < CllfllL20,7:02(0))-
where C is independent of 7'. Then, from (A.9)

LVfJ %/4,2,(0,T),L2(89) =7'? va*J§/4,2,(0,1),L2(89) =7'? va* - %vf*J?/AL,Q,(O,I),L?(@Q)

1/2 * *12
<TV2|Vf - 74 VL B 00,2000
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We use here (A.22)) applied to the function V f* — }{ Vf* and the Wirtinger-Poincaré inequality:

LVfJ?/AL,Q,(O,T),L?(@Q)
T = 11 el = F £ W szmian 1= f £ zzonimmcan 7= § £ i oecacon)
<cT*(|f ?{f ||3/20 1. H2(Q))H8t*f ||L2(0 L2y T lf* —?{f*||L2(o,1;H2(Q))Hat*f*HL2(o,1;L2(Q)))
Using and and the above estimate, we deduce
V12 ja,0.m),22000) < CT (T4 f — 74 P13 ez oy T 10 F 1 o i oy
+ T2 f ?{f\|L2<o,T;H2(Q))T1/2Hatf”L?(o,T;L?(Q)))-
Combining this estimate with

< HfHLQ(O,T;H2(Q))‘
L2(0,T;H2())

|-

we deduce that
VI3 < C(IFI3%, FiRS + 111 171l )
1/4,2,(0,T),L2(89) = L2(0,T;H2(Q)) H1(0,T;L2(Q)) L2(0,T;H2(2)) H(0,T;L2()) /-

For the last inequality, we have used the fact that The estimate on ||| s/4( 7,12(a0)) can be obtained
in a similar way. O

Lemma A.9. For any f € H'3(0,T; L*(Q)) N L*(0, T; H' (),

1/24 1/2 1/2
||f||H1/8(o,T;L2(aQ)) < ||fHL2<0,T;L2<BQ)) +CT / ||f||H/1/3(0,T;L2(Q))||f||L/2 0,T;H1(Q))" (A.23)

Proof. Let p € C*(Q) such that 8,p = 1 on 9. Then,

(t1,2) — f(t2, x)|?
= Onp dx dty dt
th/s,z,(o T),L2(8%) //0 2 /BQ |t1 — t2|5/4 hp dx dty diz

Vp V'f t17 ) (t27 )‘
dx dty dt
//OT)z/ [t — ta2[5/4 raa

2
// /Ap |f t17 ) 5{1‘(t27$)‘ dl‘dtldtQ
(0,7)2 [t1 — t2|3/

Hf(th ) - f(th ')HLQ(Q)”f(tlv ) - f(tQa ')”Hl
S C//o T)?

()
[t1 — to]5/4 dt1 déz

We apply Cauchy-Schwarz’s inequality so the last integral is bounded by :

1/2
£ (t1,-) = flt2, )T 20 £t ) = flt2, )7 e
W dt dr s dty dts
(0,72 [t1 — taf (0,72 [t — ta]

1/2
£ (2, - HHl(Q) +||f(t27')HH1(ﬂ)
<C // dty dt
Lf J1/3,2,0,1, LZ(Q)( o2 1 — t2]5/0 1at2

< CT1/12Lle/B,Q,(O,T),LQ(Q)HfHLQ(O,T;Hl(Sl)) < CT1/12Hf||H1/3(O,T;L2(Q))||fHL2(0,T;H1(SZ))-

The proof of Lemma [A-9]is finished. O
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B Construction of smooth data

The goal of this part is to prove that any data which satisfies — can be approximated by
smoother data which satisfies -. This construction is used in subsection to conclude the
proof of Theorem [[.4]

Let us consider (Vo, 21, G) which satisfies (I.23)-(T.25). We will construct a sequence (V& 2F, G*)e

which satisfies (2.1)-(2.4) and such that

Ve = Vo in H*(Qr), (B.1)
=¥ 55 in H'TY8(Q), (B.2)
G" -G in HY0,T;L*(Qr)) N L0, T; H/*/3(Qp)). (B.3)

The proof is divided in four steps.

Step 1: First, we construct (Vok) x which is given by the following lemma:
Lemma B.1. There ezists a sequence (Vo) in H*(Qr) satisfying (B.1) and

divVy =0 in Qp, (B.4)
ViE=0 ondQ, (e(V&)n)xn)xn=0 onds, (B.5)
/ (vo - V)V - ndry = 0. (B.6)
90
Proof. Let us define fo := —AVh + VQo € L2(QF). There exists a sequence (fok)k in HQ(QF) which

converges to fo in L?(r). Next, we introduce (Vg', Q%) in H*(Qr) x H*(Qr) solution of

—divT(VS,Q6) = fo  in Qp,

divVy =0 in Qp,
%k =0 on 02,
T(\~/0k, @'S)n =0 on 0f)gs.

Since (Vo, Qo) satisfies the same problem with fo instead of f(]f in the right hand-side of the first equation,
standard elliptic results on the above system yield that the sequence (Vg')x converges to Vo in H?(Qr).
Note that ‘70’“ satisfies .

If, for all k, ‘N/Ok satisfies , then we take Vok = ‘70k and the proof of the lemma is finished.
Otherwise, there exists ko € N such that

/ (vo - V)VEO - ndy £ 0.
a0
In this case, we define

k ik 1k
‘/0 :‘/0 _akVOO

where o € R is such that holds, i.e. ay is given by

/ (vo - VIV - ndy
895

A =

/ (vo - V)V - ndy
a0

Since ‘N/Ok — Vo in HQ(QF) and since Vj satisfies the second condition of 1) ar — 0. By this way,
the sequence (Vok) & satisfies all the desired properties. O

Step 2: Second, we take a sequence (2f); in H3/2+1/8(Qs) such that

=k = VOIC on 0fQg,
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and (B.2)) holds. This is possible since 2 > 3/2 + 1/8. We have in particular

/ Elf-nd'y:().
20g

Step 3: Then, we define Qf as the solution of

AQE = —VV§ : (Vw)*  in Qp,

k k
Qo =2e(Vy')n-n on 9, (B.7)
k
(98620 =AVy - n on 0f.
n

We first notice that Qf belongs to Hg(QF). Moreover, Qo satisfies

AQo = —VVy: (Vvy)" in Qp,

Qo =2¢(Qo)n - n on 09s,
9Qo =AVy-n on 0X2,
on

and, since AVOIC — AVp in L2(QF) and div AVOk =divAVp =0 in Qp,
AVY -n— AV -nin H Y2(8Qr). (B.8)
Moreover
VVE (Vo)™ = VVo : (Vuo)*  in L2(Qr), e(Vi)n-n—e(Vo)n-n in H/?(0Qs).

Thus, the sequence (Qg)k converges to Qo in Hl(QF).

Step 4: Now, we construct a sequence (G¥)x which satisfies and such that
divG* =0 in (0,T) x QF, (B.9)
G*0,-) = —AVy' + VQ5  on 0Qp. (B.10)
To do so, we use to obtain a sequence (Hk)k such that
H* -G in HY0,T;L*(Qr)) N L*0,T; H/*TY3(Qr)),
divH" =0 in (0,T) x Qp,
H*(0,)=0 on 0Qp.
Next, we state the following result
Lemma B.2. We consider a sequence (ug)r in H? (QF) such that /c'm ug -ndy =0 and ur -n — 0 in
P

H ™ Y2(8Qr). Then, there exists a sequence (vi)x in H>(Qr) such that
divvoy =0 in Qp,
Vg = ur on 0Qp,
v — 0 in H1/4+1/16(QF).
Proof. Let us first construct a sequence (wy)x in H?(Qr) such that
wr =ur on dQp, wr —0 in H1/4+1/16(QF). (B.11)

To do so, we will straighten the boundary of 9Qr by local diffeomorphisms and use cutoff functions on
the straightened boundary.

We denote by B(x,7n) a ball of center x and radius > 0. Since Qp is of class C? and compact, we
can straighten locally the boundary by a finite number of C*-diffeomorphisms: there exists N € N and,
for1<i< N, z; € 90F, ¢, >0and a CQdiffeomorphism ¥, from B(0,1) on B(x;,¢€;) such that

00 C UicisnB(wi, €)
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and
‘I/Z(B(O, 1) N Ri) = B(:L'i, 6»;) N QF, v, (B(O, 1) N (RQ X {O})) = B(l‘i, EZ’) NoQg.

We then introduce a partition of unity {x;}1<i<n subordinated to {B(x, €;)}1<i<n-

Next, we consider a C™ decreasing function # defined in R* such that 6(0) = 1 and supp(6) C [0, 1]
and, for all kK € N, we define

or(z) = 0(xs/ar), Vo € RT
where (ax)r is a positive decreasing sequence which tends to 0. By this way, supp(¢x) C R? x [0, ak].
Then, we set
1<i<N

We notice that wy = ux on 00Qr. Moreover

||wkHH1/4+1/16(QF) < CHSDk||H1/4+1/16((]R2X[O,ak])mB(o,l)) luellm2op)

and
H‘Pk||H1/4+1/16((R2x[o,ak])mB(o,U) < CHH('/%)||H1/4+1/16([0,ak]) < Cailc/471/l6H9||H1/4+1/16([0,1])
according to applied with s = 1/4 4+ 1/16. By this way,
Nlwill grr/as1/16(0,) < C Y | 2 -

Thus, choosing the sequence (ax)r small enough so that (a,lg/471/16\|uk|\H2(QF)) tends to 0, we get

B.11)). To end the proof of Lemma since / wg -ndy = / ug - ndy = 0, we can define (I, )
g 0 p

solution of

—Aly +Vme =0 in Qp,
divi, = divwg in Qp,
k=0 on O0F.

We have that I — 0 in H*"/1%(Qp) and so, if we define vy := wy — I, we get the desired properties
for the sequence (vg)g. O

We want to apply this lemma to uy = —AVy + VQ’S. We first notice that

AVE -ndy = divAVEde =0
0 Qp
and
VQE - -ndy= AQE dz = — VVy 1 (Voo)* da
g Qp QF
=— div((vo - V)Vi) da = —/ (vo - V)V§ - ndy = 0.
Qp N

By this way, / ug -ndy=0.
29y
Moreover,

VQE — VQo in L*(QF)

and
AQE = —VVy : (Vw)* = =VVo : (Vo)™ = AQo in L (Q).

Thus VQ& -n — VQo - n in H '/?(8Qr) and according to (B.8), we deduce that

Uk N —> (—AVO —+ VQ()) -n in H71/2(8QF).
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We notice that the compatibility conditions (1.8), (1.9)1 and (1.9)¢ imply that (—AVH + VQo) -n =0
on 0Qp. Thus, we can apply Lemma and we deduce the existence of a sequence denoted (Glg )k in
H?(Qr) such that

Gt =0 in H/*1%Qp),
divGE =0 in Qp,
Gt = —AVF +VQE  on 8Qp.
According to [22] p.21, Theorem 3.2], for each k € N, there exists
G" e H'(0,T; L*(Qr)) N L*(0, T; H/*T1/8(Qp))

with divG® = 0 in (0,T) x Qp such that

G*(0,+) = G in Qp.
Moreover, there exists a constant C' > 0 such that, for all K € N

~k ~k ~k
1G" |10, 1:L2p)) TG 20,7501 /241780y < ClIGoll g1/a+1/16(0 -

By this way, (Gk);C satisfies the following properties

G" =0 in H'(0,T; L*(Qr)) N L*(0,T; H/*/5(Qp))
divG* =0 in (0,T) x Qp,
G*(0,-) = —AVF +VQ§  on 005,

Now, if we define, for all k € N, G* := H* + G*, we get that (G"); satisfies (B.3)), and (B.10).

Step 5: At last, we define
Vi = div T(V', Q5) + G*(0, ).

According to lb l) and , we have that div Vlk = VVOk : (V)" in QF and according to
(B.10), Vi = 0 on Q.
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