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Abstract

The evaluation of the operational availability of a fleet of systems on aratpeal site is far from trivial
when the size of the state space of a faithful Markovian model makes thésuesealistic for many large
fleet of systems. The main difficulty comes from the existence on the sit replimceable units that may be
unavailable from time to time when a breakdown occurs. In this paper, asept a simpler but approximate
method which has given a quite good accuracy when tested on small Tasasain idea is to consider a non
product form queuing network and to aggregate subsets of it as if they peets of a product form queuing
network. Nevertheless, the generalization to systems with multiple types mdfdlaeeable units needs to be
investigated further and tested with respect to the accuracy of the newxdpate method.

Keywords: integrated logistic system, stock shortage, line replaceable unit, operai@ikbility, intrinsic
availability, Markovian model, approximate method, non product form quenéatwork.

1 INTRODUCTION

Engineers who design new equipment do everything in their power to makedbipment reliable. This
means they aim to achieve a low failure rate; possibly at the cost of very quoality components and / or by
the establishment of redundant structures in the sense of reliability. The liits @approach being, on the
one hand the level of their expertise and on the other hand, the costfoftdine equipment. In this study, we
focus on the performance of (often complex) systems used in multiple captbe @ame operational site and
therefore on the prediction of the operational availability of the fleet aedigm the site. As far as possible
during the design phase, the reliability engineers have estimated an intriagabdity.

The intrinsic availability is an upper limit of the operational availability becausetimsidered unavailability
corresponds only to the time necessary to proceed with the exchangealefdlocive element. This assumes that
the repairer and the spare part are always immediately available on ttetiopal site. To reduce intervention
time at an operational site, system repair consists of replacing the defsatdset with an identical one in
good condition. These exchangeable subsets are aatlesl (for "line replaceable units”). Restoring a piece
of system by exchanging arRu makes it possible to obtain a rapid return to service of the system and does
not require the presence on the operational site of several specialigg @ their own field of expertise.
Thus, we can change an aircraft engine in a few hours thanks to stdkethiwho are knowledgeable about
the procedures for intervention on fasteners and connections buarehwot required to know the techniques
to repair a broken engine. The operational availability (the one that is a€stito the user) will generally be
lower than the intrinsic availability because the latter integrates the unavailabitgpairer or.ru, if any. And

if the waiting time for a repairer is generally measured in hours, the unavailadfiétyRu can be measured in
days, in weeks, even in months! It is therefore this last point which a pateastomer should worry about in
priority. Moreover, the unavailability of theru is, as we shall see, more difficult to model and evaluate than
that of the repairer.

To try to predict the operational availability of a future fleet of systemsersdwirections of research can be
considered. Thus, a simulation of the logistic support system, repredeneediscrete event system, can be
considered; but the number of event types to consider and the total nafneeents to simulate (to obtain

reliable results) will generally be ground for abandoning this directione@sd possible direction is that of a
Markovian model of the support system. But if this path is attractive to ditlatihe case of a subsystem, there is



an explosion in the number of possible states when trying to deal with the foasag support systems. There
remain the directions of the so-called approximate methods which can beceeptable when the parameters
remain confined to a given subspace of the physically admissible space sdithparameters. Unfortunately,
the acceptable subspace seems very difficult to characterize! This igvthig study we consider a virtual
system with only one type afrRu in order to understand the influence of various parameters on the opefatio
availability both of a faithful Markovian model (for which we are able to getékact answer) and of a proposed
approximate method. By doing so, we are able to compute the relative erdoieth when using this latter
solution. Note that if the spanarus were always available on the operational site (which is never the case) w
could fairly model the behavior of the support system on the site by meansaotalled product form queueing
network, a well known class of queueing networks.

The paper is organized as follow. In a first step (Section 2), we build kdden model to take into account
the presence of a limited stockiokus on the site. The model is relatively simple since, as we said, we consider
a unique type of RU. Then we use this model to better understand the variation of the operati@lalbility
according to the different parameters (Section 3). In Section 4, warfiretluce a new approximate method
for calculating the operational availability and then we test the influence @atremeters on the relative error
thanks to the Markov model. Finally, we conclude this paper by summerizingktaéned results and by
mentionning potential extensions.

2 DETERMINATION OF A MARKOVIAN MODEL

As mentionned in the introduction, we only consider the case of a single typruwéquipment in order to
have a probabilistic model that is as simple as possible while behaving in a way at@ost similar to a real
system. Note that theru equipment is the only subset of the virtual system that can break dovwppoSe
the fleet consists of M (very small) systems. ket no andns be the number of systems that are, at a given
time, 1) in operating state, 2) unavailable and waiting for a new and 3) unavailable and in the process of
exchanging theitRu, respectively. We assume that the operating time and the exchange timeraj &ilow
exponential probability distributions of respectixeand 1. rates. Let's defing as the number of repairers
assigned to support this fleet. To reduce the waiting time for@in good condition, a (small) stock dt
LRUS in good condition is initially assigned to to the operational site.

The modeling and the evaluation of the expectation of a potential waiting time fiaralRu is less straight-
forward. To introduce the difficulty, let us begin by presenting an aetd@® Markovian model which would
give good results if the exchange ratevas infinite (this assumes thag is always null). In such a situation,
the Markovian model is a Birth and Death processK) whose possible states are the inteders 2, .. K,
where K = M + R. Here, breakdowns of systems are associated to death eventseifrtend the order
deliveries are associated to birth events of gine. Given that theBDP is in statek, thenni, the number of
systems in operating state equ@lé — (M — k)™), where(M — k)™ = max(0, (M — k)). The transition rate
of a death event equalg ), i.e., (M — (M — k)™)\. Consequentlyp., the number of systems wanting for a
LRU in good condition, equaléM — ny) = (M — k)™ when thisBDP is in statek. Also the number of RUS
awaiting delivery equal§K — k). Here we assume that the transition ra{é) of a birth event from staté to
state(k + 1) depends only o/’ — k), the number of RuUs awaiting delivery.

The determination of transition rat&(k) of a birth event is not straightforward and is developed thereafter.
First, let us imagine a process running through a source-terminal diadgaonibing the timed steps that are
produced following the issuance of the order ofi®w, until delivery to the operational site of th&u. This
process has a random duration which corresponds to the travel duoatian oriented random graph. Now
imagine that delivery of theru immediately triggers a newRuU order. We would then have a loop traversed
by an order whose rate of passage on the operational site would bepbsitepof the expected duration of
travel of the loop. Let's defindeta(1) this rate of transition. Suppose now ttiabrders circulate in this loop
permanently. The rate of passage on the operational site of these, oroiedBeta(k), will be greater than
Beta(1). We assume thaBeta(k + 1) > Beta(k) whatever isk and thatBeta(k) < kBeta(1). The case
Beta(k) = kBeta(1) corresponds to an organization whose shared resources aréestifiicavoid waiting
time (for example the faultyru is not blocked due to the unavailability of a repairer).

Let’s suppose that thanks to a rough model solved by pen and papesiontdation, we can estimate the values
of the Beta(k), k = 1,2, ..., K; then the procedure is to takék) = Beta(K — k), k =0,1,2,..., (K — 1).
In this paper, in order to facilitate the interpretation of the results, we exam@egpiicific situation where



B(k) = (K — k)Beta(1). This means thaBeta (1) will be a parameter that we will denote The Markovian
graph of this model is represented in Figure 1.
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Figure 1: Transition graph of thepp.

Now that we have worked out the model relative toithe delivery mechanism, we consider the overall model
which includes the variable; (when is finite). This overall model is a continuous time Markov chamnic)
such that a state of thisTmc corresponds to a couple, k) belonging to the seft(n1,k) |0 < n; < M,ny <

k < K}. Note that ifn; andk are known, thems = M — ny — (M — k)*. This is the number of unavailable
systems for which the repairers are in the process of exchanging their

If a... denotes an element of the infinitesimal generator ofthec, then the non-null non-diagonal elements
are given by the following relations:

A(ny,k);(n1—1,k) = niA if k>M (1)

Uy k)y(na—1,k—1) = N1A if k<M
Ay k)i k1) = Bk) if k<K

Alny k)4 1,k) = w(ng)  if - ng >0,

wherep(ns) = inf(s,ng)pandns = M —ny — (M — k)™

The knowledge of this infinitesimal generator allows us to compute the steaidypsobability distribution
of thecTMmc [2, 3, 4] and from that to determine the steady-state availability. This solutibsewe as the
reference point when we will be testing the approximate method that will bedintem in Section 4.

In Section 3 below, we use this first model to examine its sensitivity with respeliifferent parameters.

3 SENSITIVITY WITH RESPECT TO THE DIFFERENT PARAMETERS

If not mentioned otherwise, we will consider the normalized availabiligy, the mean number of available
systems divided by/, the total number of systems corresponding to the fleet.

We first look at the sensitivity of the Markovian model with respectiavhen the total failure raté/ A\ stays
constant.

In Figure 2 we investigate the influence &f on the availability when the produdt/ A stays constant antl/
increases from\/ = 1to M = 50. The productM X stays equal t0.06. Parameterg andu are respectively
equal t00.05 and0.2. The availability is plotted folR = 0, 1,2. As expected, the availability increases with
the value ofR. WhenM = 1 andR = 0, the mean operational time equal§\ = 1/0.06 while the mean
non-operational time equal$/5 + 1/u) = (1/0.05 + 1/0.2). The corresponding value of the availability is
0.4. WhenM = 50 andR = 0, the mean operational time equdlsé\ = 1/0.012 while the parameters
and . keep the same values. Since the total failure rate does not increasejdgte tepairer keeps a small
utilization ratio and the mean rate of ordersi&u does not increase either. As a consequence, the mean
non-operational time does not increase significantly while the mean opeaidiime is multiplied by 50. This
involves a significant increase of the availability.

In Figure 3 we investigate the influence &f on the percentage of unavailability due to the lack of gords
again when the producdt/ A stays constant andlf increases from\/ = 1to M = 50. We plotted the ratio

of the unavailability due to the lack of goadkus over the total unavailability. Wheh/ = 1 andR = 0,

this ratio corresponds tol/3)/(1/8 + 1/u) which is here equal t6.8. We can see in this figure that the
ratio decreases whel increases. This is due to the fact that whenr= 0, the percentage corresponding to
the delivery of good.Rus behaves as a queue with an infinite number of servers while the limited number o
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Figure 2: Availability forR = 0, 1, 2. Influence ofM when the produch/ A stays equal t0.06.
assigned repairers induces some extra waiting time in the exchange préfless R takes a non-null value,

the behaviour of the delivery of goagkus does not behave as a classical queue and the evolution of the ratio
w.r.t. M has no obvious explanation.
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Figure 3: Unavailability ratio folR = 0, 1, 2. Influence ofAM when the produch/ A stays equal t0.06.

In Figure 4 we consider the variation of parameteirom 0.006 to 0.8. We plotted the availability folR =
0,1,2 and3. In this figure, the parameters with fixed values &fe= 30, A = 0.002, x = 0.02 ands = 4. We
remark that wherd is large enough, the availability tends to a maximal valu@.8$3 that corresponds to the
limit when S tends to infinity. In that situation, the remaining unavailability is the consequeiitbe time to
exchange theru. Note that whermR = 3, this maximal value is practically reached whenr= 0.02. In other
words, assuming = 0.02 and R = 3, then the lack of. Rus has a negligible influence on tne unavailability
w.r.t. that of the exchanging time.

If we had plotted the variation of availability w.r.t. parametemwe would have observed a higher limit of the
availability for R = 3 and s > 0.02. For example, the availability equal®98 wheny, = 0.1 and0.998 when

w=1.
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Figure 4: Availability forR = 0,1, 2 and3. Influence ofg.

4 A NEW APPROXIMATE METHOD
41 Themode

We consider a queuing network with three stations. Station 1 models the opatatistems, with an individual
failure rate). Station 3 models the exchanging operation of the faiked where each repairer is a server with
rateu. These two stations are of the class of product form stations. Station 2o0aé¢hbat makes the queuing
network not a product form one (except wh&n= 0).

The idea is to aggregate the sub-network composed of the two prodocstations in order to create a single
station as if these two stations were part of a product form queuing netwbis shown in [1] that this
aggregation would not modify the initial solution of the complementary networleifjireuing network was a
product form one. Following [1], the service ratg(i) of the aggregated station can be expressed as:

G(i—1)
G(i)

where, in the special case of stations 1 and 3,

va(i) = ¢q 1=1,2,... M, (2)

ioxI o xid
G(i) = - i=1,2,..., M (3)
D=2 467G -1
X1 = Ca/)\
X3 - ca/ﬂ?
cq 1S @n arbitrary constant and
L if 1 <s
AR g1 =
AS(]) { 8!8%'73 |f ] Z s ’ (4)

In addition, note thati3(0) = 1 andG(0) = 1.

Once the sequenae, (i) has been computed, the last phase of the proposed method consists ingstbdy
special station 2 that we introduced in Section 2 with a new arrival ratélefiferus:

Ak) =vo(M — (M —k)) k=12 K, (5)

In the following section, we test the accuracy of this approximate method thgrgplution given in Section 2.



4.2 Experimental results

Since this approach gives the exact availability wiieaquals to zero, we only consider positive valuegof
while performing this experiment.

In Figure 5 we examine the evolution of the relative error introduced byrthigagsed method on the availability
when the paramete? varies from0.006 to 0.8. We consider the casés = 1,2 and3. We observe that the
three curves are concave and that they realize their maximal valuestfoctglues of3. The higher maximal
value is close td0~2 and occurs whe® = 3. That would allow us to estimate very accuratly the operational
availability of a real fleet of systems. In addition, in the real world on arratnal site, the values aR

are generally eitheR = 0 or R = 1 and rarely greater than one. That moderates the fact that the maximal
value seems to be increasing w.r.t. paraméein this figure, the parameters with fixed values afe= 30,

A =0.002, x = 0.02 ands = 4.
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Figure 5: Variation of the relative error on the Figure 6: Variation of the relative error on the
availability w.r.t. parametes (absolute value). availability w.r.t. parametet, (absolute value).

In Figure 6 we examine the evolution of the relative error introduced byrthigagsed method on the availability
when the parameter also varies fron®).006 to 0.8. Let’s consider once more the cases whire- 1,2 and3.
We observe that the three curves are no longer concave but still uratraod that they realize their maximal
values for values of. which are very close to each other. The higher maximal value is also obtaimeal
R = 3 and is close td0~3. In this figure, the parameters with fixed values &fe= 30, A = 0.002, 5 = 0.02
ands = 4.

5 CONCLUSION

Due to the explosion of the state-spaces of classical Markovian modefsevhkiating operational availability
of fleet of systems of real size, with a risk of shortage Rbis, we presented a new approximate method. So
far, this approach has been tested on a simple system reduced to a siegtf tgw. We used a classical
Markovian model (a continuous time Markov chain) to serve as a refengoint to test the new approximate
method. Furthermore the Markovian model furnished numerical resulttmtibuted to understand the
behavior of the logistic of the fleet of systems. This new approach grasiging results by providing low
relative errors on the approximated operational availability. Hence therglgation to systems with multiple
types ofLRU needs to be investigated further and tested with respect to the accurdweyrefw approximate
method.
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