
HAL Id: hal-01936784
https://inria.hal.science/hal-01936784

Submitted on 27 Nov 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A Convex Approach to the Finite Dimensional Matching
Problem in Communication Systems

Gibin Bose, David Martínez Martínez, Fabien Seyfert, Martine Olivi

To cite this version:
Gibin Bose, David Martínez Martínez, Fabien Seyfert, Martine Olivi. A Convex Approach to the Finite
Dimensional Matching Problem in Communication Systems. The 23rd International Symposium on
Mathematical Theory of Networks and Systems, Jul 2018, Hong Kong, China. �hal-01936784�

https://inria.hal.science/hal-01936784
https://hal.archives-ouvertes.fr


A Convex Approach to the Finite Dimensional Matching Problem in
Communication Systems*

Gibin Bose1 David Martı́nez Martı́nez1 Fabien Seyfert1 Martine Olivi1

Abstract— In this work, the impedance matching problem
in communication systems is formulated as a convex optimiza-
tion problem. Important properties of the problem including
feasibility, existence and uniqueness of solution are discussed.
A practical example of matching filter synthesis using this
technique is presented.

I. INTRODUCTION

The problem of impedance matching in communication
systems is to minimize the power reflection that is to
be transmitted, by a generator, to a given load within a
frequency band. The matching and filtering requirements
in classical communication systems are usually satisfied by
using a matching circuit followed by a bandpass filter. We
propose here to design finite degree matching filters that
integrates both, matching and filtering requirements, in a
single circuit and thereby increase the overall efficiency and
compactness of the system.

The foundational work in matching theory goes back to
the fifties where Fano and Youla developed a synthesis
procedure for matching networks [1]. It is based on the use of
Darlington’s two port equivalent networks, yielding a number
of necessary conditions to be satisfied by the functions
representing the reflection coefficient of the total network.
These interpolations conditions however compromise the
convexity of the associated optimization problem and led to
practical applications only for loads of limited complexity
and for reflection coefficients belonging to restricted classes:
Tchebychev, Butterworth etc...This method was therefore
progressively replaced by a non-convex optimization method
called real frequency technique introduced by Carlin [2].
Even though this method yields reasonable results in practice,
no results are known about the global optimality of the
obtained matching network. More recently, in the eighties,
J.W Helton proposed a more general approach using non-
euclidean functional analysis [3]. In the latter, the broadband
impedance matching problem is formulated as a minimiza-
tion problem of a pseudo hyperbolic distance in supremum
norm over H∞. The optimal point, if it exists, is obtained
thanks to Nehari’s theory which computes the supremum
norm distance of an L∞ function to H∞ [4], [5]. This H∞

approach guarantees the global optimality of the obtained re-
sponse but at the cost of the absence of a degree constraint on
the circuital response. The relative mathematical complexity
of this approach together with the impossibility to realize,
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Fig. 1. Global system (Matching Filter + Load) and Scattering Parameters

in practice, an infinite degree matching network limited its
impact in electronics.

II. THEORY

In this work, the matching problem is formulated as a
convex optimization problem based on Youla’s matching
theory. The existence of finite degree matching networks that
can achieve the optimal reflection level in a desired frequency
band when plugged on to the given load is discussed. Given
measured frequency data of the reflection coefficient of
the load on the frequency band of interest, the first step
is to obtain a rational approximation of SA11. Darlington’s
representation is utilized to construct an equivalent lossless
two port, SA with the same input reflection, SA11 [2]. So, we
have a load characterized by its 2× 2 scattering matrix SA

while the matching filter to be synthesized is determined
by its 2 × 2 scattering matrix SF . Following the Fano-
Youla matching theory, physical realizability of the global
system (G) composed of the matching filter (F ) chained
to the Darlington equivalent of load (A) is first considered.
Fig. 1 represents the cascade operation between F and A
to form G = F ◦ A. The minimization, over the pass-
band, of a reflection coefficient associated to the global
system, is cast to a convex optimisation problem involving
Nevanlinna-Pick interpolation theory. The matching filter
providing the optimal reflection level is afterwards obtained
by de-embedding the load from the “optimal” global system.

In this work, Π+ = {λ ∈ C : Re(λ) > 0} will be
the domain of analyticity. The imaginary axis, iR is the
frequency axis and the frequency variable as usual, s = jω.
The elements of the scattering matrices are rational Schur
functions (complex analytic functions bounded by one in
modulus). For a rational matrix valued function, S, we define
its para-conjugate, S∗, on the imaginary axis as,

S∗(s) = (S(−s))t (1)

where superscript, t, stands for the transpose. The load (A)
is supposed to be a system which does not completely reflect



all frequencies, i.e |SA11| is not uniformly equal to one for all
frequencies and the filter is considered lossless, that is,

SF
∗
(s)SF (s) = Id. (2)

Definition II.1. (Chaining). The chaining of rational Schur
function SF22, with the two port A, produces the output
reflection coefficient SG22 of the global system. We note SG22 =
SF22 ◦A. The reflection coefficient SG22 at each frequency, can
be expressed as [6],

SG22(s) = SA22(s) +
SA12(s)SA21(s)SF22(s)

1− SF22(s)SA11(s)
(3)

=
SA22(s)− SF22(s)det(SA(s))

1− SF22(s)SA11(s)

= det(SA(s))

(
SA
∗

11 (s)− SF22(s)

1− SF22(s)SA11(s)

)
Hence the modulus of the output reflection coefficient

of the global system is obtained as the pseudo hyperbolic
distance between SF22 and SA

∗

11 :

|SG22| =
∣∣∣∣ SF22 − SA∗11

1− SF22SA11

∣∣∣∣ = δ
(
SF22, S

A∗

11

)
(4)

A. De-embedding Approach

Definition II.2. - (De-chaining). A lossless two port, A
is said to be de-chainable of a rational Schur function,
SG22 if there exists a lossless two port F , with SF22 ∈
H∞(Π+) (bounded holomorphic functions in the open right
half plane), such that SG22 = SF22 ◦A. Inverting the operation
mentioned in (3), we get the de-chaining formula,

SF22(s) =
SG22(s)− SA22(s)

SG22(s)SA11(s)− det(SA)
(5)

Definition II.3. (Transmission Zero). A transmission zero
(possibly at ∞) associated to any lossless two port with
scattering matrix S , can be defined as follows:

Tz (S) = {λ ∈ Π+ : S12S21(λ) = 0} (6)

The λ′s on the imaginary axis in the set Tz(S) are counted
for half their multiplicity.

Let F denote the set of all rational Schur functions, SG22
such that the load A (lossless two port, with scattering matrix
SA) is de-chainable from SG22.

Theorem II.4. (Characterisation of F). Let A be a load
characterized by its 2 × 2 lossless scattering matrix. Let
{ξ1, ξ2, . . . , ξm} be the m transmission zeros of A in Π+

with multiplicity M(ξk) for any general element ξk. Let
{α1, α2, . . . , αn} be its n transmission zeros on the imagi-
nary axis with multiplicity M(αk) for any general element
αk. For any function f , f (0) = f and f (i) represent the i-th
derivative of f .

The load A is de-chainable of SG22 (i.e SG22 ∈ F) iff at
each transmission zero of A, the following conditions are

satisfied:

SG22
(i)

(ξk) = SA22
(i)

(ξk), 0 ≤ i ≤M(ξk)− 1 (7)

SG22
(i)

(αk) = SA22
(i)

(αk), 0 ≤ i ≤ 2M(αk)− 2 (8)
For i = 2M(αk)− 1,

SG22(αk)SG22
(i)

(αk) ≥ SA22(αk)SA22
(i)

(αk) (9)

B. Convex Formulation

A general loss-less rational scattering matrix can be ex-
pressed in Belevitch form as follows [7] :

S =

(
S11 S12

S21 S22

)
=

1

q

(
εp∗ −εr∗
r p

)
(10)

where ε is a unimodular complex constant and p, q, r
are complex polynomials of finite degree satisfying the
Feldtkeller equation qq∗ = pp∗ + rr∗. In particular, the
scattering matrix of the overall system G, can be put in
Belevitch form. Its transmission polynomial r is shown to
be equal to r = rF rA, the product of the transmission
polynomials associated to the load and the matching filer
respectively. We suppose that rF is fixed by the user and let
N ≥ deg(rF rA) be the target degree of our global system G.
Let P = pp∗ and R = rr∗, where p (resp. r) is the reflection
(resp. transmission) polynomial of the global system. On the
imaginary axis we have:

|SG22|
2

=
pp∗

qq∗
=

pp∗

pp∗ + rr∗
=

1

1 + R
P

def
= h(P )2 (11)

Let P+
2N denote the positive polynomials of degree at most

2N . We define the following set,

FNR =
{
f ∈ F | ∃P ∈ P+

2N : |f(s)| = h(P )
}

(12)

Let B be the desired passband, given as a finite union
of compact intervals over the frequencies. We state our
matching problem as,

Problem (P). Find lopt = min
SG
22∈FN

R

max
s∈B

|SG22(s)|

We will derive a convex formulation of problem P, for
which we need following notion of admissibility.

Definition II.5. (Admissible Function). For a given load A,
the function h(P ) is defined to be admissible if there exists
a rational Schur function SG22, satisfying the following two
conditions:
• The load A is de-chainable of SG22 (i.e SG22 ∈ F).
• The modulus of output reflection coefficient, SG22 formed

by chaining SF22 with A is bounded by h(P ) for all
frequencies.

|SG22(s)| = δ(SF22(s), SA∗11 (s)) ≤ h(P )(s)

Using the above notion of admissibility, we can define a
set HNR of positive polynomials as follows:

HNR = {P ∈ P+
2N : h(P ) is admissible} (13)

Theorem II.6. HNR is a convex set of positive polynomials.



Proof. Let P1 ∈ HNR and P2 ∈ HNR . By (13), h(P1)
and h(P2) are admissible i.e there exists SF1

22 and SF2
22 in

H∞(Π+) such that SG1
22 = SF1

22 ◦A, SG2
22 = SF2

22 ◦A and at
any s, we have,

|SG1
22 | = δ(SF1

22 , S
A∗
11 ) ≤ h(P1) (14)

|SG2
22 | = δ(SF2

22 , S
A∗
11 ) ≤ h(P2) (15)

SG1
22 and SG2

22 satisfies the conditions mentioned in Theorem
II.4. Now, let P3 = γP1 + (1 − γ)P2, for 0 < γ < 1. We
need to check whether, P3 ∈ HNR i.e h(P3) is admissible. It
can be easily verified that at every s of the imaginary axis,
h(P )(s) is a concave function of P . Note x = P (s) ≥ 0
and α = R(s) and define,

h(P )(s) = h̃(x)
def
=

√
x

x+ α
. (16)

Let us evaluate the first and second derivative of h̃ with
respect to the non-negative real variable x,

d

dx
(h̃(x)) =

α

2

x
−1
2

(x+ α)
3
2

(17)

d2

dx2
(h̃(x)) =

−α
4

[
(x+ α)

3
2x
−3
2 + 3x

−1
2 (x+ α)

1
2

(x+ α)3

]
≤ 0

(18)

showing that h̃ is a concave function in x ≥ 0. It follows
that at any s on the imaginary axis,

h(P3)(s) = h̃(γP1(s) + (1− γ)P2(s))

≥ γh(P1)(s) + (1− γ)h(P2)(s) (concavity of h̃)

≥ γ|SG1
22 (s)|+ (1− γ)|SG2

22 (s)| (using(14), (15))

≥ |γSG1
22 (s) + (1− γ)SG2

22 (s)| (Triangle Inequality)

So, we have an SG3
22

def
= γSG1

22 + (1− γ)SG2
22 satisfying,

|SG3
22 (s)| ≤ h(P3)(s) (19)

Since SG3
22 is a linear combination of SG1

22 and SG2
22 , it

satisfies the de-embedding conditions in Theorem II.4 as
well. So there exists SF3

22 ∈ H∞ such that SG3
22 = SF3

22 ◦ A
and at any s,

|SG3
22 | = δ(SF3

22 , S
A∗
11 ) ≤ h(P3) (20)

Hence h(P3) is admissible and P3 ∈ HNR .

Problem P can be formulated on the convex set HNR as
follows:

Problem (PC). Find Lopt = min
P∈HN

R

max
s∈B

P
R (s)

In this work, let us consider the case of a load having
only m simple transmission zeros, {ξ1, ξ2, . . . , ξm}, inside
the analyticity domain (Π+). Let UP be defined as a rational
Schur function of degree N which is outer (no roots inside
Π+) and satisfying,

|UP (s)| = h(P )(s) =

√
P (s)

P (s) +R(s)
(21)

C. Characterisation of HNR
A characterisation of the set HNR is obtained using

Nevanlinna-Pick interpolation theory [5].

Proposition II.7. The set HNR defined in (13) is charac-
terised as,

H̃NR = {P ∈ P+
2N : ∆(P ) � 0}, (22)

where the Pick matrix ∆(P ) = [∆ij ]1≤i,j≤m is defined by,

∆ij =
1−

(SA
22(ξi)
UP (ξi)

)(SA
22(ξj)
UP (ξj)

)
ξ̄i + ξj

(23)

Proof. We have,

HNR = {P ∈ P+
2N : h(P ) is admissible} (24)

So, HNR consists of positive polynomials P ∈ P+
2N for

which there exists an SF22 ∈ H∞(Π+) satisfying,

SG22 = SF22 ◦A, i.e SG22(ξk) = SA22(ξk) (Theorem II.4)
(25)

|SG22(s)| ≤ h(P )(s) (26)

Since, UP is a rational outer function, we can divide (25)
and (26) throughout by UP and |UP | respectively. Now, the
set HNR can be reformulated as set of positive polynomials
P ∈ P+

2N for which there exists SG
22

UP
∈ H∞(Π+) satisfying,(

SG22
UP

)
(ξk) =

(
SA22
UP

)
(ξk) (27)∣∣∣∣SG22(s)

UP (s)

∣∣∣∣ ≤ 1 (28)

If we denote SG
22

UP
= SP , using classical Pick theorem,

there exist a Schur function, SP : Π+ → D such that :

∀k = {1, 2, . . .m}, SP (ξk) =
SA22(ξk)

UP (ξk)
(29)

iff the Pick matrix, ∆(P ) = [∆ij ]1≤i,j≤m defined by,

∆ij =
1−

(SA
22(ξi)
UP (ξi)

)(SA
22(ξj)
UP (ξj)

)
ξ̄i + ξj

is positive semidefinite. So, we have,

HNR ⊆ {P ∈ P+
2N : ∆(P ) � 0} def

= H̃NR
Now, we can prove the other inclusion, H̃NR ⊆ HNR . Consider
a P ∈ H̃NR . We have, ∆(P ) � 0 and hence there exists a
Schur function SP : Π+ → D such that :

∀k = {1, 2, . . .m}, SP (ξk) =
SA22(ξk)

UP (ξk)
(30)

Now, we have a rational Schur function, SG22 = SPUP , which
verifies,

SG22(ξk) = SA22(ξk) (Using 30) (31)

|SG22(s)| ≤ h(P )(s) (32)

(32) follows, since SP is a Schur function and |UP (s)| =
h(P (s)) (from (21)). This implies that P ∈ HNR . So, we have
H̃NR ⊆ HNR and hence HNR = H̃NR .



D. Properties of set HNR
1) HNR is a non-empty set. This follows from the fact

that, for a given load A with |SA22| = h(PA), we have
PA ∈ HNR .

2) HNR is closed. The closure of HNR is obtained by
proving that any convergent sequence of positive poly-
nomials (Pn) in HNR converges to a positive polyno-
mial P̃ such that h(P̃ ) is admissible. This is obtained
by building a sequence of rational Schur functions
(SGn

22 ) such that |SGn
22 | ≤ h(Pn) and verifying the

interpolation conditions of theorem II.4, and showing
that a subsequence of the latter can be extracted that
converges to SG22 such that |SG22| ≤ h(P̃ ).

E. Existence and Uniqueness Theorem

Theorem II.8. The Problem PC defined in Section II.B is
feasible and there exists a unique Popt ∈ HNR at which Lopt
is attained. Moreover det(∆(Popt)) = 0.

Proof. Feasibility : The set HNR being non-empty yields the
feasibility of Problem PC .
Existence of Popt : Let us denote the cost function as
Ψ(P ) = max

s∈B
P
R (s). Consider a minimizing sequence,

(Pn) ∈ HNR , such that lim
n→∞

(Ψ(Pn)) = inf
P∈HN

R

Ψ(P ). The

sequence (Pn) is trivially bounded, hence we can extract a
subsequence converging to an element Popt in HNR and such
that Ψ(Popt) = Lopt.
Uniqueness of Popt : Using the strictly contractive nature of
particular Pick interpolants corresponding to positive definite
matrices, we first prove that ∆(Popt) is singular at any Popt
such that Ψ(Popt) = Lopt. Reformulating the characterisa-
tion of HNR , using H∞’s classical extremal approximation
problem, we consider:

min
h∈H∞

||SA22U−1P B−1 − h||∞ (33)

where B denote the finite Blaschke product whose zeros are
precisely at ξk. For any Popt ∈ HNR , at which Lopt is attained,
the minimum in (33) is equal to one. Suppose now that there
are two distinct optimal solutions, P1 and P2 in HNR : an
argument based on the circular nature of the error function
in problem (33) shows that det(∆((P1+P2)/2)) > 0, hence
a contradiction.

III. RESULTS

The solution to problem PC will thus provide a Popt ∈
HNR and the associated admissible function h(Popt) will yield
a rational Schur function, SG22 = UPopt

SPopt
. Pick matrix,

∆(Popt) being singular implies SPopt is a Blaschke product
and so, SG22 ∈ FNR solves problem P. This in turn provides
an SF22 ∈ H∞(Π+) of finite degree which will furnish the
synthesis of finite degree matching network F that provides
the optimal reflection level when plugged on to the load. We
present a practical example of matching filter synthesis for a
given super directive antenna used for mobile communication
in the passband 870 MHz to 890 MHz.
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Fig. 2. Result of Problem PC (load of degree 2 and system of degree 6).
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Fig. 3. Matching filter providing the response in Fig. 2.

Fig. 2 shows the reflection of antenna (SA11) along with
the global system reflection (SG22) that is obtained by solving
Problem P (taking N = 6). By using the matching filter, the
reflection at the left edge of the band (870MHz) has been
improved from -1.3dB to nearly -9dB. Parameters SF22 and
SF21 of the matching filter that provides this result are shown
in Fig. 3, together with the load reflection SA11.

The practical implementation is performed using optimiza-
tion techniques based on linear matrix inequalities (positivity
of polynomial P ) and non-linear, yet convex, matrix inequal-
ities relative to the involved Pick matrix.
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