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Abstract

We consider stochastic algorithms derived from methods for solving deterministic opti-
mization problems, especially comparison-based algorithms derived from stochastic ap-
proximation algorithms with a constant step-size. We develop a methodology for proving
geometric convergence of the parameter sequence {θn}n>0 of such algorithms. We em-
ploy the ordinary differential equation (ODE) method, which relates a stochastic algo-
rithm to its mean ODE, along with a Lyapunov-like function Ψ such that the geometric
convergence of Ψ(θn) implies—in the case of an optimization algorithm—the geometric
convergence of the expected distance between the optimum and the search point gener-
ated by the algorithm. We provide two sufficient conditions for Ψ(θn) to decrease at a
geometric rate: Ψ should decrease “exponentially” along the solution to the mean ODE,
and the deviation between the stochastic algorithm and the ODE solution (measured by
Ψ) should be bounded by Ψ(θn) times a constant. We also provide practical conditions
under which the two sufficient conditions may be verified easily without knowing the
solution of the mean ODE. Our results are any-time bounds on Ψ(θn), so we can deduce
not only the asymptotic upper bound on the convergence rate, but also the first hitting
time of the algorithm. The main results are applied to a comparison-based stochastic
algorithm with a constant step-size for optimization on continuous domains.

Keywords: adaptive stochastic algorithm, comparison-based algorithm, geometric
convergence, ordinary differential equation method, Lyapunov stability, optimization

1. Introduction

The ordinary differential equation (ODE) method is a standard technique to prove
the convergence of stochastic algorithms of the form

θn+1 = θn + αFn , (1)
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where {θn}n>0 is a sequence of parameters taking values in Θ ⊆ Rdim(θ); dim(θ) is a
positive integer; {Fn}n>0 is a sequence of random vectors in Rdim(θ); and α > 0 is the
step size (or learning rate), which can depend on the time index n [1, 2, 3, 4, 5]. The
method connects the convergence of the stochastic algorithm to that of the solutions of
the underlying “mean” ODE

dθ

dt
= F (θ), θ(0) = θ0 , (2)

where F (θn) = E[Fn | Fn] = E[Fn | θn] is the conditional expectation given the natural
filtration {Fn}n>0 associated to {θn}n>0. Here, we assume that F is well defined and
that the dependency of Fn on the past is only through θn. The stochastic algorithm (1)
provides a stochastic approximation of the solution of (2). Often, the error between the
stochastic algorithm (1) and the solution of the mean ODE is controlled by making α
time dependent and taking a sequence of learning rates that decreases to zero, but not
too quickly [1, 2, 3, 6].

In this paper, we explore the use of the ODE method to prove the convergence of
some specific algorithms that, at the most abstract level, are of the form (1) but where
geometric convergence of a function of θn occurs. For concreteness, consider the following
example, an algorithm arising in the context of the optimization of a (black-box) function
f : Rd → R. The algorithm state is θn = (mn, σn) ∈ Rd × R+ = Θ, where mn encodes
the mean of a multivariate normal sampling distribution and σn its standard deviation.
The updates for θn read

mn+1 = mn + α
λ
∑

i=1

W (i;xn,1, . . . , xn,λ)cratio(xn,i −mn) ,

σn+1 = σn + α

λ
∑

i=1

W (i;xn,1, . . . , xn,λ)

(

1

2dσn

(

‖xn,i −mn‖
2 − dσ2

n

)

)

,

(3)

where (xn,i)16i6λ are candidate solutions sampled independently from a multivariate
normal distribution N (mn, σ

2
nI) with mean mn and overall standard deviation σn;

W (i;xn,1, . . . , xn,λ) are weights assigned to the candidate solutions that are decreasing if
the candidate solutions are ordered according to their f -values (i.e., better solutions have
larger weights); and cratio is a constant ensuring different learning rates for the mean and
standard deviation updates.

Algorithm (3) is termed comparison-based because it uses objective-function val-
ues only through comparisons that rank the candidate solutions. Comparison-based
algorithms are invariant to strictly increasing transformations of the objective function.
Therefore, they do not assume convexity or even continuity of the objective function,
whereas most gradient-based algorithms require strong convexity of the function to guar-
antee geometric convergence. Algorithm (3) is (mainly empirically) known to converge
geometrically to a local minimum x∗ ∈ Rd of f on wide classes of functions for a fixed
learning rate α. Both the mean and the standard deviation converge geometrically (to-
wards a local optimum x∗ ∈ Rd of f and zero, respectively). Algorithm (3) is a simplified
version of a state-of-the art stochastic search algorithm, the Covariance Matrix Adapta-
tion Evolution Strategy (CMA-ES), which adapts a full covariance matrix instead of σn
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[7, 8, 9, 10]. Despite successful applications of such randomized search algorithms [11],
proofs of their convergence are difficult to achieve.

Note that is essential not only to prove that the algorithms converge, but also to
characterize the rates at which they do so.

In this context, we extend the ODE method to be able to prove the geometric conver-
gence of algorithms of the form (3). Our setting differs from those where the ODE method
is usually employed, which makes extending the ODE method non-trivial. Typically, we
must cope with the following issues (some of which have been addressed individually in
the literature) simultaneously:

1. The step-size α cannot decrease to zero, or the geometric convergence is jeopar-
dized. Indeed, in the example algorithm described above, we empirically observe
that the distance ‖Xn − x∗‖ from a candidate solution to the optimum decreases
geometrically to zero with the factor proportional to exp(−α) for sufficiently small
α. If α → 0, geometric convergence can no longer occur. Previous works using
the ODE method generally considered a sequence of step-sizes decreasing to zero,
because most stochastic approximation methods with constant step-sizes are not
guaranteed to converge. (Some studies that did consider a constant step-size will
be discussed later.)

2. All the (uncountably many) boundary points of the domain Θ are typically equi-
librium points of the mean ODE. We want convergence towards one of them only:
convergence to only one specific equilibrium point means that the underlying opti-
mization algorithm has found the optimum while convergence to the others would
mean convergence towards non-critical point. In the above example, all the bound-
ary points θ = (m, 0) for any m ∈ Rd are equilibrium points of the associated ODE,
so any neighborhood of the optimal parameter θ∗ (equal to (x∗, 0) in the example)
contains uncountably many equilibrium points.

3. Geometric convergence of the algorithm does not usually mean geometric con-
vergence of θn with the Euclidean distance. We therefore introduce a function
Ψ : Θ → R+, the geometric convergence of which implies the geometric conver-
gence of the quantities in which we are interested. Thus, in the above example, we
would like to show the geometric convergence of the distance between the generated
solutions xn,i and the optimal solution x∗ in some stochastic sense, so Ψ must be
chosen so that its geometric convergence implies that of the distance.

Having equilibrium points on the boundary is not a critical issue. Previous works
(e.g., [12]) addressed such cases. However, having multiple equilibrium points that are
all connected complicates the analysis. We want to prove the convergence only towards
a specific equilibrium point; convergence towards the other points mean a failure of
the optimization algorithm. Previous studies [13, 14, 15, 16] have addressed multiple
equilibria. However, in those studies, the objective was to show that the algorithm
converges towards a set of equilibria, whereas we want it to converge to a single point.
Benaïm [17] showed that the limit set of the stochastic process (1) is internally chain
transitive for the mean dynamics (2), but step-sizes were assumed to decrease to zero.
Therefore, the combination of the first and second difficulties makes it hard to apply
existing results. The third point of the list is critical, especially since any neighborhood
of the optimal parameter typically has uncountably many equilibrium points. Hence
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we cannot choose (for instance) the Euclidean distance to the optimal parameter as the
potential function Ψ.

Our approach consists in finding a function Ψ : Θ → R>0 that satisfies conditions A1
and A2 presented below so that Ψ(θn) converges geometrically to zero for an appropriate
choice of the step-size α. The function Ψ can be thought as the distance to a desired
parameter set such that, if Ψ(θn) goes to zero geometrically, we can conclude that the
algorithm we investigate also converges geometrically, i.e., Ψ(θn) is an upper bound on
that quantity, the geometric convergence of which we seek to prove. The first condition
on Ψ states that Ψ should decrease along the trajectories of the solution of the ODE (2)
(behaving similarly to the Lyapunov functions used for proving the stability of ODEs),
and the decrease should be geometric. More precisely:

A1 ∃∆A1 : R>0 → R>0 nonincreasing such that ∆A1(t) ↓ 0 as t ↑ ∞, and for any θ ∈ Θ
and any t ∈ R>0,

Ψ(ϕ(t; θ)) 6 ∆A1(t)Ψ(θ) , (4)

where ϕ(t; θ) is the solution of (2) at time t and ϕ(0; θ) = θ.

The second condition is to control the deviation between the stochastic algorithm and
the solution of the ODE:

A2 ∃∆A2 : R+×R+ → R+ nondecreasing w.r.t. each argument such that ∆A2(α, T ) ↓ 0
as α ↓ 0 for any fixed T > 0, and for any N ∈ N+ and θ0 ∈ Θ,

E0[Ψ(θN )] 6 Ψ(ϕ(Nα; θ0)) + ∆A2(α,Nα)Ψ(θ0) , (5)

where E0 denotes the conditional expectation given θ0.

Note that these conditions are stronger than the assumptions typically made in standard
stochastic-approximation settings. In particular, the deviation term (second term on the
right-hand side of (5)) must be proportional to Ψ(θ0); by contrast, standard assumptions
lead to (17) below, where the corresponding term is a constant over θ0 ∈ Θ. Our goal is
to obtain the convergence rate of the algorithm, not just to prove its convergence.

The flow solution ϕ of the ODE comes into play in both conditions (4) and (5).
However, only rarely is the solution of the ODE known explicitly. Hence, we provide
some practical conditions under which it is possible to verify the sufficient conditions
without knowing ϕ. The condition developed in Theorem 8 (which implies (4)) is similar
to the conditions for obtaining exponential stability of equilibrium points of ODEs in
Lyapunov’s theory. It states that the upper Dini directional derivative of Ψ in the
direction of F (θ) has to be smaller than or equal to a negative constant times Ψ(θ). The
additional conditions developed in Theorem 9 (implying (5)) are based on the conditions
for the expected Euclidean distance between the stochastic algorithm and the solution of
the underlying ODE being bounded by a constant (see Lemma 1 in Chapter 9 of [3]). We
replace the constant with a constant times Ψ(θ). We illustrate how to use the different
results (and in particular the practical conditions) on the step-size adaptive evolution
strategy described in (3).

This paper is organized as follows: After summarizing the notations employed
throughout, we describe in Section 2 some rank-based or comparison-based stochastic
search algorithms to which the methodology of the paper can be applied, including a
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running example (a step-size adaptive evolution strategy). In Section 3, we demonstrate
a simple technique of the ODE method and illustrate the difficulty of proving the geomet-
ric convergence of stochastic algorithms via the ODE method. In Section 4, we provide
a sufficient condition for Ψ(θn) to converge globally and geometrically towards zero and
derive the first-hitting-time bound from it. We prove practical conditions for verifying
the sufficient condition of our main theorem in Section 5, followed by the application of
these practical conditions to the step-size adaptive evolution strategy and the proof of
its geometric convergence in Section 6. The extension of the main theorem to cover the
cases where the ODE associated to the stochastic algorithm has multiple local attractors
is discussed in Section 7. We conclude this paper in Section 8.

Notations. Let I{A} be the indicator function, with value 1 if event A occurs, 0 oth-
erwise. Let Eω∼P denote the expectation taken over ω having probability measure P ,
i.e., Eω∼P [g(ω)] =

∫

g(ω)P (dω). When the expectation is taken over all random vari-
ables appearing in the expression, we will write just E if no confusion will result. Let
En = E[· | Fn] denote the conditional expectation given a filtration {Fn}n>0. For any
event A, let Pr[A] = E[I{A}] be the probability of A occurring. Let Prn[A] = En[I{A}]
be the conditional probability given filtration Fn.

Let R be the set of real numbers. Let R>0 and R+ be the sets of nonnegative and
positive real numbers, respectively. Let N and N+ be the sets of nonnegative and positive
integers, respectively. For a ∈ R and b ∈ R satisfying a < b, the open, closed, left open,
right open intervals are denoted (a, b), [a, b], (a, b], and [a, b), respectively. For a ∈ N

and b ∈ N satisfying a 6 b, Ja, bK denotes the set of integers between a and b, inclusive.
Let ‖x‖ be the Euclidean norm for any real vector x, and ‖x‖Q = ‖Q1/2x‖ be the
Mahalanobis norm given a positive definite symmetric matrix Q. For any real value a,
|a| denotes the absolute value.

2. Example Algorithms

The methodology presented in this paper is motivated by the class of comparison-
based or rank-based stochastic search algorithms. While we have sketched an example
of such algorithms in the introduction, we define more generally in this section the class
of algorithms and derive the function F in (2).

The objective is to minimize (without loss of generality) a function f : X → R, where
X is an arbitrary search space. The algorithm updates θn ∈ Θ parametrizing a family of
probability distributions (Pθ)θ∈Θ defined over X. More precisely, at each iteration n > 0,
multiple candidate solutions xn,1, . . . , xn,λ (λ > 2) are generated from the probability
distribution Pθn . Their objective values f(xn,i) are evaluated and higher weight values
are assigned to candidate solutions with smaller f -values. The weight value assigned
to each xn,i is defined as follows: Let w1, . . . , wλ be real, predefined constants that are
nonincreasing, i.e., w1 > w2 > . . . > wλ. Define a function W : J1, λK × Xλ → R as

W (i;x1, . . . , xλ) =
∑ki+li

j=ki

wj+1

li+1 ,

where ki =
∑

j 6=i I{f(xj) < f(xi)}, li =
∑

j 6=i I{f(xj) = f(xi)} .
(6)

Note that
∑λ

i=1W (i;x1, . . . , xλ) =
∑λ

i=1 wi for any combination of {xi}i=1,...,λ. Then
W (i;xn,1, . . . , xn,λ) is the value assigned to xn,i. If all the candidate solutions have
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distinct objective values, we have W (i;xn,1, . . . , xn,λ) = wk+1, where k is the number of
points with better f -values than xn,i among {xn,j}j∈J1,λK as defined in (6). (In other
words, wk is assigned to the kth-best point.) Using the set of pairs of candidate solutions
and their weight values, the parameter θn of the probability distribution is updated. Let
g : X×Θ → Rdim(θ). The direction to adjust the parameter is defined by the sum of the
products of the weight values and g(xn,i; θn), i.e.,

θn+1 = θn + α
∑λ

i=1W (i;xn,1, . . . , xn,λ)g(xn,i; θn) . (7)

The algorithm (3) sketched in the introduction follows the previous update equation with
θn = (mn, σn) ∈ Θ = Rd × R+ and g : Rd ×Θ → (Rd × R), defined as

g (x; θ = (m,σ)) =
(

cratio(x−m), 1
2dσ

(

‖x−m‖2 − dσ
))

. (8)

We see that the update equation for θn in (7) depends on f only through the weight
functions, which themselves depend on f only through the ranking of the candidate so-
lutions (see (6)); this explains the name “comparison” or “rank-based” algorithm. Hence,
such algorithms are invariant under rank-preserving transformations. In other words,
consider a function h : R → R that is strictly monotonically increasing: we obtain the
same update (7) for the algorithm optimizing f or h ◦ f .

For this class of algorithms we can explicitly write the function F (θ) = E [Fn | θn = θ]
using the following proposition, the proof of which is included in Appendix A.1.

Proposition 1. Given θn ∈ Θ, let Xn,1, . . . , Xn,λ be i.i.d. following Pθn and define W
as in (6). Let q<θn(s) and q=θn(s) be the probabilities of {f(x) < s} and {f(x) = s},

respectively, when x ∼ Pθn . For any Pθn-integrable function g : X × Θ → Rdim(θ), the

random vector Yn =
∑λ

i=1W (i;Xn,1, . . . , Xn,λ)g(Xn,i; θn) is Pθn-integrable. Moreover,

there exists a function F such that the conditional expectation F (θn) = En[Yn] = E[Yn |
θn] is

F (θn) =

∫

X

u(q<θn(f(x)), q
=
θn(f(x)))g(x; θn)Pθn(dx) .

Here, u : [0, 1]2 → R is the function defined by

u(p, q) =

λ−1
∑

k=0

λ−k−1
∑

l=0

(

k+l
∑

j=k

wj+1

l+ 1

)

λPT (λ− 1, k, l, p, q) , (9)

where PT (n, k, l, p, q) =
n!

k!l!(n−k−l)!p
kql(1− p− q)n−k−l is the trinomial probability mass

function.

Remark 2. In Proposition 1, if q=θn(f(x)) = 0 holds Pθn -almost-surely, we can simplify
the result as

F (θn) =

∫

X

u(q<θn(f(x)))g(x; θn)Pθn(dx) , (10)

where u : [0, 1] → R is defined by

u(p) =

λ−1
∑

k=0

wk+1λPB(λ− 1, k, p) , (11)

and PB(n, k, p) =
n!

k!(n−k)!p
k(1− p)n−k is the binomial probability mass function.
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2.1. Step-size Adaptive Evolution Strategy

Step-size adaptive evolution strategies (SSA-ES) [18, 19, 20] are rank-based opti-
mization algorithms in a continuous domain, that is X = Rd. We consider an example
corresponding to a simplification of the state-of-the-art CMA-ES algorithm. (See [20]
for a recent overview of different standard methods.) This is the method that was al-
ready sketched in the introduction. At each iteration, the algorithm samples candidate
solutions xn,1, . . . , xn,λ from a multivariate Gaussian distribution N (mn, σ

2
nI) parame-

terized by θn = (mn, σn), where mn ∈ Rd represents the mean vector of the Gaussian
distribution and σn > 0 its overall standard deviation. The parameter space is then
Θ = Rd × R+. The parameter update follows (3), i.e., (7) with g in the form (8), and

{θn}n>0 never leaves Θ for α < 2/
∑λ

i=1 wi if wi > 0 for all i = 1, . . . , λ.

2.2. Population-Based Incremental Learning

The population-based incremental learning (PBIL) algorithm [21] is a probability-
model-based search algorithm for optimization of a function defined on a binary space,
f : {0, 1}d → R. At each iteration, PBIL samples candidate solutions xn,1, . . . , xn,λ
from a multivariate Bernoulli distribution parameterized by θ ∈ Θ = (0, 1)d, where the
ith element of θ, denoted by [θ]i, represents the probability of the ith component of x,
denoted by [x]i, being 1. The probability parameter θ is then updated by the formula

θn+1 = θn + α
∑λ

i=1W (i;xn,1, . . . , xn,λ)(xn,i − θn) . (12)

It is easy to see that this algorithm is of the form (7) and that the sequence {θn}n>0

never leaves Θ for α < 1/
∑λ

i=1 wi if wi > 0 for all i = 1, . . . , λ.

2.3. Information Geometric Optimization

The information geometric optimization (IGO) [22] is a generic framework of
probability-model-based search algorithms for black-box optimization of f : X → R in
an arbitrary search space X. It takes a parametric family of probability distributions Pθ

on X as an input to the framework and provides a procedure to update the distribution
parameters θ ∈ Θ ⊆ Rdim(θ). IGO fits in the form (7) with g(x; θ) = ∇̃θ ln(pθ(x)), where
pθ(x) is the probability density of Pθ w.r.t. the reference measure dx and ∇̃θ ln(pθ(x))
is the so-called natural gradient [23] of the log-likelihood ln(pθ(x)). The natural gra-
dient is defined as the product I(θ)−1∇θ ln(pθ(x)) of the inverse of the Fisher in-
formation matrix I(θ) =

∫

∇θ ln(pθ(x))∇θ ln(pθ(x))
TPθ(dx) and the vanilla gradient

∇ ln(pθ(x)) = [∂ ln(pθ(x))/∂θ1, . . . , ∂ ln(pθ(x))/∂θdim(θ)]. Both algorithms in Section 2.1
(if cratio = 1) and Section 2.2 are instantiations of IGO (with the Gaussian and Bernoulli
distributions as Pθ, respectively).

2.4. Policy Gradient with Parameter Exploration

Consider the control task of an agent that has a parametrized policy, i.e., a control law,
u(s;w), where s ∈ S is the observed state of the agent, w ∈ W is the policy parameter,
and u : S → A maps the observed state to an action. The agent interacts with the
environment; its next state is determined by the unknown transition probability kernel,
p(s′ | s, a), where s ∈ S and a = u(s;w) are the current state and the current action, and
s′ is the next state. Given the history, h = (s0, a0, s1, a1, . . . , sT−1, aT−1, sT ), of states
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and actions during T steps, the agent receives a reward, r(h) ∈ R. The objective of the
learning task is to optimize w so as to maximize the expected reward f(w) = E[r(h)].
The control law is often modeled by a multi-layer perceptron, choosing w ∈ W = Rd to
be the vector consisting of link weights between neurons. Since the transition probability
kernel, which can be deterministic, is unknown to the agent, the function f : Rd → R to
be maximized forms a black-box objective.

Policy Gradient with Parameter Exploration (PGPE) [24] takes a probability model
pθ(w) on W parameterized by θ ∈ Θ ⊆ Rdim(θ) and uses the expectation of f(w) over
pθ(w) to define the expected objective J(θ) =

∫

f(w)pθ(w)dw. PGPE then takes the
vanilla gradient ∇J at θn. The vanilla gradient of J(θ) can be approximated by the
Monte Carlo method as

∇J(θ) =
∫

f(w)∇θ ln(pθ(w))pθ(w)dw

≈ 1
λ

∑λ
i=1 f(wi)∇θ ln(pθ(wi))

≈ 1
λ

∑λ
i=1

(

1
Nh

∑Nh

j=1 r(hi,j)
)

∇θ ln(pθ(wi)) =: ∇̂J(θ) ,

where λ is the number of samples, wi for i = 1, . . . , λ are independent samples drawn from
pθ, Nh is the number of histories observed for each wi, and hi,j are the histories generated
by the agent with policy u(·;wi). If the transition in the environment is deterministic,
f(wi) = r(hi,j) for any j = 1, . . . , Nh; hence, there is no need to set Nh > 1. The
parameter update reads

θn+1 = θn +An∇̂J(θn) ,

where n = 1, . . . is the iteration counter, and An ∈ Rdim(θ)×dim(θ) is a generalized step-
size.

In references [24, 25], the independent Gaussian model is employed, where the param-
eter θ encodes the mean vector m ∈ Rd and the standard deviation in each coordinate
σi > 0 for i = 1, . . . , d. The generalized step-size is then the diagonal matrix such that
[A]i,i = [A]d+i,d+i = ασ2

i . We find that it is proportional to the inverse of the Fisher
information matrix I(θ) of pθ. Indeed, I(θ) for this model is a diagonal matrix with ith
and d+ ith diagonal elements 1/σ2

i and 2/σ2
i , respectively. Ignoring the factor of 2, the

parameter update reads

θn+1 = θn + αI−1(θn)∇̂J(θn) .

This method is equivalent to the IGO algorithm, except that the nonlinear transformation
f(wi) 7→W (i;w1, . . . , wλ) in (6) is not performed.

2.5. Other Examples

The rank-based search algorithms of the form (7) include probabilistic-model-
based algorithms, such as cross-entropy optimization algorithms [26] and estimation-
of-distribution algorithms [27]. Though we are primarily interested in rank-based algo-
rithms, our approach is not limited to them. It also includes randomized derivative-
free methods such as natural-evolution strategies (NES) [28] or adaptive simultaneous
perturbation stochastic approximation (SPSA) [29]. The search space X is not neces-
sarily a continuous domain; it can be discrete as long as the probability distribution is
parametrized by a continuous parameter vector as in the PBIL in Section 2.2.
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3. Ordinary Differential Equation Methods

ODE methods are widely used for proving the convergence of recursive stochastic
algorithms of the form (1). We rewrite the algorithms as:

θn+1 = θn + α(F (θn) +Mn) , (13)

where Mn = Fn − F (θn) is a martingale difference sequence. Throughout the paper, we
assume that θn never leaves its domain Θ for sufficiently small α. Given certain regularity
conditions, it can be proven that the stochastic sequence {θn}n>0 converges towards the
attractor set of the associated ODE (2): see, e.g., Chapter 2 of [3]. Here we demonstrate
a simple ODE method that relates the behavior of a recursive stochastic algorithm (13)
and its associated ODE (2). To illustrate the basic principle of the approach, we pose a
relatively strong assumption that allows us to obtain an easy proof, namely En[‖Fn‖2] 6
K2; i.e., that the second moment of Fn is bounded by a constant over the domain of
θ. This assumption may not always be satisfied, especially when the domain of θ is
unbounded.

Let ϕ : R>0 × Θ be the flow derived from F , i.e., ϕ(t; θ0) is an extended solution to
the initial value problem dθ

dt = F (θ) with θ = θ0 at t = 0. More precisely, ϕ(·; θ0) is an
absolutely continuous function defined on R>0 that satisfies

ϕ(t; θ0) = θ0 +

∫ t

0

F (ϕ(τ ; θ0))dτ . (14)

This definition of the solution is extended in the sense that it may have non-differentiable
points in a set of zero measure. The existence of a solution of the ODE dθ

dt = F (θ) of
the form (14) is verifiable without knowing the explicit solution by using, for example,
Carathéodory’s existence theorem.

Let αn be a deterministic and possibly time-dependent step-size and define

tn,k =

n+k−1
∑

i=n

αi and εn,k =

n+k−1
∑

i=n

α2
i . (15)

Given θn and N > 1, we consider θn+N as the approximation stemming from (13) of the
solution ϕ(tn,N ; θn) to the ODE at time t = tn,N with the initial condition ϕ(0; θn) = θn.

It follows from (13) that θn+N = θn +
∑n+N−1

i=n αi(F (θi)+Mi) and from (14) that if the

solution exists then it satisfies ϕ(tn,N ; θn) = θn +
∫ tn,N

0
F (ϕ(τ ; θn))dτ for any n ∈ N and

N ∈ N+, hence the difference between θn+N and ϕ(tn,N ; θn) can be expressed as

θn+N − ϕ(tn,N ; θn) =
∑N−1

i=0 αn+i(F (θn+i)− F (ϕ(tn,i; θn)))

+
∑N−1

i=0

∫ tn,i+1

tn,i
(F (ϕ(tn,i; θn))− F (ϕ(τ ; θn)))dτ +

∑N−1
i=0 αn+iMn+i . (16)

Assume that F is Lipschitz continuous with L as the Lipschitz constant. The second
term on the right-hand side (RHS) of (16) is the sum of the errors due to the time-
discretization of the ODE solution. It is not difficult to imagine that we can obtain
an O(εn,N ) bound for the second term because of the Lipschitz continuity. The third
term is the sum of the martingale difference noises. By the uncorrelation of martingale
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difference sequences, we can obtain an O(ε
1/2
n,N ) bound. The first term is bounded as

‖F (θn+i)−F (ϕ(tn,i; θn))‖ 6 L‖θn+i−ϕ(tn,i; θn)‖ because of the Lipschitz continuity of
F . Then, we can apply the discrete Gronwall inequality [30] to obtain the following basic
result, which can be derived by following a standard argument such as that in Chapter 2
of [3]. Its proof is found in the proof of Theorem 9, which is an extension of the following
theorem:

Theorem 3. Consider an algorithm of the form (13) on the domain Θ = Rdim(θ) with

deterministic and possibly time-dependent step-size α = αn. Assume that En[‖Fn‖2] 6
K2 for a finite constant K > 0, where F (θ) is Lipschitz continuous with the Lipschitz

constant L, i.e., ‖F (θa) − F (θb)‖ 6 L‖θa − θb‖. Let tn,k =
∑n+k−1

i=n αi and εn,k =
∑n+k−1

i=n α2
i . Then, for any θ ∈ Θ there exists a unique solution ϕ(·; θ) : R>0 → Θ

satisfying (14) and for any n ∈ N and N ∈ N+,

sup
06k6N

En[‖θn+k − ϕ(tn,k; θn)‖] 6 ((LK/2)εn,N +Kε
1/2
n,N) exp(Ltn,N) . (17)

If the step-size satisfies
∑

n αn = ∞ and
∑

n α
2
n < ∞, then for any fixed N > 1,

εn,N → 0 and tn,N → 0 as n→ ∞. Hence, we obtain with (17) that

lim
n→∞

sup
06k6N

En[‖θn+k − ϕ(tn,k; θn)‖] = 0 . (18)

Roughly speaking, the limit behavior of {θn+k}06k6N for n→ ∞ follows the continuous-
time trajectory ϕ(·; θn) for any fixed N . Therefore, if the associated mean ODE has a
global attractor θ∗ in the sense that limt→∞ ϕ(t; θ) = θ∗ for any θ ∈ Θ, the sequence θn
will converge toward it. The algorithms that we are interested in (e.g., rank-based search
algorithms) typically use a constant step-size and converge, but geometric convergence
is not observed if the step-size is decreasing.

If the step-size is constant over the time index n, for any n > 0 and N > 1, εn,N → 0
and tn,N → 0 as α→ 0. Therefore, (17) immediately implies that

lim
α→0

sup
06k6N

En[‖θn+k − ϕ(kα; θn)‖] = 0 . (19)

Roughly speaking, the stochastic sequence {θn+k}k∈J0,NK can follow the continuous-time
trajectory ϕ(t; θn) for t ∈ [0, Nα] with arbitrary precision by taking a sufficiently small
α. This is not only true in the limit but holds for any n. However, since tn,N = Nα and
εn,N = Nα2, one can see from the RHS of (17) that the upper-bound found for the term
sup06k6N En[‖θn+k − ϕ(kα; θn)‖] increases infinitely as N → ∞ for any fixed α > 0.
Therefore, we do not get the convergence of {θn}n>0 from this argument.

Theorem 3 in Chapter 9 of [3], for example, deals with a recursive algorithm with
a constant step-size by utilizing an approach similar to Theorem 3, assuming that the
associated ODE has a global exponential attractor θ∗, that is, one can pick T > 0 inde-
pendently of θ ∈ Θ such that ‖ϕ(T ; θ)− θ∗‖ 6

1
2‖θ − θ∗‖. Then, letting N = ⌈T/α⌉, we

have that tn,N ∈ [T, T+α) and εn,N ∈ [Tα, (T+α)α), which indicates that for any C > 0
there exists ᾱ > 0 such that the RHS of (17) is no greater than C for any α ∈ (0, ᾱ].
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Then we have

E[‖θN(k+1) − θ∗‖] 6 E[‖ϕ(Nα; θNk)− θ∗‖+ ‖θN(k+1) − ϕ(Nα; θNk)‖]

= E[‖ϕ(Nα; θNk)− θ∗‖] + E[‖θN(k+1) − ϕ(Nα; θNk)‖]

6 (1/2)E[‖θNk − θ∗‖] + C .

From the above inequality we obtain an upper bound lim supk→∞ E[‖θNk − θ∗‖] 6 2C.
We can conclude that E[‖θN ·k−θ∗‖] eventually becomes arbitrarily small for small enough
α. However, we do not derive the convergence of {θn} towards θ∗.

There have been a few applications of ODE-based methods to analyzing deterministic-
optimization algorithms. For example, Yin et al. [31, 32] have analyzed the (1, λ)-
evolution strategy by the ODE method. However, θ encoded only the mean vector m
in those studies; the overall standard deviation σ was controlled by a function of the
gradient of the objective function. Hence the algorithm analyzed is significantly different
from state-of-the-art evolution strategies that adapt m and σ simultaneously. More-
over, since prior studies were based on the asymptotic relation between the parameter
sequence and the ODE where they assume the decreasing learning rate or a constant but
infinitesimal learning rate, they could not obtain geometric convergence (Theorem 5.2 of
[32]). Recently, a probability-model-based search algorithm that can be regarded as a
variation of CMA-ES has been proved globally convergent [33]. This algorithm is more
practical than the one considered in [31, 32], yet the analysis relies on the ODE method
with decreasing step-size. Therefore, the convergence is not geometric.

Gerencsér and Vágó [34] have developed an approach based on the ODE method to
prove the geometric convergence of SPSA for noise free optimization with a constant
step-size. In their work, θn represents the current candidate solution Xn in Rd and Fn

is an estimate of the gradient of function f that is approximated by taking a pair of
symmetric perturbations with perturbation strength cn, i.e., Xn ± cn∆n, where ∆n is
a random vector. The geometric convergence of the SPSA with a constant cn = c on
a convex quadratic function has been proven, but the approach cannot be generalized
to a context where both Xn and cn are adapted. Note also that, to obtain a good
practical algorithm, it is crucial to adapt cn, in the same way that it is crucial to use
line-search procedures to determine the step-size in gradient-based algorithms. This
adaptive scenario is not covered in [34].

The fact that the algorithms we are interested in analyzing run with a constant step-
size is not the only difficulty that must be overcome to prove the geometric convergence
of rank-based search algorithms. For example, the optimal parameter θ∗ (i.e., the pa-
rameter, usually clear for a given context, to which convergence would be optimal) is
typically located on the boundary of the domain Θ and thus not necessarily included in
Θ itself. In the case of SSA-ES, the optimal parameter is θ∗ = (x∗, 0). Since the stan-
dard deviation of a probability distribution should be positive, θ∗ is on the boundary
∂Θ and is not included in Θ. Convergence towards points on the boundary that are not
necessarily in the parameter set is not standard in ODE analysis.

Another issue is that the optimal parameter θ∗ may not be the unique equilibrium
point of the associated ODE (2) in the closure cl(Θ). In some cases, we might be able to
extend the domain Θ to cl(Θ) by extending F by continuity. However, for the algorithms
we are interested in, we have F (θ) = 0 for some θ ∈ ∂Θ. For example, if σn is zero in
the SSA-ES described in Section 2.1, we have Fn = 0, implying that F (θ) = 0 for any
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θ ∈ ∂Θ where v is zero. Therefore, in any ε-neighborhood {θ ∈ cl(Θ); ‖θ − θ∗‖ < ε}
of θ∗, there exist infinitely many equilibrium points of the associated ODE (2). This
prevents us from choosing the most commonly used Lyapunov function V (θ) = ‖θ−θ∗‖2

to prove that the optimal point θ∗ is a global attractor of the ODE (2). Indeed, the time
derivative of V along the ODE solution, i.e., ∇V TF (θ), is arbitrarily close to zero near
equilibrium points. This violates Lyapunov’s stability criterion.

The last issue is that the geometric convergence of the parameter vector {θn}n>0 using
the Euclidean metric is generally not what we want. For the rank-based optimization
algorithm described in Section 2, we typically want to show the geometric convergence of
candidate solutions, {Xn,i}i∈J1,λK,n>0, generated from {Pθn}n>0 at each iteration n, or
the geometric convergence of the sequence of the mean vectors or any other representative
points of {Pθn}n>0. They may not be directly connected to the geometric convergence
of {θn}n>0 in a Euclidean sense since one can pick arbitrary parametrizations of the
probability distribution when designing the algorithm.

4. Global Geometric Convergence via ODE Method

We present now our main results to prove the geometric convergence of algorithms
in Section 2. We seek a function Ψ : Θ → R>0 that satisfies conditions A1 and A2
presented in the introduction, which imply the geometric convergence of Ψ(θn) to zero for
an appropriate choice of the learning rate α. The function Ψ will typically upper-bound
those interesting quantities the geometric convergence we want to prove—for example, if
our objective is to show the geometric convergence of the expected distance between the
candidate solution Xn ∼ Pθn and the optimal point x∗ of f : Rd → R, Ψ(θ) should be
chosen such that Ex∼Pθ

[‖x− x∗‖] 6 CΨ(θ) for some C > 0. The first condition A1 that
should be satisfied by Ψ is that Ψ decreases along the trajectories of the solutions of the
ODE (2), like the Lyapunov functions used to prove stability of equilibrium of ODEs.
This decrease should however be geometric. The second condition A2 is to control the
deviation between the stochastic trajectory and the solution of the ODE.

After showing that A1 and A2 imply the geometric convergence of Ψ(θn) in Theo-
rem 4, we will derive a corollary on the first-hitting-time bound and discuss the choice
of Ψ for the two example algorithms that were presented in Section 2.

4.1. Theorem: Sufficient Conditions for Geometric Convergence

In the following theorem, we prove that the conditions A1 and A2 imply the global
geometric convergence of the expectation of Ψ(θn) for a small enough α belonging to a
set Λ characterized below.

Theorem 4. Let {θn}n>0 be a sequence defined by (13) with θ0 given deterministically.

Let ϕ : R>0 ×Θ → Θ be an absolutely continuous function satisfying (14). Suppose that

there is a function Ψ : Θ → R>0 satisfying the following two conditions:

A1 There exists ∆A1 : R>0 → R>0 nonincreasing such that ∆A1(t) ↓ 0 as t ↑ ∞, and for

any θ ∈ Θ and any t ∈ R>0

Ψ(ϕ(t; θ)) 6 ∆A1(t)Ψ(θ) ; (20)
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A2 There exists ∆A2 : R+ × R+ → R+ nondecreasing w.r.t. each argument such that

∆A2(α, T ) ↓ 0 as α ↓ 0 for any fixed T , and for any N ∈ N+ and θ0 ∈ Θ

E0[Ψ(θN )] 6 Ψ(ϕ(Nα; θ0)) + ∆A2(α,Nα)Ψ(θ0) . (21)

Then, there exists an ᾱ > 0 such that, for any α ∈ (0, ᾱ], there exist γα < 1 and Cα > 0
such that for all θ0 ∈ Θ and for all n ∈ N+, the stochastic algorithm (13) satisfies the

inequality

E[Ψ(θn)] 6 γnαCαΨ(θ0) . (22)

Moreover,

lim sup
n→∞

1

n
lnE[Ψ(θn)] 6 ln γα . (23)

Proof. We will first refine the statement as follows: Let γα = infN>1(∆A1(Nα) +
∆A2(α,Nα))

1/N and define Λ = {α > 0 : γα < 1}. Then, Λ is nonempty and there exists
ᾱ > 0 such that (0, α] ⊆ Λ. For any α ∈ Λ there exists at least one finite integer N ∈ N+

such that (∆A1(Nα) + ∆A2(α,Nα))
1/N = γα < 1. Let the smallest such N be denoted

by Nα, and let γ̄α = 1 if Nα = 1 and γ̄α = maxN∈J1,Nα−1K(∆A1(Nα) + ∆A2(α,Nα))
otherwise. Then for any α ∈ Λ, (22) and (23) hold with Cα = γ̄α/γ

Nα−1
α .

First, we show that Λ is nonempty. According to A1, we can take T such that
∆A1(T ) < 1/2. Then, since according to A2, ∆A2(T/N, T ) ↓ 0 as N ↑ ∞, we can choose
N such that ∆A2(T/N, T ) < 1/2 for the fixed T . For such an N and α = T/N , we have
∆A1(Nα) +∆A2(α,Nα) < 1. As γα 6 (∆A1(Nα) + ∆A2(α,Nα))

1/N < 1 for such an α,
it follows that α ∈ Λ. Therefore, Λ is nonempty.

Next, we show that there exists ᾱ > 0 such that (0, ᾱ] ⊆ Λ. Let T be such that
∆A1(T ) < 1/2, and let N̄ be the smallest N ∈ N such that ∆A2(2T/N, 2T ) < 1/2 and
ᾱ = 2T/N̄ . Then, for any α ∈ [ᾱ/2, ᾱ], we have that αN̄ > T and that ∆A1(αN̄ ) 6

∆A1(T ) < 1/2, and ∆A2(α, αN̄ ) 6 ∆A2(2T/N̄, 2T ) < 1/2. As γα 6 [∆A1(αN̄) +
∆A2(α, αN̄)]1/N̄ < 1, we have [ᾱ/2, ᾱ] ⊆ Λ. If we let N̄ = 2i+1T/ᾱ, the same argument
holds for α ∈ [ᾱ/2i+1, ᾱ/2i]. Therefore, [ᾱ/2i+1, ᾱ/2i] ⊆ Λ for all i ∈ N. Hence,
∪∞
n=0[ᾱ/2

i+1, ᾱ/2i] = (0, ᾱ] ⊆ Λ.
Now we prove that for any α ∈ Λ there exists an N ∈ N+ such that γα =

(∆A1(Nα)+∆A2(α,Nα))
1/N . If we assume that there does not exist anN that minimizes

(∆A1(Nα)+∆A2(α,Nα))
1/N , then lim infN (∆A1(Nα)+∆A2(α,Nα))

1/N = γα < 1 must
hold. However, since ∆A1(Nα) is nonnegative and ∆A2(α,Nα) > ∆A2(α, α) > 0, we
have a contradiction: lim infN (∆A1(Nα) + ∆A2(α,Nα))

1/N > lim infN ∆A2(α, α)
1/N =

1. Hence, there exists at least one N ∈ N+ that minimizes (∆A1(Nα)+∆A2(α,Nα))
1/N .

Since an algorithm of the form (13) is time-homogeneous, the assumption A2 implies
En[Ψ(θn+N )] 6 Ψ(ϕ(Nα; θn)) + ∆A2(α,Nα)Ψ(θn) for any n ∈ N. From A1 and A2, we
have for n ∈ N

En[Ψ(θn+Nα)] 6 Ψ(ϕ(Nαα; θn)) + ∆A2(α,Nαα)Ψ(θn) (24)

6 ∆A1(Nαα)Ψ(θn) + ∆A2(α,Nαα)Ψ(θn) = γNα
α Ψ(θn) .

Then, for any n ∈ N and k ∈ N,

E[Ψ(θn+Nαk)] = E[En+Nα(k−1)[Ψ(θn+Nαk)]] 6 γNα
α E[Ψ(θn+Nα(k−1))]

= γNα
α E[En+Nα(k−2)[Ψ(θn+Nα(k−1))]] 6 γ2Nα

α E[Ψ(θn+Nα(k−2))]

6 · · · 6 γkNα
α E[Ψ(θn)] .

(25)
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If Nα = 1, this immediately leads to (22), where Cα = γ̄α/γ
Nα−1
α = 1. On the other

hand, if Nα > 1, for n ∈ J1, Nα−1K, we have E[Ψ(θn)] 6 γ̄αΨ(θ0), since γ̄α > (∆A1(nα)+
∆A2(α, nα)). Combining this with (25), we obtain

E[Ψ(θn+Nαk)] 6 γkNα
α γ̄αΨ(θ0) = γn+kNα

α (γ̄α/γ
n
α)Ψ(θ0) 6 γn+kNα

α (γ̄α/γ
Nα−1
α )Ψ(θ0) .

Rewriting n + Nαk as n, we have E[Ψ(θn)] 6 γnαCαΨ(θ0) for any n ∈ N, where Cα =
γ̄α/γ

Nα−1
α > 0. This completes the proof of (22).

Taking the natural logarithm, dividing by n, and taking the limit of the supremum, we
finally have lim supn

1
n ln(E[Ψ(θn)]/Ψ(θ0)) 6 ln γα. This completes the proof of (23).

Suppose that we can choose Ψ such that A1 and A2 hold. Then, an algorithm of
the form (13) exhibits geometric convergence of {Ψ(θn)}n with a rate of convergence
upper-bounded by ln γα, if the learning rate α is sufficiently small. The upper bound of
the rate of convergence, ln γα, depends on α. As α becomes smaller, the sequences
{Ψ(θn+N )}n and {Ψ(ϕ(Nα, θn))}n become closer for a fixed N because of A2, but
Ψ(ϕ(Nα, θn))/Ψ(θn) becomes larger because of A1. This may lead to a larger ln γα.
In a similar way, we lower-bound the expected decrease of Ψ(θn) in the next theorem:

Theorem 5. Let {θn}n>0 and ϕ be as in Theorem 4. Suppose that there is a function

Ψ : Θ → R>0 satisfying the following two conditions:

B1 There exists ∆B1 : R>0 → R>0 nonincreasing such that ∆B1(t) ↓ 0 as t ↑ ∞ and

∆B1(t) ↑ c as t ↓ 0 for some c ∈ (0, 1], and for any θ ∈ Θ and any t ∈ R>0

Ψ(ϕ(t; θ)) > ∆B1(t)Ψ(θ) ; (26)

B2 There exists ∆B2 : R+ × R+ → R+ nondecreasing w.r.t. each argument such that

∆B2(α, T ) ↓ 0 as α ↓ 0 for any fixed T , and for any N ∈ N+ and θ0 ∈ Θ

E0[Ψ(θN )] > Ψ(ϕ(Nα; θ0))−∆B2(α,Nα)Ψ(θ0) . (27)

Then, there exists an ᾱ > 0 such that, for any α ∈ (0, ᾱ], there exist γα > 0 and

Cα > 0 such that for all θ0 ∈ Θ and for all n ∈ N+, the stochastic algorithm (13) satisfies

the inequality

E[Ψ(θn)] > γnαCαΨ(θ0) . (28)

Moreover,

lim inf
n→∞

1

n
lnE[Ψ(θn)] > ln γα . (29)

Proof. We prove the refined statement: For a given α, let Jα be the maximum integer such
that ∆B1(Nα) > ∆B2(α,Nα) for all N ∈ J1, JαK. Let γα = maxN∈J1,JαK(∆B1(Nα) −

∆B2(α,Nα))
1/N and Nα be the smallest integer realizing γα. Define Λ = {α > 0 : γα >

0}. Then, Λ is nonempty, and there exists ᾱ > 0 such that (0, ᾱ] ⊆ Λ. For α ∈ Λ, let
γ̄α = 1 if Nα = 1 and γ̄α = minN∈J1,Nα−1K(∆B1(Nα) − ∆B2(α,Nα)) > 0 otherwise.
Then for any α ∈ Λ, (28) and (29) hold with Cα = γ̄α > 0.

The proof is similar to that for Theorem 4. Since ∆B1(Nα) is decreasing to zero and
∆B2(α,Nα) > ∆B2(α, α) > 0, it is easy to see that Jα exists as a finite number for any
α > 0. Take T such that ∆B1(T ) > c/2 and choose N such that ∆B2(T/N, T ) < c/2.
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Then, for α = T/N , we have γα > ∆B1(Nα) − ∆B2(α,Nα) > 0. Therefore, Λ is
nonempty.

Next, we show that there exists ᾱ > 0 such that (0, ᾱ] ⊆ Λ. Let T be such that
∆B1(T ) > c/2 and let N̄ be the smallest N ∈ N such that ∆B2(T/N, T ) < c/2 and ᾱ =
T/N̄ . Then, for any α ∈ (0, ᾱ], we have that αN̄ 6 T and that ∆B1(αN̄) > ∆B1(T ) > c/2
and ∆B2(α, αN̄ ) 6 ∆B2(T/N̄ , T ) < c/2. Since γα > [∆B1(αN̄) −∆B2(α, αN̄ )]1/N̄ > 0,
we have (0, ᾱ] ⊆ Λ.

Instead of (24), we have from B1 and B2,

En[Ψ(θn+Nα)] > ∆B1(Nαα)Ψ(θn)−∆B2(α,Nαα)Ψ(θn) = γNα
α Ψ(θn) .

Then, for any n ∈ N and k ∈ N,

E[Ψ(θn+Nαk)] > · · · > γkNα
α E[Ψ(θn)] .

This leads to (28) if Nα = 1 with Cα = γ̄α = 1. For Nα > 1 and n ∈ J0, Nα − 1K, since
γ̄α 6 ∆B1(nα)−∆B2(α, nα), we have E[Ψ(θn)] > γ̄αΨ(θ0). Combining them, we obtain

E[Ψ(θn+Nαk)] > γkNα
α γ̄αΨ(θ0) > γn+kNα

α γ̄αΨ(θ0) ,

where we used γα 6 1. Rewriting n + Nαk as n, we have E[Ψ(θn)] > γnα γ̄αΨ(θ0)
for any n ∈ N. Since ∆B1(αn) − ∆B2(α, αn) is nonincreasing w.r.t. n, we have γ̄α >

∆B1(αNα) −∆B2(α, αNα) = γNα
α > 0. Hence, Cα = γ̄α > 0. This completes the proof

of (28).
Taking the natural logarithm, dividing by n, and taking the limit of the infimum, we

finally have lim infn
1
n ln(E[Ψ(θn)]/Ψ(θ0)) > ln γα. This completes the proof of (29).

4.2. Consequences in Optimization: Geometric Convergence and Hitting-Time Bound

Consider a rank-based stochastic algorithm of the form (7) minimizing a deterministic
function f : X → R. Let d : X×X → R>0 be a distance function on X and x∗ ∈ X be the
well-defined optimum of the objective function, x∗ = argminx∈X f(x). As a consequence
of the geometric convergence of {Ψ(θn)}n, we can derive from (22) a bound on the rate of
convergence of the sequence of random vectors {Xn ∈ X}n>0 drawn from Pθn provided
the expected distance between Xn and the optimum is upper-bounded by a constant
times Ψ(θn), as stated in the following corollary:

Corollary 6. If Ψ(θn) satisfies the assumptions of Theorem 4 and En[d(Xn, x
∗)] 6

CΨ(θn) for some constant C > 0, we obtain the any-time bound of the expected distance

E[d(Xn, x
∗)]:

E[d(Xn, x
∗)] 6 CCαγ

n
αΨ(θ0) (30)

for any α ∈ (0, ᾱ] and any θ0 ∈ Θ, where ᾱ, γα, Cα are as defined in Theorem 4 and

independent of θ0. Moreover,

lim sup
n

1

n
lnE[d(Xn, x

∗)] 6 ln γα . (31)

That is, the asymptotic bound on the expected distance to the optimum is O(γnα).
Similarly, if we can find Ψ satisfying the assumptions of Theorem 5 and En[d(Xn, x

∗)] >
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CΨ(θn) for some C, we can deduce a lower bound on the expected distance. The asymp-
totic bound is then Ω(γnα), where γα is different from the one for the upper bound.
Combining them, we obtain the geometric decrease of the expected distance.

By contrast, in machine learning, stochastic gradient methods constitute an impor-
tant class of algorithms, the convergence of which is analyzed with ODE methods or
stochastic approximation techniques. In machine-learning problems, the bound on the
generalization error achieved by those methods scales like O(n−β) for some constant
β > 0 [35] and matches the asymptotic lower bound [36], where β = 1/2 for convex
functions with ℓq-Lipschitz continuity with q > 1, and β = 1 if in addition the function
is ℓ2-strong convex.

The difference between these bounds shows that our approach using Theorem 4 differs
significantly from prior work based on conventional ODE methods. Note, however, that
Le Roux et al. [37] analyzed a variant of the stochastic gradient method with a constant
step-size in a finite batch setting and showed a training error bound scaling like O(γn)
for the given batch, assuming strong convexity of the sample average and smoothness
of each summand. Their proof relies on finding a Lyapunov function V : Θ → R>0

of a parameter θ and showing En[V (θn+1)] = c · V (θn) for some constant c ∈ (0, 1)
independent of the iteration count n. The idea is similar to the one in our paper, but
they do not go through the mean ODE. In our setting, unlike theirs, it is rather non-
trivial to find a function Ψ such that Ψ(θn) decreases at every iteration. This is due to
the comparison-based and adaptive nature of the algorithms. Going through the mean
ODE allows us to show this decrease in Nα iterations easily (see the proof of Theorem 4);
we expect it would be tedious to show it by hand.

Another consequence of Theorem 4 concerns the first-hitting-time bound, a commonly
accepted runtime measure for algorithms in discrete domains. Given ε > 0, we define
the first hitting time of Ψ(θn) to [0, ε] by

τ = inf
n
{n ∈ N | Ψ(θn) 6 ε} . (32)

If En[d(Xn, x
∗)] 6 CΨ(θn), the first hitting time of En[d(Xn, x

∗)] to [0, Cε] is immedi-
ately upper-bounded. Combining Theorem 4 and drift analysis [38], we can deduce an
upper bound of the first hitting time.

Corollary 7. Let ᾱ and γα be as defined in Theorem 4. Then, for any α ∈ (0, ᾱ],
there exist constants β0, β1, β̄0, β̄1 ∈ R+ such that for any θ0 ∈ Θ, ε ∈ (0,Ψ(θ0)], and

δ ∈ (0, 1],

E[τ ] <
β1

ln(1/γα)

(

ln

(

Ψ(θ0)

ε

)

+ β0

)

, (33)

Pr

[

τ >
β̄1

ln(1/γα)

(

ln

(

Ψ(θ0)

εδ

)

+ β̄0

)]

6 δ . (34)

Proof. Let Cα be the constant defined in Theorem 4. We prove the statement with
β1 = (2/ ln(2)) ln(2Cα/γα), β0 = 1 + ln(2)/2, β̄1 = ln(2Cα/γα)/ ln(2), and β̄0 = ln(2).
Let N = ⌈ln(2Cα)/ ln(1/γα)⌉ so that ρ := Cαγ

N
α 6 1/2. Let Yk = lnΨ(θNk) and Ek

be its natural filtration. Then, it is easy to see that E[exp(Yk+1 − Yk) | Ek] 6 ρ. This
satisfies the prerequisites of Theorem 2.3 of [38]. Therefore, for the first hitting time
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τY of Yk to (−∞, ln(ε)], we obtain E[sτY ] 6 1 + s−1
1−ρs

Ψ(θ0)
ε for any s ∈ (1, ρ−1) and

Pr[τY > k] 6 Ψ(θ0)
ε ρk. Since Yk 6 ln(ε) implies Ψ(θNk) 6 ε, we have τ 6 NτY , then

(s1/N )E[τ ] 6 E[sτ/N ] 6 E[sτY ] and Pr[τ > τ̄ ] 6 Pr[τY > ⌊τ̄/N⌋]. Let s = ρ−1/2.
By using the inequality ln(1 + x) 6 1 + ln(x) for any x > 1, we obtain E[τ ] 6

N ln(E[sτY ])
ln(s) 6

2N
ln(1/ρ)

(

1 + ln(1/ρ)
2 + ln

(

Ψ(θ0)
ε

))

. The right-most side (RMS) is further

upper-bounded by the RHS of (33) by using N 6 ln(2Cα/γα)/ ln(1/γα) and ρ 6 1/2.
On the other hand, we have Pr[τ > τ̄ ] 6 (Ψ(θ0)/ε)ρ

⌊τ̄ /N⌋ 6 (Ψ(θ0)/ε)(1/2)
τ̄/N−1.

Solving (Ψ(θ0)/ε)(1/2)
τ̄/N−1 6 δ for τ̄ , we obtain τ̄ > N + N ln(Ψ(θ0)/(εδ))/ ln(2).

Since N 6 ln(2Cα/γα)/ ln(1/γα) = ln(2)β̄1/ ln(1/γα), we obtain Pr[τ > τ̄ ] 6 δ for

τ̄ = β̄1

ln(1/γα)

(

ln
(

Ψ(θ0)
εδ

)

+ β̄0

)

. This proves (34).

4.3. Connection with Lyapunov Functions and the Choice of Ψ

We explain in this section the link between the function Ψ and a Lyapunov function
to analyze the stability of equilibrium points of ODEs. We then discuss how practically
to choose Ψ and illustrate some possible choices with two examples.

The function Ψ can be seen as a Lyapunov function for the stability analysis of
an ODE at a stationary point. Recall that a Lyapunov function V : Rdim(θ) → R>0

used to investigate the asymptotic stability of an ODE dθ
dt = F (θ) at a stationary point

θ∗ is required to be continuous and nonnegative in a neighborhood U ⊆ Θ of θ∗. In
addition V (θ) = 0 if and only if θ = θ∗, and there exists a time derivative V̇ (θ) =
dV (θ(t))

dt =∇V (θ)TF (θ) along the solution which should be negative for θ ∈ U \ {θ∗} (V
decreases along the trajectory t 7→ θ(t)). Under those conditions, one can conclude that
the solution of the ODE converges towards θ∗ starting from any θ ∈ U . A first difference
between Ψ and a Lyapunov function V is that, since θ∗ is typically on the boundary of
Θ and θ∗ /∈ Θ, Ψ(θ∗) or the limit limθ→θ∗ Ψ(θ) will not be well-defined. As an example,
consider Ψ(θ) = ‖θ‖max(1, |θ1|/|θ2|), where θ = (θ1, θ2) ∈ R2 and the limit limθ→θ∗ Ψ(θ)
is not well-defined. In this case the geometric convergence of Ψ(θ) → 0 not only implies
the convergence of θ → θ∗ = (0, 0), but also tells us how it approaches θ∗, i.e., θ2 cannot
converge faster than θ1 does. Another difference with the typical Lyapunov functions
used to prove the asymptotic stability of solutions of an ODE is that we require more than
the negativity of the time derivative of Ψ along the solution of the ODE. The conditions
are similar to those for the exponential stability analysis. Also, the zeroes of Ψ are not
necessarily unique, as we are interested in the geometric convergence of Ψ(θn) itself, not
the convergence of θn in Θ. Convergence towards a unique attractor θ∗ is achieved if we
add the condition that Ψ(θ) → 0 happens only when θ → θ∗. Otherwise, the parameter
will converge to a subset of the closure of Θ. Despite these differences, the function Ψ is
qualitatively very similar to a Lyapunov function.

Condition A1 (or A3 in Theorem 17 in the following section) is a condition on the
speed of the convergence of Ψ along the solution of the ODE (2). The requirement of
(20) is stronger than assuming the global (or local) convergence of Ψ(ϕ(t; θ)) to zero,
since the function ∆A1 must be chosen independently of the initial parameter θ. The
condition (20) typically holds in the context we are interested in, because we often have
geometric (i.e., exponential) convergence, that is Ψ(ϕ(t; θ)) 6 Ψ(θ)e−Ct for some C > 0,
when the algorithm converges geometrically. However, (20) is slightly less restrictive or
weaker than exponential convergence, which allows us to use a loose upper bound ∆A1(t)
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for Ψ(ϕ(t; θ))/Ψ(θ) such as ∆A1(t) = 2/(t+ 1). This is helpful when it is not trivial to
derive a tight upper bound.

Assumption A2 (or A4) is a condition on the deviation of the stochastic process
Ψ(θn+N ) from the ODE solution Ψ(ϕ(Nα; θn)), the counterpart of the conclusion of
Theorem 3. It differs from Theorem 3 in that we compute the difference in Ψ instead
of the difference in the Euclidean sense ‖θn+N − ϕ(Nα; θn)‖, and that the upper bound
is proportional to Ψ(θn). The first point is because we want to prove the geometric
convergence of Ψ(θn) rather than the geometric convergence of the parameter sequence
in the Euclidean sense ‖θn − θ∗‖. The second point is because algorithms following (7)
typically adapt the variance of samples. The parameter θ may encode the variance of
the distribution Pθ. The variance of Fn is controlled by θ. When θn is approaching
θ∗ where the variance parameter is zero, the variance of Fn, and hence the variance
of Ψ(θn), approaches zero, while Ψ(θn) → Ψ(θ∗) = 0. If we have an upper bound of
the form En[Ψ(θn+N )] 6 Ψ(ϕ(Nα; θn)) + ∆A2(α,Nα), we cannot conclude that Ψ(θn)
converges geometrically. However, we may obtain the convergence of Ψ(θn) in a compact
set including zero, as discussed after Theorem 3. Therefore, A2 is essential for deriving
the geometric convergence of Ψ(θn).

5. Practical Conditions

In general, we cannot obtain the flow ϕ explicitly, but the conditions presented in
Theorem 4 and in Theorem 5 refer to ϕ. In this section, we develop practical conditions to
verify A1 and A2 (or A3 and A4 in Theorem 17 in Section 7) without knowing the explicit
solution ϕ of the ODE. Those conditions are presented in Theorem 8 and Theorem 9. We
then show in Section 6 how to apply those practical conditions in the step-size adaptive
ES described in Section 4.3.

To prove A1 or A3 without knowing ϕ explicitly, we typically utilize Lyapunov’s
argument for exponential stability [39]. Assume that Ψ is differentiable. If we can show
that there exists a constant C > 0 such that for any θ ∈ Θ,

DF (θ)Ψ(θ) = (∇Ψ(θ))TF (θ) 6 −CΨ(θ) , (35)

where DF (θ)Ψ(θ) denotes the directional derivative of Ψ at θ in the direction of F (θ),
then the flow will satisfy Ψ(ϕ(t; θ)) 6 Ψ(θ) exp(−Ct), which satisfies A1 with ∆A1(t) =
exp(−Ct). Then, we do not need to know the explicit solution ϕ of the ODE. An
analogous argument holds for the lower bound in B1. If Ψ has non-differentiable points,
we may replace the LHS of the inequality (35) with the upper and lower Dini directional
derivatives of Ψ at θ in the direction of F (θ), defined as

D+
F (θ)Ψ(θ) = lim sup

h↓0
[Ψ(θ + hF (θ))−Ψ(θ)]/h

D−
F (θ)Ψ(θ) = lim inf

h↓0
[Ψ(θ + hF (θ))−Ψ(θ)]/h .

This is stated formally in the following proposition, which is an extension of Lyapunov’s
well-known argument for exponential stability [39]; the proof is included in Appendix A.2.

Theorem 8. If Ψ is a locally Lipschitz function that for some C > 0 satisfies

D+
F (θ)Ψ(θ) 6 −CΨ(θ) (36)
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for all θ ∈ Θ, then the condition A1 in Theorem 4 holds with ∆A1(t) = exp(−Ct).
Similarly, if (36) holds for any θ ∈ U = {θ ∈ Θ;Ψ(θ) < ζ} for some ζ > 0, then

condition A3 in Theorem 17 holds with these ζ, U , and ∆A3(t) = exp(−Ct).
Moreover, if there exists C > 0 such that

D−
F (θ)Ψ(θ) > −CΨ(θ) (37)

for any θ ∈ Θ, then the condition B1 in Theorem 5 holds with ∆B1(t) = exp(−Ct).

If Ψ is differentiable, the constants for the lower and the upper bounds are given by

Cupper = sup
θ∈Θ

∇(lnΨ(θ))TF (θ) and Clower = inf
θ∈Θ

∇(lnΨ(θ))TF (θ) .

To prove A2 or A4 without knowing ϕ explicitly, we may use the following theorem
and its corollary, the proofs of which are included in Appendix A.3 and Appendix A.4.
For a positive definite symmetric matrix Q, ‖θ‖2Q = θTQθ denotes the square Maha-
lanobis norm.

Theorem 9. Consider an algorithm of the form (13) with a deterministic and time-

independent step-size α. Given θn ∈ Θ and N ∈ N+, let Θα,N(θn) and Θ̃Nα(θn) be

subsets of Θ in which {θn+k}Nk=0 and ϕ(t; θn) for t ∈ [0, Nα], respectively, almost surely

stay. Let U ⊆ Θ. We assume that for any θn ∈ U and for any N ∈ N+,

P1 there exists a positive definite symmetric matrix Qα,N(θn) satisfying the inequality

sup‖h‖=1|D
+
h Ψ(θ)|‖h‖Qα,N (θn)−1 6 1 for all θ in the convex hull of Θα,N (θn) ∪

Θ̃Nα(θn), where this condition can be replaced with ‖∇Ψ(θ)‖Qα,N (θn)−1 6 1 if Ψ is

differentiable;

P2 there exists a function Lα,N(θ, θn) > 0 such that ‖F (θ) − F (θ′)‖Qα,N (θn) 6

Lα,N(θ, θn)‖θ − θ′‖Qα,N (θn) for any θ ∈ Θα,N(θn) and θ′ ∈ Θ̃Nα(θn), and there

exists a function ∆L that is independent of θn ∈ U , nondecreasing w.r.t. both ar-

guments, and satisfies En[
∏N−1

k=0 (1 + αLα,N (θn+k, θn))
2]1/2 6 ∆L(α,Nα);

P3 there exists a function ∆L̃ that is independent of θn ∈ U , nondecreasing w.r.t. both

arguments, and satisfies ‖F (θ)− F (θ′)‖Qα,N (θn) 6 ∆L̃(α,Nα)‖θ − θ′‖Qα,N (θn) for

any θ, θ′ ∈ Θ̃Nα(θn);

P4 there is a function R satisfying E[‖Fi‖2Qα,N (θn)
| θi = θ]1/2 6 R(θ) for any θ ∈

Θα,N(θn)∪Θ̃Nα(θn) and R(θa)
2 6 K2

1‖θa−θb‖
2
Qα,N (θn)

+K2
2R(θb)

2 for any θa, θb ∈

Θα,N(θn) ∪ Θ̃Nα(θn), where K1,K2 > 0 are constants independent of θn ∈ U .

Then, ϕ : [0, Nα] → Θ̃Nα(θn) is a unique solution satisfying (14) and

sup
06k6N

En[|Ψ(θn+k)−Ψ(ϕ(kα; θn))|] 6 (C1 + C2)∆L(α,Nα) , (38)

where

C1 =
∑N−1

i=0 ∆L̃(α,Nα)
∫ (i+1)α

iα
((i+ 1)α− t)R(ϕ(t; θn))dt ,

C2 = (1 + (K1Nα)
2 exp(2K1Nα))

1/2K2(Nα
2)1/2R(θn) .
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Corollary 10. Let Θα,N (θn), Θ̃Nα(θn), K1, K2, ∆L and ∆L̃ be the same as in Theo-

rem 9, and assume P1, P2, P3 and P4. In addition, assume that for any θn ∈ Θ and

any N ∈ N+

P5 there exists a function ∆R that is independent of θn ∈ U , is nondecreasing w.r.t.

each argument, and satisfies supθ∈Θ̃Nα(θn)
R(θ) 6 ∆R(α,Nα)Ψ(θn);

then, the condition A4 of Theorem 17 is satisfied by

∆A4(x, y) = [(xy/2)∆L̃(x, y) +K2(xy +K2
1xy

3 exp(2K1y))
1/2]∆R(x, y)∆L(x, y) . (39)

If U = Θ, condition A2 of Theorem 4 as well as condition B2 of Theorem 5 are satisfied

by ∆A2 = ∆B2 = ∆A4 defined above.

Theorem 9 introduces the subsets Θα,N(θn) ⊆ Θ and Θ̃Nα(θn) ⊆ Θ. The motivation
for introducing these sets is to limit the situations one has to deal with to satisfy the
conditions P1–P4. It is often the case that one can bound the parameter set that ϕ(t; θn)
can reach in a finite time, whereas one may not be able to obtain a bounded set for
Θα,N (θn) due to its stochastic nature. Comparing to Theorem 3, P1 is to treat the
progress in Ψ rather than the Euclidean distance. The conditions P2 and P3 are weaker
than the corresponding assumptions in Theorem 3; they will be replaced by the global
Lipschitz continuity ‖F (θ′) − F (θ)‖ 6 L‖θ′ − θ‖. The function R in P4 is replaced by
a constant K in Theorem 3. The condition P5 in Corollary 10 is the only additional
assumption posed to obtain geometric convergence (condition A2 of Theorem 4 and
condition A4 of Theorem 17).

6. Application to Step-Size Adaptive Evolution Strategy

We apply the practical conditions derived in Theorem 8 and Theorem 9 to the SSA-ES
described in Section 2.1.

We consider algorithm (3) solving a spherical function f(x) = ν(‖x−x∗‖) on X = Rd,
where ν : R → R is an arbitrary increasing function. For this f , we have q=θn(s) = 0 for
any s ∈ R and any θn ∈ Θ. Thanks to Remark 2, we can write the mean field F (θ) as
(10) with u defined in (11). For the sake of simplicity, we let cratio = 1. We let x∗ = 0
without loss of generality for the derivation.

We assume the following conditions on w1, . . . , wλ. W1: wi > 0 for all i = 1, . . . , λ
and

∑λ
i=1 wi = 1; W2: w1 > · · · > wλ > 0 and wi > wi+1 at least for one i; W3:

∫

u(Φ(z))(z2 − 1)ψ(z)dz = C̄σ > 0, where ψ and Φ are the probability density function
and the cumulative density function of the standard normal distribution, respectively.
W2 implies that u is strictly decreasing because

du(p)

dp
= λ(λ − 1)

λ−1
∑

k=1

(−wk + wk+1)PB(λ− 2, k − 1, p) , (40)

all the terms are non-positive, and there is at least one negative term.
We choose Ψ(θ) = V (θ)1/2 ·max(η, ξ(θ))1/2, where η > 0 is some constant specified

later, V (θ) = ‖m − x∗‖2 + dσ2, and ξ(θ) = ‖m − x∗‖/σ. This choice is justified as
follows: The expected distance between the optimal solution x∗ and a sample Xn ∼
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Pθn is bounded from above, because EXn∼Pθn
[‖Xn − x∗‖] 6 (‖mn − x∗‖2 + dσ2

n)
1/2 =

V (θn)
1/2 6 Ψ(θn)/η

1/2. Therefore, the geometric convergence of Ψ(θn) leads to the
(expected) geometric convergence of d(Xn, x

∗) to 0. Moreover, Ψ(θ) → +∞ as θ → (x̄, 0)
for any x̄ 6= x∗. This leads to geometric decrease of Ψ(θ) at any θ along the flow ϕ,
because σ increases geometrically if ξ(θ) > η (as proved later).

First, we prove A1 in Theorem 4 by using Theorem 8. According to Lemma 2.9 of
[40] (the formula for the Dini derivatives of a maximum of continuous functions), we have

D+
h Ψ(θ) =











〈∇V (θ)1/2, h〉 · η1/2 ξ(θ) < η

〈∇V (θ)1/2, h〉 · η1/2 +max{0, V (θ)1/2 · 〈∇ξ(θ)1/2, h〉} ξ(θ) = η

〈∇V (θ)1/2, h〉 · ξ(θ)1/2 + V (θ)1/2 · 〈∇ξ(θ)1/2, h〉 ξ(θ) > η

, (41)

where ∇V (θ)1/2 = (m, dσ)/V (θ)1/2 and ∇ξ(θ)1/2 = 1
2

(

m
‖m‖σ ,−

‖m‖
σ2

)

/ξ(θ)1/2. To pro-

ceed, we show the following lemmas, proved in Appendix C.1 and Appendix C.2, respec-
tively.

Lemma 11. Suppose that W2 is satisfied. Let CV = (3 + 12/d)−1/2 ·
∑λ

k=1 wk · (1 −
2k/(λ+ 1)). Then, for all θ ∈ Θ,

〈∇V (θ), F (θ)〉 6 −CV · σ · V (θ)1/2 .

Lemma 12. Suppose that W2 and W3 are satisfied. Then, for any Cσ ∈ (0, C̄σ), there

exists an η > 0 such that, for any θ satisfying ξ(θ) > η,

〈∇ξ(θ), F (θ)〉 < −(Cσ/(2d)) · ξ(θ) .

Let Cσ and η be the constants appearing in Lemma 12. If ξ(θ) 6 η, we have σ >

V (θ)1/2/(η2 + d)1/2. Using Lemma 11 and Lemma 12, we have from (41)

D+
F (θ)Ψ(θ) 6

{

− CV

2(η2+d)1/2
·Ψ(θ) ξ(θ) 6 η

−Cσ

4d ·Ψ(θ) ξ(θ) > η

which satisfies the condition in Theorem 8 with C = min
{

CV

2(η2+d)1/2
, Cσ

4d

}

. Hence, A1 of

Theorem 4 is satisfied with ∆A1(t) = exp(−Ct).
Next, we derive A2 by using Theorem 9 and Corollary 10. First, we establish the

following lemma, which states that the expected squared norm of Fn is upper-bounded.
The proof is in Appendix C.3.

Lemma 13. Let C13 = (d+ (2d)−1) · λ ·
∑λ

i=1 w
2
i . Then, E[‖Fn‖2 | θn = θ] 6 C13 · σ2

for all θ ∈ Θ.

Using this bound, we derive the subsets Θα,N (θ0) and Θ̃Nα(θ0) in Lemma 14, proved
in Appendix C.4.

Lemma 14. Suppose that W1 is satisfied. Let C13 be as defined in Lemma 13. Then,

for any k ∈ J0, NK, we have θk ∈ Θα,N(θ0), where

Θα,N (θ0) := {θ ∈ Θ : σ > σ0(1− α/2)N

∧ ξ(θ) 6 (1− α/2)−Nξ(θ0) + ((1− α/2)−N − 1)(d(2 − α)/α)1/2} .
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Moreover, for any t ∈ [0, Nα], we have ϕ(t; θ0) ∈ Θ̃Nα(θ0), where

Θ̃Nα(θ0) := {θ ∈ Θ : σ0 exp(−C
1/2

13 ·Nα) 6 σ 6 σ0 exp(C
1/2

13 ·Nα)

∧ ξ(θ) 6 (1 + ξ(θ0)) · exp(C
1/2

13 ·Nα)− 1} .

Let

∆ξ(x, y) := sup
z∈(0,x]

{

max{(1− z/2)−y/z, exp(C
1/2

13 · y)}

+max{((1− z/2)−y/z − 1)(d(2 − z)/z)1/2, exp(C
1/2

13 · y)− 1} · η−1
}

.

This is nondecreasing w.r.t. both arguments, and for any θ ∈ conv(Θα,N (θ0)∪ Θ̃Nα(θ0)),
we have max{η, ξ(θ)} 6 max{η, ξ(θ0)} ·∆ξ(α,Nα). We obtain

Ψ(θ)/σ

Ψ(θ0)/σ0
=

(ξ(θ)2 + d)1/2 max{η, ξ(θ)}1/2

(ξ(θ0)2 + d)1/2 max{η, ξ(θ0)}1/2

=
(ξ(θ)2 + d)1/2

max{η, ξ(θ)}

max{η, ξ(θ0)}

(ξ(θ0)2 + d)1/2
max{η, ξ(θ)}3/2

max{η, ξ(θ0)}3/2

6 (1 + d/η2)1/2 ·max{η/d1/2, 1} ·∆ξ(α,Nα)
3/2

= (1 + max{d/η2, η2/d})1/2 ·∆ξ(α,Nα)
3/2 .

Finally, we confirm P1–P5 one by one.
(P1) For any θ ∈ Θ, we have ‖∇V (θ)1/2‖ 6 d1/2 and ‖∇ξ(θ)1/2‖ = 1

2 (ξ(θ)
−1 +

ξ(θ))1/2/σ. Then, from (41), we have that for ξ(θ) < η

|D+
h Ψ(θ)|/‖h‖ 6 (dη)1/2 6 (V (θ0)/σ

2
0)

1/2 ·max{η, ξ(θ0)}
1/2 = Ψ(θ0)/σ0 ,

and for ξ(θ) > η

|D+
h Ψ(θ)|/‖h‖

6 d1/2ξ(θ)1/2 + (1/2)V (θ)1/2 · (η−1 + ξ(θ))1/2/σ

6 (1 + (1 + η−2)1/2/2)Ψ(θ)/σ

6 (1 + (1 + η−2)1/2/2) · (1 + max{d/η2, η2/d})1/2 ·∆ξ(α,Nα)
3/2 · (Ψ(θ0)/σ0) .

Let β = (1 + (1 + η−2)1/2/2) · (1 + max{d/η2, η2/d})1/2. Then β > 1 and ∆ξ(α,Nα) >
1. Therefore, we have |D+

h Ψ(θ)|/‖h‖ 6 β · ∆ξ(α,Nα)
3/2 · (Ψ(θ0)/σ0) for all θ ∈

conv(Θα,N (θ0) ∪ Θ̃Nα(θ0)). Let Qα,N(θ0) =
(

β · ∆ξ(α,Nα)
3/2 · (Ψ(θ0)/σ0)

)2
· Idim(θ).

Then, we obtain sup‖h‖=1|D
+
h Ψ(θ)| · ‖h‖Qα,N (θ0)−1 6 1 for all θ ∈ conv(Θα,N(θ0) ∪

Θ̃Nα(θ0)).
(P2 and P3) The Lipschitz continuity of F follows from Lemma 15 (proved in

Appendix C.5):

Lemma 15. Let L15 = (3d2 + 3/2)1/2 · λ(λ − 1)maxi=1,...,λ−1|wi+1 − wi| +
2λmaxi=1,...,λ|wi|. Then, ‖F (θ1) − F (θ2)‖ 6 L15‖θ1 − θ2‖ for any θ1 ∈ Θ and any

θ2 ∈ Θ.
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Hence, P2 is satisfied, with Lα,N (θ, θn) = L15 and ∆L(x, y) = exp(L15y). Moreover,
P3 is satisfied, with ∆L̄(x, y) = L15.

(P4) Let R(θ) = C
1/2

13 ·
(

β · ∆ξ(α,Nα)
3/2 · (Ψ(θ0)/σ0)

)

· σ. Because of Lemma 13,

we have En[‖Fn‖2Qα,N (θ0)
]1/2 6 R(θn). Since σ2

a 6 2((σa − σb)
2 + σ2

b ), we have R(θa)
2 6

2C13‖θa − θb‖2Qα,N (θ0)
+ 2R(θb)

2. Therefore, with K1 = (2C13)
1/2 and K2 = 21/2, P4 is

satisfied.
(P5) Because, as shown in Lemma 14, σ 6 σ0 · exp(C

1/2

13 · Nα) for all θ ∈ Θ̃Nα(θ0),
we have

sup
θ∈Θ̃Nα(θ0)

R(θ) 6 C
1/2

13 · β ·∆ξ(α,Nα)
3/2 · exp(C

1/2

13 ·Nα) ·Ψ(θ0) . (42)

Let ∆R(x, y) = C
1/2

13 · β · ∆ξ(x, y)
3/2 · exp(C

1/2

13 · y). This is nondecreasing w.r.t. both

arguments. Moreover, we have supθ∈Θ̃Nα(θ0)
R(θ) 6 ∆R(α,Nα) ·Ψ(θ0). Therefore, (P5)

is satisfied with ∆R(x, y). Now that we have confirmed (P1)–(P5), A2 is satisfied with
∆A2 defined in (39).

In sum, we have shown the result formalized in the following proposition:

Theorem 16 (Geometric Convergence of Step-Size Adaptive Evolution Strategy). Con-

sider the SSA-ES (3) solving a spherical function f(x) = ν(‖x− x∗‖) on X = Rd, where

ν : R → R is an arbitrary increasing function. Suppose that w1, . . . , wλ are selected so

that W1, W2 and W3 described above are satisfied. Let Ψ be as defined above. Then,

there exists an ᾱ > 0 such that lim supn→∞
1
n ln(E0[Ψ(θn)]) < 0 for any θ0 ∈ Θ and for

any α ∈ (0, ᾱ]. That is, lim supn→∞
1
n ln(E0[‖Xn − x∗‖]) < 0, where Xn ∼ Pθn .

To the best of our knowledge, this is the first result showing the geometric conver-
gence of the SSA-ES of form (3) derived from the IGO principle. It has been shown
in [41, 42] that the flow ϕ(t; θ) converges towards θ∗ = (x∗, 0), however, the speed of
convergence has not been discussed and the convergence of the flow has not been related
to the convergence of the recursive algorithm. Related works [43, 44, 45] have shown
the geometric convergence of (1+1)-ES—a variant of SSA-ES using elitism—by applying
the drift analysis without going through the ODE method. Such an analysis is difficult
to apply to a strategy without elitism such as (3) or CMA-ES. Since CMA-ES is partly
derived from the IGO principle, we expect that our approach is applicable to proving the
geometric convergence of the CMA-ES as well.

7. Local Geometric Convergence

Theorem 4 provides a sufficient condition for the global geometric convergence of
Ψ(θn). The assumptions A1 and A2 pose conditions over all θ ∈ Θ. For local geometric
convergence of Ψ(θn), we can relax these requirements by posing conditions on a sub-
set U ⊆ Θ, rather than the whole parameter set Θ, as is stated in Theorem 17 and
Corollary 18 below.

Theorem 17. Instead of conditions A1 and A2 in Theorem 4, assume that there exists

an open subset U ⊆ Θ that satisfies the following: [θ : Ψ(θ) < ζ] ⊆ U for some ζ > 0,
and
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A3 There exists ∆A3 : R>0 → R>0 nonincreasing such that ∆A3(t) ↓ 0 as t ↑ ∞ and for

any θ ∈ U and for any t > 0

Ψ(ϕ(t; θ)) 6 ∆A3(t)Ψ(θ) . (43)

A4 There exists ∆A4 : R+ × R+ → R+ nondecreasing w.r.t. each argument such that

∆A4(α, T ) ↓ 0 as α ↓ 0 for any fixed T > 0, and for any N ∈ N+ and θ0 ∈ U

E0[Ψ(θN )] 6 Ψ(ϕ(Nα; θ0)) + ∆A4(α,Nα)Ψ(θ0) . (44)

Let γα = infN>1(∆A3(Nα) + ∆A4(α,Nα))
1/N and Λ = {α > 0 : γα < 1}. Then, Λ

is nonempty, and for any α ∈ Λ there exists at least one N > 1 such that (∆A3(Nα) +
∆A4(α,Nα))

1/N = γα < 1. Let the minimum of such N be denoted by Nα. Let γ̄α = 1
if Nα = 1 and γ̄α = maxN∈J0,Nα−1K(∆A3(Nα) + ∆A4(α,Nα)) otherwise. Then, the

following hold for any α ∈ Λ and θ0 ∈ U :

1. Let Ωk be the event that {θiNα}i∈J0,kK stay in U , i.e., Ωk =
⋂

i∈J0,kK[θiNα ∈ U ].

Then, for any k > 0, Pr[Ωk] > 1 − (Ψ(θ0)/ζ)(γ
Nα
α − γ

Nα(k+1)
α )/(1 − γNα

α ) and

Pr[Ω∞] > 1− (Ψ(θ0)/ζ)γ
Nα
α /(1− γNα

α ) for Ω∞ = limk→∞ Ωk.

2. E[Ψ(θn)I{Ω⌊(n−1)/Nα⌋}] 6 (γ̄α/γ
Nα−1
α )γnαΨ(θ0) for any n ∈ N+.

3. Pr[Ψ(θn) < ε] > Pr[Ω⌊(n−1)/Nα⌋] − (Ψ(θ0)/ε)γ
n
α(γ̄α/γ

Nα−1
α ) for any n ∈ N+ and

ε > 0.

The second statement is the counterpart of the consequence of Theorem 4; however,
Ψ(θn) is multiplied by I{Ω⌊(n−1)/Nα⌋}. This is because Ψ(θn) may not converge toward
zero and may leave the neighborhood U , which is intuitively the basin of attraction of
the desired point θ∗ ∈ Θ. The first statement provides a lower bound on the probability
that all θiNα for i > 0 stay in U . The statement reads that this probability can be
arbitrarily close to 1 if we take the initial point θ0 such that Ψ(θ0) is sufficiently small.
However, there is always a positive probability that θn leaves U . The third statement is
the most interesting result. The probability of Ψ(θn) being smaller than a given ε > 0 will
eventually be lower-bounded by the probability that all θiNα stay in U , which is lower-
bounded according to the first statement. Roughly speaking, Ψ(θn) converges towards 0
as long as θiNα stays in U for all i > 0. The asymptotic results are derived in Corollary 18
after the proof of Theorem 17.

Proof. In a way analogous to the proof of Theorem 4, we can show that Λ is nonempty
and there exists at least one N ∈ N+ that minimizes (∆A3(Nα) + ∆A4(α,Nα))

1/N .
Moreover, by applying the same argument, we find that En[Ψ(θn+Nα)] 6 γNα

α Ψ(θn)
given θn ∈ U . In other words, En[Ψ(θn+Nα)]I{θn ∈ U} 6 γNα

α Ψ(θn)I{θn ∈ U}.
First, we prove the second statement in the theorem. Noting that I{Ωk} =

I{Ωk−1}I{θkNα ∈ U} =
∏k

i=0 I{θiNα ∈ U}, the inequality En[Ψ(θn+Nα)]I{θn ∈ U} 6

γNα
α Ψ(θn)I{θn ∈ U} implies

E[Ψ(θNαk)I{Ωk−1}] = E[Ψ(θNαk)I{Ωk−2}I{θNα(k−1) ∈ U}]

= E[ENα(k−1)[Ψ(θNαk)]I{θNα(k−1) ∈ U}I{Ωk−2}]

6 γNα
α E[Ψ(θNα(k−1))I{θNα(k−1) ∈ U}I{Ωk−2}]

6 γNα
α E[Ψ(θNα(k−1))I{Ωk−2}] 6 · · · 6 γNαk

α Ψ(θ0) .

(45)
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On the other hand, since γ̄α > (∆A3(nα) + ∆A4(α, nα)) for any n ∈ J0, Nα − 1K, we
have that for such n and for any k > 0, ENαk[Ψ(θn+Nαk)]I{Ωk} 6 γ̄αΨ(θNαk)I{Ωk}.
Combining this with (45), we obtain

E[Ψ(θn+Nαk)I{Ωk}] 6 γ̄α E[Ψ(θNαk)I{Ωk}] 6 γ̄α E[Ψ(θNαk)I{Ωk−1}]

6 γ̄αγ
Nαk
α Ψ(θ0) = (γ̄α/γ

n
α)γ

n+Nαk
α Ψ(θ0) 6 (γ̄α/γ

Nα−1
α )γn+Nαk

α Ψ(θ0) . (46)

Note that γ̄α/γ
Nα−1
α > 1. Rewriting n + Nαk as n, from (45) and (46) we have that

E[Ψ(θn)I{Ω⌊(n−1)/Nα⌋}] 6 (γ̄α/γ
Nα−1
α )γnαΨ(θ0).

Next, we prove the third statement of the theorem. To do so, we will find a lower
bound on the probability of Ψ(θn+Nαk) being smaller than a given ε > 0. For n = 0,

Pr[Ψ(θNαk) < ε] > Pr[Ψ(θNαk)I{Ωk−1} < εI{Ωk−1}]

= 1− Pr[Ψ(θNαk)I{Ωk−1} > εI{Ωk−1}]

= 1− Pr[Ψ(θNαk)I{Ωk−1}+ ε(1− I{Ωk−1}) > ε]

> 1− E[Ψ(θNαk)I{Ωk−1}]/ε− E[ε(1− I{Ωk−1})]/ε

= Pr[Ωk−1]− E[Ψ(θNαk)I{Ωk−1}]/ε

> Pr[Ωk−1]− γNαk
α Ψ(θ0)/ε ,

(47)

and similarly for n ∈ J1, Nα − 1K,

Pr[Ψ(θn+Nαk) < ε] > Pr[Ψ(θn+Nαk)I{Ωk} < εI{Ωk}]

= 1− Pr[Ψ(θn+Nαk)I{Ωk} > εI{Ωk}]

= 1− Pr[Ψ(θn+Nαk)I{Ωk}+ ε(1− I{Ωk}) > ε]

> 1− E[Ψ(θn+Nαk)I{Ωk}+ ε(1− I{Ωk})]/ε

= Pr[Ωk]− E[Ψ(θn+Nαk)I{Ωk}]/ε

> Pr[Ωk]− (γ̄α/γ
Nα−1
α )γn+Nαk

α Ψ(θ0)/ε .

(48)

Here we have applied Markov’s inequality and the inequalities (45) and (46). Rewriting
n+Nαk as n, (47) and (48) imply that

Pr[Ψ(θn) < ε] > Pr[Ω⌊(n−1)/Nα⌋]− (γ̄α/γ
Nα−1
α )γnαΨ(θ0)/ε .

Last, we prove the first statement. The definition of ζ guarantees that θ ∈ U if Ψ(θ) <
ζ. Then, Pr[Ωk] = E[I{Ωk}] = E[I{θNαk ∈ U}I{Ωk−1}] > E[I{Ψ(θNαk) < ζ}I{Ωk−1}].
The inside of the expectation on the RMS is equal to I{Ψ(θNαk)I{Ωk−1} < ζI{Ωk−1}}
and its expectation is the probability Pr[Ψ(θNαk)I{Ωk−1} < ζI{Ωk−1}]. As is seen in
(47), this probability is lower-bounded by Pr[Ωk−1]− γNαk

α Ψ(θ0)/ζ. Therefore, we have
Pr[Ωk] > Pr[Ωk−1] − γNαk

α Ψ(θ0)/ζ. Hence, noting that Pr[Ω0] = Pr[θ0 ∈ U ] = 1, we
finally have that, for k ∈ N,

Pr[Ωk] > 1−
Ψ(θ0)

ζ

k
∑

i=1

γNαi
α = 1−

Ψ(θ0)

ζ

γNα
α − γ

Nα(k+1)
α

1− γNα
α

. (49)

Since Ωk+1 ⊆ Ωk for any k > 0, from the monotone continuity of a measure from above,
we have Pr[Ω∞] = Pr[limk→∞ ∩k

i=0Ωk] = limk→∞ Pr[Ωk]. Therefore, from (49) we have
Pr[Ω∞] > 1− (Ψ(θ0)/ζ)γ

Nα
α /(1− γNα

α ). This completes the proof.
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Corollary 18. Suppose that the assumptions of Theorem 17 hold. Then, for any α ∈ Λ
and for any θ0 ∈ U the following hold:

1. lim infn Pr[Ψ(θn) < εn] > Pr[Ω∞] for any sequence {εn > 0}n>0 satisfying

lim supn γ
n
α/εn = 0.

2. lim infn
1
n lnΨ(θn) 6 ln γα with probability at least Pr[Ω∞].

Proof. The first statement is immediately obtained by substituting ε = εn in the third
statement of Theorem 17 and taking the limit infimum,

lim inf
n

Pr[Ψ(θn) < εn] > lim inf
n

Pr[Ω⌊n/Nα⌋]− lim sup
n

Ψ(θ0)
γnα
εn

γ̄α

γNα−1
α

= Pr[Ω∞] .

For the second statement, substituting ε = anγ
n
α in the third statement of The-

orem 17, where an is an increasing sequence with an ↑ ∞ and 1
n ln an ↓ 0, yields

Pr[Ψ(θn) < anγ
n
α] > Pr[Ω⌊n/Nα⌋] − Ψ(θ0)(γ̄α/γα)

Nα−1/an. Let An = [Ψ(θn) < anγ
n
α].

By the reverse Fatou’s lemma, we have Pr[lim supnAn] > lim supn Pr[An]. The RHS is
bounded below by

lim sup
n

(

Pr[Ω⌊n/Nα⌋]−Ψ(θ0)(γ̄α/γα)
Nα−1/an

)

= lim sup
n

Pr[Ω⌊n/Nα⌋] = Pr[Ω∞] ,

and the inside of the probability on the left-hand side (LHS) is lim supnAn = ∩∞
k=1 ∪n>k

An = ∩∞
k=1 ∪n>k [ 1n lnΨ(θn) −

1
n ln an < ln γα] ⊆ [lim infn

1
n lnΨ(θn) 6 ln γα]. This

inclusion implies that the probability of the event lim supnAn satisfies Pr[lim supnAn] 6
Pr[lim infn

1
n ln(Ψ(θn)/Ψ(θ0)) 6 ln γα]. Hence, Pr[lim infn

1
n lnΨ(θn) 6 ln γα] > Pr[Ω∞].

This ends the proof.

7.1. Consequences: Geometric Convergence and Hitting-Time Bound

Consider a rank-based stochastic algorithm of the form (7) minimizing a deterministic
function f : X → R. Let d : X × X → R>0 be a distance function on X and x∗ ∈ X be
the well-defined optimum of the objective function, x∗ = argminx∈X f(x).

As consequences of Theorem 17 and Corollary 18, we obtain the following convergence
results of the sequence of the samples {Xn ∈ X}, which is an immediate consequence of
the second statement of Corollary 18.

Corollary 19. If we can choose Ψ(θn) such that it satisfies the assumptions of The-

orem 17 and if there is a constant C > 0 such that En[d(Xn, x
∗)] 6 CΨ(θn) for any

θn ∈ U , then ∀α ∈ Λ

lim inf
n

1

n
lnEn[d(Xn, x

∗)] 6 ln γα with probability at least Pr[Ω∞] .

where Λ, γα are defined in Theorem 17.

The above corollary implies that there exists at least one subsequence {nk}k∈N+ such
that limk→∞

1
nk

lnEnk
[d(Xnk

, x∗)] 6 ln γα with probability at least Pr[Ω∞], where a

lower bound for Pr[Ω∞] is provided in the first statement of Theorem 17. In optimization
settings, it is often sufficient to find a subsequence of solutions that converges geomet-
rically towards the optimum; however, it is not likely to happen in practical algorithms
that only some subsequences converge geometrically.
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The last consequence concerns the first-hitting-time bound. Recall that the first
hitting time τ defined in (32) is the random variable that is the number of iterations
spent before Xi visits the ε-neighborhood Bε(x

∗) = [x ∈ X : d(x, x∗) < ε] for the first
time.

Corollary 20. Given δ ∈ (0, 1) and ε > 0, the first hitting time τ defined in (32) is

upper-bounded by

τ̄ = 1 +

⌈

ln(Ψ(θ0)/ε)

ln(γ−1
α )

+
ln(Pr[Ω∞]−1)

ln(γ−1
α )

+
ln((1 − (1− δ)1/2)−2)

ln(γ−1
α )

+
ln(Cγ̄α/γ

Nα−1
α )

ln(γ−1
α )

⌉

with probability at least (1− δ) Pr[Ω∞], i.e., Pr[τ 6 τ̄ ] > (1− δ) Pr[Ω∞].

Proof. The probability of Xn ∈ Bε(x
∗) is lower-bounded by

Pr[d(Xn, x
∗) < ε]

= E[I{d(Xn, x
∗) < ε}]

> E[I{d(Xn, x
∗) < β En[d(Xn, x

∗)]}I{β En[d(Xn, x
∗)] < ε}]

= E[En[I{d(Xn, x
∗) < β En[d(Xn, x

∗)]}]I{β En[d(Xn, x
∗)] < ε}]

= E[Prn[d(Xn, x
∗) < β En[d(Xn, x

∗)]]I{β En[d(Xn, x
∗)] < ε}]

= E[(1 − Prn[d(Xn, x
∗) > β En[d(Xn, x

∗)]])I{β En[d(Xn, x
∗)] < ε}]

> E[(1 − 1/β)I{βEn[d(Xn, x
∗)] < ε}]

= (1− 1/β)E[I{β En[d(Xn, x
∗)] < ε}]

= (1− 1/β) Pr[β En[d(Xn, x
∗)] < ε]

> (1− 1/β) Pr[Ψ(θn) < ε/(βC)]

for any β > 1. The RHS is further bounded from below by using the first and third
statements of Theorem 17:

Pr[d(Xn, x
∗) < ε] > supβ>1(1− 1/β)(Pr[Ω∞]− (βCΨ(θ0)/ε)γ

n
α(γ̄α/γ

Nα−1
α ))

= max(0,Pr[Ω∞]1/2 − [(CΨ(θ0)/ε)(γ̄α/γ
Nα−1
α )γnα]

1/2)2 .

By solving Pr[Ω∞]1/2− [(CΨ(θ0)/ε)(γ̄α/γ
Nα−1
α )γnα]

1/2 > (1−δ)1/2 Pr[Ω∞]1/2 w.r.t. n for
a given δ ∈ (0, 1) and incrementing it by 1, we obtain τ̄ .

8. Conclusion

We propose a novel methodology for proving the geometric convergence of adaptive
stochastic algorithms, especially comparison-based ones for deterministic optimization
problems. The methodology is based on the ODE method, which relates the stochastic
algorithm to its associated ordinary differential equation. The main theorem, Theo-
rem 4, provides sufficient conditions for an algorithm to exhibit geometric convergence,
with an upper bound on the convergence rate. A lower bound on the convergence rate
is derived under similar sufficient conditions. Theorem 8 and Theorem 9 provide prac-
tically verifiable sufficient conditions to obtain both upper and lower bounds on the
geometric convergence rate. The use of the practical conditions has been illustrated
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on a comparison-based stochastic search algorithm on continuous domains, namely the
step-size adaptive evolution strategy derived from the information-geometric optimiza-
tion framework. To the best of our knowledge, this is the first result proving its geometric
convergence. We further extend the methodology to cover the case of local convergence,
in which geometric convergence is observed only if the initial parameter of the algorithm
is close enough to the target parameter value.

Appendix A. Proofs of the Main Results

Appendix A.1. Proof of Proposition 1

The conditional expectation of Yn is

En[Yn] = En

[
∑λ

i=1W (i;Xn,1, . . . , Xn,λ)g(Xn,i; θn)
]

=
∑λ

i=1 En [W (i;Xn,1, . . . , Xn,λ)g(Xn,i; θn)]

=
∑λ

i=1 EXn,i∼Pθn

[

E{Xn,k∼Pθn}k 6=i
[W (i;Xn,1, . . . , Xn,λ)] g(Xn,i; θn)

]

= λEXn,1∼Pθn

[

E{Xn,k∼Pθn}k>2
[W (1;Xn,1, . . . , Xn,λ)] g(Xn,1; θn)

]

. (A.1)

Since {Xn,i} are i.i.d. from Pθn , the probabilities of I{f(Xn,j) < f(Xn,1)} = 1 and
I{f(Xn,j) = f(Xn,1)} = 1 for each j 6= 1 given Xn,1 are q<θ (f(Xn,1)) and q=θ (f(Xn,1)),

respectively. Then, the joint probability of the sums
∑λ

j=2 I{f(Xn,j) < f(Xn,1)} and
∑λ

j=2 I{f(Xn,j) = f(Xn,1)} being k ∈ J0, λ − 1K and l ∈ J0, λ − k − 1K, respec-

tively, is given by PT (λ − 1, k, l, p, q) with p = q<θn(f(Xn,1)) and q = q=θn(f(Xn,1)).
Then, E[W (1;Xn,1, . . . , Xn,λ) | Xn,1] can be written as the sum of the product of
∑k+l

j=k wj+1/(l + 1) and PT (k, l;λ− 1, q<θn(f(Xn,1)), q
=
θn
(f(Xn,1))) over k and l, 0 6 k 6

λ− 1, 0 6 l 6 λ− k − 1, resulting in u(q<θn(f(Xn,1)), q
=
θn
(f(Xn,1)))/λ. Substituting this

into (A.1), we obtain the desired equality.

Appendix A.2. Proof of Theorem 8

By Theorem 4.3 in Appendix 1 of [46], it is known that for an absolutely continuous
function ϕ(·; θ) : R → Rdim(θ) and a locally Lipschitz function Ψ : Rdim(θ) → R, the upper
right Dini derivative of Ψ(ϕ(t; θ)) w.r.t. t (defined as D+Ψ(ϕ(t; θ)) = lim suph↓0[Ψ(ϕ(t+
h; θ))−Ψ(ϕ(t; θ))]/h) is equal to the upper Dini directional derivative of Ψ at ϕ(t; θ) in
the direction of F (ϕ(t; θ)) almost everywhere in t. Since ϕ(·; θ) is a solution of the ODE
(2), it is by definition absolutely continuous w.r.t. t. Then, we have

D+ lnΨ(ϕ(t; θ)) =
D+Ψ(ϕ(t; θ))

Ψ(ϕ(t; θ))
=
D+

F (ϕ(t;θ))Ψ(ϕ(t; θ))

Ψ(ϕ(t; θ))
6 −C .

Note that D+[− lnΨ(ϕ(t; θ)) − Ct] = −D+ lnΨ(ϕ(t; θ)) − C > 0. We find by The-
orem 2.1 in Appendix 1 of [46] that − lnΨ(ϕ(t; θ)) − Ct is nondecreasing. This implies
that − lnΨ(ϕ(t; θ)) + Ct > − lnΨ(ϕ(0; θ)) = − lnΨ(θ), resulting in

lnΨ(ϕ(t; θ))− lnΨ(θ) 6 −Ct .

Taking the exponential of each side of this inequality, we obtain Ψ(ϕ(t; θ))/Ψ(θ) 6

exp(−Ct). This ends the proof of the first statement.
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To prove the second statement, it suffices to show that ϕ(t; θ) stays within U . We
prove this by contradiction. Assume that for some θ ∈ U , ϕ(t; θ) leaves U at t = τ
for the first time. This means that Ψ(ϕ(τ ; θ)) > ζ. However, since the time derivative
of Ψ(ϕ(t; θ)) is negative, it must hold that Ψ(ϕ(t; θ)) 6 Ψ(θ) < ζ, which leads to a
contradiction. Hence, ϕ(t; θ) stays within U for any θ ∈ U and t > 0. This ends the
proof of the second statement.

The proof of the last statement is analogous to that of the first and is omitted.

Appendix A.3. Proof of Theorem 9

Remember that tn,N =
∑N−1

k=0 αn+k and εn,N =
∑N−1

k=0 α
2
n+k; if α is time-

independent, these are Nα and Nα2, respectively. Though the theorem is stated for
a time-independent step-size α, we use the above notation to cover the proof of Theo-
rem 3. For the sake of notational simplicity, we drop (θn) from Qα,N , Θα,N , and Θ̃Nα,
and write Q = Qα,N .

First, we show the unique existence of ϕ(t; θn) for any t ∈ [0, tn,N ]. Since F is a

globally Lipschitz function on Θ̃Nα(θn) thanks to P3, according to Corollary 2.6 in [47]
we have that the initial value problem (2) admits a unique solution for t ∈ [0, tn,N ].
Therefore, ϕ(t; θn) is uniquely determined.

Second, we show

En[|Ψ(θn+k)−Ψ(ϕ(tn,k; θn))|] 6 En[‖θn+k − ϕ(tn,k; θn)‖Q] . (A.2)

If Ψ is differentiable, D+
h Ψ(θ) = ∇Ψ(θ)Th. Multiplying both sides by h, we obtain

|D+
h Ψ(θ)|‖h‖Q−1 = ‖(hhT)∇Ψ(θ)‖Q−1 6 ‖∇Ψ(θ)‖Q−1 for any h such that ‖h‖ = 1.

Therefore, ‖∇Ψ(θ)‖Q−1 6 1 leads to sup‖h‖=1|D
+
h Ψ(θ)|‖h‖Q−1 6 1. Now we derive

(A.2) from the condition sup‖h‖=1|D
+
h Ψ(θ)|‖h‖Q−1 6 1. For any θa and θb in the convex

hull of Θα,N (θn) ∪ Θ̃Nα(θn), let h = (θa − θb)/‖θa − θb‖. Since 1 = ‖h‖ 6 ‖h‖Q‖h‖Q−1

for any positive-definite symmetric Q, we have

|Ψ(θa)−Ψ(θb)| 6
∫ ‖θa−θb‖

0 |D+
h Ψ(θb + th)|dt

6
∫ ‖θa−θb‖

0 (|D+
h Ψ(θb + th)|‖h‖Q−1)‖h‖Qdt

6 ‖θa − θb‖‖h‖Q = ‖θa − θb‖Q ,

where we used P1 to obtain the last inequality. Substituting θn+k and ϕ(tn,k; θn) for θa
and θb and taking the conditional expectation, we have (A.2).

Third, we prove

sup06k6N‖θn+k − ϕ(tn,k; θn)‖Q

6 (C1 +
∥

∥

∑

αn+iMn+i

∥

∥

Q
)
∏

(1 + αn+iLα,N (θn+i, θn)) . (A.3)

Applying the triangle inequality to the RHS of (16), we obtain

‖θn+N − ϕ(tn,N ; θn)‖Q 6
∑

αn+i

∥

∥F (θn+i)− F (ϕ(tn,i; θn))
∥

∥

Q

+
∑
∫ tn,i+1

tn,i
‖F (ϕ(tn,i; θn))− F (ϕ(τ ; θn))‖Qdτ +

∥

∥

∑

αn+iMn+i

∥

∥

Q
. (A.4)
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Here and in the rest of the proof, sum
∑

and product
∏

are taken over i ∈ J0, N −
1K. We will bound each term of the RHS of (A.4). For the first term, we have from
P2 that ‖F (θn+i) − F (ϕ(tn,i; θn))‖Q 6 Lα,N(θn+i, θn)‖θn+i − ϕ(tn,i; θn)‖Q. For the
second term, from the definition of F (θ) and P4, we have ‖F (θ)‖Q = ‖E[Fn | θn =
θ]‖Q 6 E[‖Fn‖Q | θn = θ] 6 E[‖Fn‖2Q | θn = θ]1/2 6 R(θ). Moreover, ‖ϕ(tn,i; θn) −

ϕ(τ ; θn)‖Q = ‖
∫ τ

tn,i
F (ϕ(t; θn))dt‖Q 6

∫ τ

tn,i
‖F (ϕ(t; θn))‖Qdt 6

∫ τ

tn,i
R(ϕ(t; θn))dt. Using

Cauchy’s repeated integral formula and P3, we find that

∫ tn,i+1

tn,i
‖F (ϕ(tn,i; θn))− F (ϕ(τ ; θn))‖Qdτ

6 ∆L̃(α, tn,N )
∫ tn,i+1

tn,i
‖ϕ(tn,i; θn)− ϕ(τ ; θn)‖Qdτ

6 ∆L̃(α, tn,N )
∫ tn,i+1

tn,i

∫ τ

tn,i
R(ϕ(t; θn))dtdτ

= ∆L̃(α, tn,N )
∫ tn,i+1

tn,i
(tn,i+1 − τ)R(ϕ(τ ; θn))dτ ,

where ∆L̃(α, tn,N ) should be understood as ∆L̃({αn+i}
N−1
i=0 , tn,N ) in case of time-

dependent step-size. Therefore, the second term on the RHS of (A.4) is upper-bounded

by ∆L̃(α, tn,N )
∑
∫ tn,i+1

tn,i
(tn,i+1 − τ)R(ϕ(τ ; θn))dτ = C1. Combining these inequalities

with (A.4), we have

‖θn+N − ϕ(tn,N ; θn)‖Q

6
∑

αn+iLα,N(θn+i, θn)‖θn+i − ϕ(tn,i; θn)‖Q + C1 +
∥

∥

∑

αn+iMn+i

∥

∥

Q
.

Using the discrete Gronwall inequality [30], we obtain (A.3).
Fourth, we derive

En[‖
∑

αn+iMn+i‖2Q]
1/2 6 ε

1/2
n,N (1 +K2

1 t
2
n,N exp(2K1 · tn,N))1/2K2R(θn) = C2 . (A.5)

Since {Mn+i}
N−1
i=0 are uncorrelated martingale differences, we have E[MT

k QMj ] =
E[MT

k QEk[Mj]] = 0 for j > k, and Ei[‖Mi‖2Q] 6 Ei[‖Fi‖2Q] 6 R(θi)
2 thanks to P4. Then,

we find En[‖
∑

αn+iMn+i‖2Q] =
∑

α2
n,i En[‖Mn+i‖2Q] 6

∑

α2
n+i En[R(θn+i)

2]. With P4,

we have En[R(θn+i)
2] 6 K2

1 En[‖θn+i − θn‖2Q] +K2
2R(θn)

2. The expectation in the first
term on the RHS is bounded by

sup
06k6N

E[‖θn+k − θn‖
2
Q]

1/2
6 K2tn,NR(θn) exp(K1tn,N ) . (A.6)

The derivation of this is as follows: By L2 norm inequality, we have

En[‖θn+k − θn‖2Q]
1/2 = En[‖

∑k−1
i=0 αn+iFn+i‖2Q]

1/2 6
∑k−1

i=0 αn+i En[‖Fn+i‖2Q]
1/2 .

With P4, each summand is upper-bounded:

En[‖Fn+i‖
2
Q]

1/2
6 En[R(θn+i)

2]1/2 6 K1 En[‖θn+i − θn‖
2
Q]

1/2 +K2R(θn) .

Hence, we obtain

En[‖θn+k − θn‖
2
Q]

1/2
6 K1

∑k−1
i=0 αn+i En[‖θn+i − θn‖

2
Q]

1/2 +K2tn,kR(θn) .
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By the discrete Gronwall inequality and the inequality
∏

(1+K1αni) 6 exp(K1tn,N ), we
obtain (A.6). Therefore,

∑

α2
n+i En[R(θn+i)

2] 6 εn,N(1 +K2
1t

2
n,N exp(2K1tn,N ))K2

2R(θn)
2 = C2

2

Finally, taking the expectation of (A.3) and applying the Schwartz and Minkowski
inequalities, we obtain

En[sup06k6N‖θn+k − ϕ(tn,k; θn)‖Q]

6 En[(C1 +
∥

∥

∑

αn+iMn+i

∥

∥

Q
)2]1/2 En[

∏

(1 + αn+iLα,N(θn+i, θn))
2]1/2

6 (C1 + En[
∥

∥

∑

αn+iMn+i

∥

∥

2

Q
]1/2)En[

∏

(1 + αn+iLα,N(θn+i, θn))
2]1/2

6 (C1 + C2)∆L(α, tn,N ) ,

Where, for the last inequality, we used (A.5) and P2. Along with (A.2), this completes
the proof.

For the proof of Theorem 3, we can simply set R(θ) = K, where K > 0 appears in
Theorem 3, and set Q to be the identity matrix. The Lipschitz continuity assumption
in Theorem 3 implies P2 with ∆L(x, y) = exp(Ltn,N ) (>

∏

(1 + Lαn+i)) and P3 with
∆L̃(x, y) = L. Then, P4 is satisfied with K1 = 0 andK2 = 1 and we find C1 = LKεn,N/2

and C2 = Kε
1/2
n,N . Since the function Ψ does not come into play for Theorem 3, P1 is

unnecessary.

Appendix A.4. Proof of Corollary 10

Since supt∈[0,Nα]R(ϕ(t; θn)) 6 ∆R(α,Nα)Ψ(θn), we obtain

C1 6 (Nα2/2)∆L̃(α,Nα)∆R(α,Nα)Ψ(θn) ,

C2 6 K2(Nα
2)1/2(1 +K2

1 (Nα)
2 exp(2K1Nα))

1/2∆R(α,Nα)Ψ(θn) ,

where we used the formula
∫ tn,i+1

tn,i
(tn,i+1 − t)dt = α2/2. The RHS of (38) is upper-

bounded by Ψ(θn)∆A4(α,Nα). It is easy to see that ∆A4 is nondecreasing w.r.t. each
argument and ∆A4(x, y) ↓ 0 as x ↓ 0 for any fixed y.

Appendix B. Improved Chebyshev Sum Inequality

It is often the case that we want to prove the strong positivity of the covariance of two
random variables. According to [48, Chapter 1], two non-negatively correlated random
variables have a non-negative covariance. This result is also known as the Chebyshev
sum inequality [49, Theorem 43, Theorem 236]. In the following theorem, we extend the
Chebyshev sum inequality to derive a tighter bound and show the strict positivity of the
covariance of two non-negatively correlated random variables.

Theorem 21 (Improved Chebyshev sum inequality). Let (X,F ,P) be a probability space,

where X is the domain of a random variable X, F is a σ-algebra on X, and P is the

probability measure on F . Let f : X → R and g : X → R be P-integrable functions

with finite expected values that are almost surely non-negatively correlated, i.e., (f(x) −
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f(y))(g(x) − g(y)) > 0 for any (x, y) ∈ X2 except the subset A ⊂ X2 for which (P ⊗
P)(A) = 0, where (P⊗P) is the product measure on X2. Let f1 = f , g1 = g, and fi(x) =
Ey[(fi−1(x) − fi−1(y))I{fi−1(y) < fi−1(x)}], gi(x) = Ey[(gi−1(x) − gi−1(y))I{gi−1(y) <
gi−1(x)}] for any integer i > 2. Then, for any K > 1,

E[f(X)g(X)] >

K
∑

i=1

E[fi(X)]E[gi(X)] , (B.1)

where E[fi(X)] and E[gi(X)] can be written by using an i.i.d. copy Y of X as E[fi(X)] =
1
2 E[|fi−1(X)− fi−1(Y )|] and E[gi(X)] = 1

2 E[|gi−1(X)− gi−1(Y )|] for i > 2.

Proof. We will show that, for any almost surely non-negatively correlated functions f
and g,

E[f(X)g(X)] > E[f(X)]E[g(X)] + E[F (X)G(X)] , (B.2)

where F : x 7→ EY [(f(x)−f(Y ))I{f(Y ) < f(x)}] and G : x 7→ EY [(g(x)−g(Y ))I{g(Y ) <
g(x)}]. Moreover, F and G are almost surely non-negatively correlated. Once this is
proven, the theorem statement follows immediately by repeated application of (B.2),
recalling that fi and gi are non-negative for i > 2.

Since f and g are almost surely non-negatively correlated, we have (f(x)−f(y))(g(x)−
g(y)) = |f(x) − f(y)||g(x) − g(y)| almost everywhere w.r.t. the product measure P⊗ P.
Taking the expectation of both sides, we obtain

E[f(X)g(X)] = E[f(X)]E[g(X)] +
1

2
E[|f(X)− f(Y )||g(X)− g(Y )|] . (B.3)

Since the second term on the RHS of (B.3) is nonnegative, the result of [48, Chapter 1]
and [49, Theorem 43, Theorem 236] follows.

To obtain a tighter bound, we take a closer look at the second term of (B.3) and find

1
2 E[|f(X)− f(Y )||g(X)− g(Y )|]

= 1
2 E[|f(X)− f(Y )||g(X)− g(Y )|I{f(Y ) < f(X) ∧ g(Y ) < g(X)}]

+ 1
2 E[|f(X)− f(Y )||g(X)− g(Y )|I{f(Y ) > f(X) ∧ g(Y ) > g(X)}]

= E[(f(X)− f(Y ))I{f(Y ) < f(X)}(g(X)− g(Y ))I{g(Y ) < g(X)}] . (B.4)

For the second equality, we used the fact that the first and the second terms on the LHS
are equivalent due to the symmetry.

Given x, let f̃x : y 7→ (f(x)−f(y))I{f(y) < f(x)} and g̃x : y 7→ (g(x)−g(y))I{g(y) <
g(x)}. It is easy to see that if f(y) = f(z) then f̃x(y) = f̃x(z), and if f(y) > f(z)
then f̃x(y) 6 f̃x(z). Analogously, we have that if g(y) = g(z) then g̃x(y) = g̃x(z), and
if g(y) > g(z) then g̃x(y) 6 g̃x(z). This implies that if (f(y) − f(z))(g(y) − g(z)) > 0,
then (f̃x(y)− f̃x(z))(g̃x(y)− g̃x(z)) > 0 holds. Since (f(y)− f(z))(g(y)− g(z)) > 0 holds
P⊗ P-almost everywhere, so does (f̃x(y)− f̃x(z))(g̃x(y)− g̃x(z)) > 0. Therefore, f̃x and
g̃x are almost surely non-negatively correlated for each x ∈ X.

Applying (B.3), we obtain

E[(f(X)− f(Y ))I{f(Y ) < f(X)}(g(X)− g(Y ))I{g(Y ) < g(X)}]

= EX [EY [(f(X)− f(Y ))I{f(Y ) < f(X)}(g(X)− g(Y ))I{g(Y ) < g(X)}]]

> EX [EY [(f(X)− f(Y ))I{f(Y ) < f(X)}]EY [(g(X)− g(Y ))I{g(Y ) < g(X)}]]

= EX [F (X)G(X)] . (B.5)
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We must still prove that F and G are almost surely non-negatively correlated. It
is easy to see from the definition of F that if f(x) = f(y) then F (x) = F (y), and if
f(x) > f(y) then F (x) > F (y). Analogously, if g(x) = g(y) then G(x) = G(y), and if
g(x) > g(y) then G(x) > G(y). This implies that if (f(x)− f(y))(g(x) − g(y)) > 0 then
(F (x)−F (y))(G(x)−G(y)) > 0. Since (f(x)−f(y))(g(x)−g(y)) > 0 holds P⊗P-almost
everywhere, so does (F (x) − F (y))(G(x) − G(y)) > 0. Therefore, F and G are almost
surely non-negatively correlated. This concludes the proof.

In the above theorem, (B.1) with K = 1 implies the standard Chebyshev sum in-
equality. With K = 2, we have

E[f(X)g(X)] > E[f(X)]E[g(X)] + 1
4 E[|f(X)− f(Y )|]E[|g(X)− g(Y )|] , (B.6)

where X and Y are i.i.d. random variables. To evaluate the second term on the RHS in
(B.6), the next proposition is useful.

Proposition 22. Let Y and Ỹ be i.i.d. random variables on R with finite mean µ(1) =
E[Y ], variance µ(2) = E[(Y − µ(1))

2] and fourth centered moment µ(4) = E[(Y − µ(1))
4].

Then, the following inequality holds:

E[|Y − Ỹ |] > 2

(

µ3
(2)

µ(4)+3µ2
(2)

)1/2

.

Proof. We employ a lower-bound technique that is known as the fourth-moment method
[50]. For any random variable X that satisfies 0 6 E[X2] 6 E[X4] < ∞ and any q > 0,
the following inequality holds:

E[|X |] > 33/2

2q1/2

(

E[X2]− E[X4]
q

)

.

Letting q = 3E[X4]/E[X2], we have

E[|X |] > E[X2]3/2

E[X4]1/2
. (B.7)

In our case, X has the form Y − Ỹ , where Y and Ỹ are i.i.d. random variables.
Provided that E[Y 4] < ∞, we have E[Y 2] 6 E[Y 4]1/2 <∞ by Schwarz inequality. Since
Y and Ỹ are i.i.d., we have that

E[|Y − Ỹ |2] = 2µ(2) (B.8)

E[|Y − Ỹ |4] = 2µ(4) + 6µ2
(2) . (B.9)

From (B.8), (B.9), and (B.7), we have the proposition statement.

Appendix C. Proofs of the Linear Convergence of Adaptive ES

Appendix C.1. Proof of Lemma 11

To prove Lemma 11, we use the following result:
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Proposition 23. Let x, y ∼ Pθn be i.i.d. Then,

Ex,y∼Pθn
[|u(q<θn(f(x)))− u(q<θn(f(y)))|] = 2

λ
∑

k=1

wk

(

1−
2k

λ+ 1

)

. (C.1)

Proof. Since q=θn(f(x)) = 0 holds Pθn -almost-surely, the distribution of f(x) with x ∼ Pθn

is absolutely continuous w.r.t. the Lebesgue measure. Hence, q<θn : R → [0, 1] is a
continuous function. From the well-known fact [51, Theorem 2.1] that the distribution
of P (X) with a random variable X having a continuous cumulative density function P
is uniform within [0, 1], we know that q<θn(f(x)) with x ∼ Pθn is uniformly distributed
in [0, 1]. Using this fact and the monotonicity of u to remove the absolute value, the

LHS of (C.1) can be written as Ex,y∼Pθn
[|u(q<θn(f(x)))− u(q<θn(f(y)))|] = 2

∫ 1

0

∫ 1

x (u(x)−

u(y))dydx. Note that
∫ 1

x
u(x)dy = (1−x)u(x) and

∫ 1

0

∫ 1

x
u(y)dydx =

∫ 1

0
xu(x)dx. Using

these equalities, we obtain Ex,y∼Pθn
[|u(q<θn(f(x)))−u(q

<
θn
(f(y)))|] = 2

∫ 1

0 (1− 2x)u(x)dx.

Substituting (11) and using the formula
∫ 1

0
xk(1− x)n−kdx = (n+1)−1

(

n
k

)−1
, we obtain

(C.1).

Now we prove Lemma 11. Note that F can be written as (10) with g as defined in
(8) and cratio = 1. We have 〈∇V (θ), g(x; θ)〉 = ‖x‖2 − E[‖x‖2]. Therefore,

〈∇V (θ), F (θ)〉 =

∫

u(q<θ (f(x)))(f(x) − E[f(x)])pθ(x)dx . (C.2)

Since u is monotonically decreasing under W2 and f(x) = ν(‖x‖) with a decreasing func-
tion ν, u(q<θ (f(x))) and ‖x‖2 − E[‖x‖2] are negatively correlated. Then, by Theorem 21
with K = 2 and Propositions 22 and 23, we can upper-bound the RHS of the above
equality by

−

(

λ
∑

k=1

wk

(

1−
2k

λ+ 1

)

)

(

E[(‖x‖2 − E[‖x‖2])2]3

E[(‖x‖2 − E[‖x‖2])4] + 3E[(‖x‖2 − E[‖x‖2])2]2

)1/2

,

(C.3)

where we used the fact that qfθ (f(x)) is uniformly distributed on [0, 1] under x ∼ p(·; θ).
Here, ‖x‖2/σ2 is non-centrally χ2 distributed with d degrees of freedom and non-
centrality parameter ξ(θ)2. The centered moments of this are well-known, so we have

E[(‖x‖2 − E[‖x‖2])2] = σ4 · (2(d+ 2ξ(θ)2))

E[(‖x‖2 − E[‖x‖2])4] = σ8 · (12(d+ 2ξ(θ)2)2 + 48(d+ 4ξ(θ)2)) .

Therefore,

E[(‖x‖2 − E[‖x‖2])2]3

E[(‖x‖2 − E[‖x‖2])4] + 3E[(‖x‖2 − E[‖x‖2])2]2

=
σ4

3

(d+ 2ξ(θ)2)3

(d+ 2ξ(θ)2)2 + 2(d+ 4ξ(θ)2)
>
σ4

3

d+ 2ξ(θ)2

1 + 4/d
>
σ4

3

d+ ξ(θ)2

1 + 4/d
=
σ2

3

V (θ)

1 + 4/d
.

Substituting the RMS of the above inequality into (C.3) completes the proof.
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Appendix C.2. Proof of Lemma 12

For x ∼ Pθ, let z = (x −m)/σ and zm = 〈m/‖m‖, z〉. First, we show that for any
ε > 0 there exists an ηε > 0 such that for any θ ∈ Θ satisfying ξ(θ) > ηε,

E
[
∣

∣q<θ (f(x)) − Φ (ze)
∣

∣

2]1/2
6 ε+ 2−1 · (d/π)1/2 · ξ(θ)−1 . (C.4)

Let

Q<
θ (t) := Pr

y∼Pθ

[(

‖y‖2 − (‖m‖2 + dσ2)
)

/(2σ‖m‖) < t
]

.

Then,

q<θ (f(x)) = Q<
θ

(

‖x‖2 − (‖m‖2 + dσ2)

2σ‖m‖

)

= Q<
θ

(

zm +
σ(‖z‖2 − d)

2‖m‖

)

.

Lemma 8 of [52] shows that lim‖m‖/σ→∞ supt∈[0,1]|Q
<
θ (t)− Φ (t)| = 0. That is, for any

ε > 0, there exists ηε > 0 such that for any θ ∈ Θ satisfying ξ(θ) > ηε and any x = m+σz,

∣

∣q<θ (f(x)) − Φ
(

zm + ξ(θ)−1(‖z‖2 − d)/2
)
∣

∣ 6 ε .

Because of the Lipschitz continuity of Φ with constant 1
(2π)1/2

, we have

∣

∣Φ
(

zm + ξ(θ)−1(‖z‖2 − d)/2
)

− Φ (zm)
∣

∣ 6 ξ(θ)−1(‖z‖2 − d)/(8π)1/2 .

Then, by using the Minkowski inequality as well as E[(‖z‖2−d)2] = 2d, we obtain (C.4).
Next, we show that

〈

∇ξ(θ), σ

∫

u (Φ (zm))

[

z
(‖z‖2 − d)/(2d)

]

ψ(z)dz

〉

6 −
C̄σ

2d
ξ(θ) . (C.5)

The LHS is
∫

u (Φ (zm)) zmψ(z)dz − ξ(θ)

∫

u (Φ (zm)) ((‖z‖2 − d)/(2d))ψ(z)dz .

Because u is decreasing under W2 and because Φ (zm) and zm are positively correlated,
the first term is upper-bounded by

∫

u (Φ (zm))ψ(z)dz
∫

zmψ(z)dz = 0 in light of Theo-
rem 21 with K = 1. The integral in the second term is

∫

u (Φ (zm)) (‖z‖2 − d)/(2d)ψ(z)dz

=
∫

u (Φ (zm)) (z2m − 1)/(2d)ψ(z)dz

+
∫

u (Φ (zm)) ((‖z‖2 − z2m)− (d− 1))/(2d)ψ(z)dz

= C̄σ/(2d) ,

where, for the last equality, we used the facts that zm and ‖z‖2 − z2m are independent
and the expectation of the latter is d− 1. Hence, we obtain (C.5).
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Finally, we obtain

〈∇ξ(θ), F (θ)〉 =

〈

∇ξ(θ), σ

∫

u (Φ (zm))

[

z
(‖z‖2 − d)/(2d)

]

ψ(z)dz

〉

+ σ

∫

(

u
(

q<θ (f(m+ σz))
)

− u (Φ (zm))
)

〈

∇ξ(θ),

[

z
(‖z‖2 − d)/(2d)

]〉

ψ(z)dz .

The first term is upper-bounded by −(C̄σ/(2d))ξ(θ), as shown in (C.5). By using the
Schwarz inequality as well as (C.4) and the Lu-Lipschitz continuity of u, the second term
is upper-bounded by

Lu ·

(

ε+

(

d

4π

)1/2

ξ(θ)−1

)(

∫
(

zm −
‖z‖2 − d

2d
ξ(θ)

)2

ψ(z)dz

)1/2

.

By using the Minkowski inequality as well as E[z2m] = 1 and E[(‖z‖2 − d)2] = 2d, we can
further bound it by

Lu ·

(

ε+

(

d

4π

)1/2

ξ(θ)−1

)

(

1 +
1

(2d)1/2
ξ(θ)

)

= Lu ·

[

ε

(2d)1/2
ξ(θ) + ε+

(

d

8π

)1/2

+

(

d

4π

)1/2

ξ(θ)−1

]

.

Then, we obtain

〈∇ξ(θ), F (θ)〉

ξ(θ)
6 −

(

C̄σ

2d
−

Lu · ε

(2d)1/2

)

+

(

ε+

(

d

8π

)1/2
)

Lu

ξ(θ)
+

(

d

4π

)1/2
Lu

ξ(θ)2
.

Since ε > 0 is arbitrary, for any Cσ ∈ (0, C̄σ] we can take a sufficiently small ε > 0 and
a sufficiently large η > ηε for the RHS of the above inequality to be upper-bounded by
−Cσ/2d under ξ(θ) > η. This completes the proof.

Appendix C.3. Proof of Lemma 13

For simplicity, we write Wi = w(i;xn,1, . . . , xn,λ) and Zi = (xn,i −mn)/σn. Then,

En[‖Fn‖
2] = σ2

n E





∥

∥

∥

∥

∥

λ
∑

i=1

Wi

[

Zi
‖Zi‖

2−d
2d

]∥

∥

∥

∥

∥

2


 6 σ2
n E





(

λ
∑

i=1

|Wi|

∥

∥

∥

∥

∥

[

Zi
‖Zi‖

2−d
2d

]∥

∥

∥

∥

∥

)2




6 σ2
n E





λ
∑

i=1

|Wi|
2

λ
∑

i=1

∥

∥

∥

∥

∥

[

Zi
‖Zi‖

2−d
2d

]∥

∥

∥

∥

∥

2


 6 σ2
n

(

λ
∑

i=1

w2
i

)

E





λ
∑

i=1

∥

∥

∥

∥

∥

[

Zi
‖Zi‖

2−d
2d

]∥

∥

∥

∥

∥

2




6 σ2
nλ

(

λ
∑

i=1

w2
i

)

(

d+
1

2d

)

.

This completes the proof.
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Appendix C.4. Proof of Lemma 14

For simplicity, we write Wi = w(i;xn,1, . . . , xn,λ) and Zi = (xn,i −mn)/σn. Under
W1, we have σn+1 > σn(1−α/2) for any n. Hence, σk > σ0(1−α/2)k > (1−α/2)N for
any k ∈ J0, NK. Next, observe

‖mn+1 −mn‖

σn+1
=

∥

∥

∥
α
∑λ

i=1WiZi

∥

∥

∥

1 + α
∑λ

i=1Wi(‖Zi‖2 − d)/(2d)

6
α(
∑λ

i=1Wi‖Zi‖
2
)1/2

1 + α
∑λ

i=1Wi(‖Zi‖2 − d)/(2d)
6

(

dα

2− α

)1/2

.

Here, for the last inequality, we used that the LHS takes its maximal value (which is

equal to the RHS) at
∑n

i=1Wi‖Zi‖
2
= (2− α)d/α. Then,

‖mn+1‖

σn+1
6

‖mn+1 −mn‖

σn+1
+

‖mn‖

σn+1

6
‖mn+1 −mn‖

σn+1
+
(

1−
α

2

)−1 ‖mn‖

σn
6

(

dα

2− α

)1/2

+
(

1−
α

2

)−1 ‖mn‖

σn
.

Then, it is easy to see that for any k ∈ J0, NK,

‖mk‖

σk
6

(

1−
α

2

)−N ‖m0‖

σ0
+

(1− α/2)−N − 1

(1− α/2)−1 − 1

(

dα

2− α

)1/2

.

This completes the proof for Θα,N(θ0).

Next, we supply the proof for Θ̃Nα(θ0). Note ‖F (θ)‖ = ‖E[Fn | θn = θ]‖ 6 E[‖Fn‖2 |

θn = θ]1/2 6 C
1/2

13 · σ. Then, it is easy to see that σ0 exp(−C
1/2

13 · t) 6 ϕσ(t; θ0) 6

σ0 exp(C
1/2

13 · t) for any t > 0. Hence, σ0 exp(−C
1/2

13 ·Nα) 6 ϕσ(t; θ0) 6 σ0 exp(C
1/2

13 ·Nα)

for all t ∈ [0, Nα]. Observe that

d

dt
ξ(ϕ(t; θ0)) 6 ‖∇ξ(ϕ(t; θ0))‖ · ‖F (ϕ(t; θ0))‖ 6 C

1/2

13 (1 + ξ(ϕ(t; θ0))) ,

where we used ‖∇ξ(θ)‖ = ‖(m/‖m‖,−‖m‖/σ)‖/σ = (1+ ξ(θ)2)1/2/σ 6 (1+ ξ(θ))/σ and

‖F (θ)‖ 6 C
1/2

13 ·σ. Then, for any t ∈ [0, Nα], we have ξ(ϕ(t; θ0)) 6 (1+ξ(θ0)) ·exp(C
1/2

13 ·

Nα)− 1. This completes the proof for Θ̃Nα(θ0).

Appendix C.5. Proof of Lemma 15

Note first that g(x; θ) = ∇̃θ ln pθ(x) = I(θ)−1∇θ ln pθ(x). It is enough to show that
the operator norm of ∇θF (θ) is bounded by L15, where

∇θF (θ) = ∇θ

∫

u(q<θ (f(x)))∇̃θ ln(pθ(x))pθ(x)dx

=
∫

∇̃θ ln(pθ(x))∇θu(q
<
θ (f(x)))

Tpθ(x)dx

+
∫

u(q<θ (f(x)))∇θ(∇̃θ ln(pθ(x)))pθ(x)dx

+
∫

u(q<θ (f(x)))∇̃θ ln(pθ(x))∇θ ln(pθ(x))
Tpθ(x)dx .
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For the first term, noting that

‖∇θq
<
θ (f(x))‖ = ‖

∫

f(y)6f(x)∇θ ln(pθ(y))pθ(y)dy‖ 6
∫

f(y)6f(x)‖∇θ ln(pθ(y))‖pθ(y)dy

6
∫

‖∇θ ln(pθ(y))‖pθ(y)dy 6

(

∫

‖∇θ ln(pθ(y))‖
2pθ(y)dy

)1/2

= Tr(I(θ))1/2 ,

we have

‖
∫

∇̃θ ln(pθ(y))∇θu(q
<
θ (f(x)))

Tpθ(x)dx‖

= ‖
∫

u′(q<θ (f(x)))∇̃θ ln(pθ(y))∇θq
<
θ (f(x))

Tpθ(x)dx‖

6 maxs∈[0,1]|u
′(s)| ·

∫

‖∇θq
<
θ (f(x))‖‖∇̃θ ln(pθ(y))‖pθ(x)dx

6 maxs∈[0,1]|u
′(s)| · Tr(I(θ))1/2 ·

∫

‖∇̃θ ln(pθ(y))‖pθ(x)dx

6 maxs∈[0,1]|u
′(s)| · Tr(I(θ))1/2 ·

(

∫

‖∇̃θ ln(pθ(y))‖2pθ(x)dx
)1/2

= maxs∈[0,1]|u
′(s)| · Tr(I(θ))1/2 · Tr(I(θ)−1)1/2 = maxs∈[0,1]|u

′(s)| · (3d2 + 3/2)1/2 ,

where we used I(θ) = diag(Id, 2d)/σ
2.

For the second term,

∇θ(∇̃θ ln(pθ(x))) =

[

−I 0
−(x−m)/(dσ) −‖x−m‖2/(2dσ2)− 1/2

]

,

implying that ∇θ(∇̃θ ln(pθ(x))) is negative definite. Then,

‖
∫

u(q<θ (f(x)))∇θ(∇̃θ ln(pθ(x)))pθ(x)dx‖

6 maxs∈[0,1]|u(s)| · ‖
∫

∇θ(∇̃θ ln(pθ(x)))pθ(x)dx‖

= maxs∈[0,1]|u(s)| ·

∥

∥

∥

∥

[

−Id 0
0 −1

]∥

∥

∥

∥

= maxs∈[0,1]|u(s)| .

For the third term, using the fact that ∇θ ln(pθ(x))∇θ ln(pθ(x))
T is positive definite,

we have

∥

∥

∫

u(q<θ (f(x)))I(θ)
−1∇θ ln(pθ(x))∇θ ln(pθ(x))

Tpθ(x)dx
∥

∥

6 maxs∈[0,1]|u(s)| ·
∥

∥

∫

I(θ)−1∇θ ln(pθ(x))∇θ ln(pθ(x))
Tpθ(x)dx

∥

∥

= maxs∈[0,1]|u(s)| ·
∥

∥I(θ)−1I(θ)
∥

∥ = maxs∈[0,1]|u(s)| ·
∥

∥Idim(θ)

∥

∥ = maxs∈[0,1]|u(s)| .

Noting that |u(s)| 6 λ|wi| and |u′(s)| 6 λ(λ−1)maxi|−wi+wi+1|, the proof is complete.
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