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Stochastic reactionnetworkswith input processes:

Analysis and application to gene expression inference ?

Eugenio Cinquemani a

aUniv. Grenoble Alpes, Inria, 38000 Grenoble, France

Abstract

Stochastic reaction network modelling is widely utilized to describe the probabilistic dynamics of biochemical systems in general,
and gene interaction networks in particular. The statistical analysis of the response of these systems to perturbation inputs is
typically dependent on specific perturbation models. Motivated by reporter gene systems, widely utilized in biology to monitor
gene activity in individual cells, we address the analysis of reaction networks with state-affine rates in presence of an input
process. We develop a generalization of the so-called moment equations that precisely accounts for the first- and second-order
moments of arbitrary inputs without the need for a model of the input process, as well as spectral relationships between the
network input and state. We then apply these results to develop a method for the reconstruction of the autocovariance function
of gene activity from reporter gene population-snapshot data, a crucial step toward the investigation of gene regulation, and
demonstrate its performance on a simulated case study.
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1 Introduction

Stochastic Reaction Network (SRN) modelling is
widespread [37]. In cellular biology, fundamental SRN
modelling and analysis tools such as the Chemical
Master Equation (CME, [11]) or the Moment Equa-
tions (ME, [15]) are widely utilized to investigate, in
particular, gene expression dynamics and interactions
in single cells [36,17,29]. Most often in this context, net-
work dynamics depend on perturbation processes that
are partially or completely unknown. Analysis of SRNs
in presence of perturbations is thus an important chal-
lenge per se [16,21,39]. A common technique to monitor
gene expression dynamics are reporter gene systems,
DNA constructs enabling quantification of the activity
of a gene of interest via the monitoring of a visible (e.g.
fluorescent) reporter protein [13,41]. Gene activity acts
as a perturbation input on the reporter dynamics, and
is the object of biological interest. The challenge is to
learn its properties from the available readouts.

In this paper, we address statistical analysis of SRNs
with input processes, and its application to the recon-
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struction of input process statistics in reporter gene sys-
tems. As a first contribution, for the fundamental class
of SRN with state-affine reaction rates, we generalize
the standard MEs to account for the presence of vir-
tually arbitrary input processes, and establish the rela-
tionship between input and state power spectra. Using
our generalized MEs in conjunction with tools from reg-
ularized estimation, our second contribution is an origi-
nal algorithm for the inference of first- and second-order
gene activity statistics (in particular, its autocovariance
function) from population-snapshot data, that is, time-
profiles of reporter abundance statistics easily obtained
e.g. by flow-cytometry experiments [13,40].

Our contribution to the analysis of SRNs with stochas-
tic input processes, vastly extending the preliminary
results in [6], is novel to the best of our knowledge. Con-
trary to existing work where mean-field, linear-noise,
or other approximations of the CME are utilized (see
e.g. [27,34]), our analysis is a general, exact consequence
of the CME. A similar approach is taken in [20], but
in absence of stochastic inputs, and occasionally for
specific case studies (see e.g. [38]). On the other hand,
the key novelty of our statistics inference method is
that no model for the input process is required. Current
competing techniques (e.g. [40,19,18,13,24,5]) reduce
the problem to estimating unknown parameters of a
given model for the input dynamics, with much loss
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of generality, or rely on observations of individual cell
trajectories that require far more complex experiments
(see e.g. [35,41,22]). Exceptions are few and typically
based on approximations [26,14,31]. Our method can be
seen as a generalization of existing deconvolution meth-
ods [42,9,33] from the case of single input profiles to that
of input process statistics, providing a new tool for the
investigation of unknown gene regulatory mechanisms.
In a broader perspective, this work leverages approaches
from stochastic processes, estimation and control theory
to develop novel results on the modelling and analysis
of biochemical processes, and methods for their recon-
struction from experimental data. Due to the nature
of SRN models, our results contribute to the theory on
Continuous-Time Markov Chains (CTMCs, [37,25]) in
particular, and Stochastic Hybrid Systems [15,23] in
general, with further potential applications for these
systems. The application treated here also reiterates
the interest of control-theoretic approaches in the ever-
increasing fields of systems and synthetic biology.

The paper is organized as follows. Sec. 2 discusses SRNs
with state-affine rates. Our original analysis of SRNs
with input processes is developed in Sec. 2.1. Sec. 3 is
dedicated to reporter gene systems, with our original
method for the reconstruction of gene activation statis-
tics developed in Sec. 3.1. Performance of the method
is evaluated in simulation on a realistic case study in
Sec. 4. Perspectives of the work are discussed in Sec. 5.

Notation: N, Z, R and R+ denote natural, integer, real
and nonnegative real numbers, respectively. For a set
T ⊂ R, 1T (·) is the indicator function of T , and 1(·)
is the unit step function 1[0,+∞)(·). || · || denotes Eu-
clidean norm. For two random vectorsX and Y ,E[X] de-
notes expectation of X, Cov(X,Y ) = E[(X−E[X])(Y −
E[Y ])T ] (superscript “T ” denoting transposition) and
Var(X) = Cov(X,X). P[ · ] denotes probability.

2 Stochastic reaction networks with inputs:
Generalized Moment Equations

A reaction network is a family of n ∈ N chemical species
S1, . . . ,Sn and m ∈ N reactions R1, . . . ,Rm that may
occur among them in a given reaction volume. The sto-
ichiometry matrix, S = [S1, . . . , Sm] ∈ Zn×m, is de-
fined such that the ith row of Sj is the net change in
the number of molecules of Si when reaction Rj oc-
curs, with i = 1, . . . , n and j = 1, . . . ,m. Let Xi(t) be
the number of molecules of Si at time t, and X(t) =
[X1(t) · · · Xn(t)]T . In a well-stirred volume, the dynam-
ics of X(t) is governed by the transition probabilities

P[X(t+ dt) = x+ Sj |X(t) = x] = wj(x, t)dt+ o(dt),

where wj(x, t) ≥ 0 is the so-called rate function of re-
action Rj , while o(dt) denotes terms that vanish faster

than dt when dt → 0 [37]. In this limit, wj has the in-
terpretation of probability that Rj occurs per unit time
dt. It depends on x, the current abundance of the dif-
ferent species, as dictated by the mass-action laws [11],
and possibly on time due to e.g. environmental pertur-
bations. Hence X(t) is a random state vector, and it fol-
lows the laws of a CTMC. We concentrate on reaction
rates wj(x, t) of the form

WT
j x+ fj(t), j = 1, . . . ,m, (1)

where Wj ∈ Rn+ is a constant column vector and fj :
R → R+ is a piecewise continuous function. This form
is peculiar of networks with zeroth- or first-order re-
actions, and constitutes the basis for approximate de-
scription of more complex reaction dynamics [36] (see
also comments in Sec. 5). Let W = [W1, . . . ,Wm]T and
f = [f1, . . . , fm]T . For a given initial condition X(0) =
x0, let us write Xf,x0 to emphasize the dependence of
the state process X on f(·) and x0. The evolution of
the mean µf,x0(t) = E[Xf,x0(t)] and covariance matrix
Σf,x0(t) = Var

(
Xf,x0(t)

)
are given by the well-known

moment equations (see e.g. [15])

µ̇f,x0(t) = SWµf,x0(t) + Sf(t), (2)

Σ̇f,x0(t) = SWΣf,x0(t) + Σf,x0(t)WTST +Qf,x0(t),
(3)

with Qf,x0(t) = Sdiag
(
Wµf,x0(t) + f(t)

)
ST , µf,x0(0) =

x0, Σf,x0(0) = 0. Moreover, the autocovariance function
ρf,x0(z, t) = Cov

(
X(z), X(t)

)
obeys [20]

∂

∂z
ρf,x0(z, t) = SWρf,x0(z, t), (4)

with z ≥ t and ρf,x0(t, t) = Σf,x0(t). As the notation
suggests, all these statistics depend on f and x0. For the
later developments, we need to consider the closed-form
solution of Eq. (2)–(4). Define `(t) = exp(SWt)1(t).
For any vector or matrix function g, also define Ltg =∫
dτ `(t− τ)g(τ), L ∗t g =

∫
dζ g(ζ)`(t− ζ)T and L ◦t g =∫

dτ `(t−τ)g(τ)`(t−τ)T , where all integrals extend over
R+. For a function g(τ, ζ) depending on two arguments
τ and ζ, let Lt and L ∗t operate integration respectively
in the first argument (τ) and second argument (ζ). We
have the following result (see proof in Appendix A).

Proposition 1 For any t ≥ 0 and z ≥ t, µf,x0(t) =
`(t)x0 + Lt(Sf) and ρf,x0(z, t) = `(z − t)L ◦t (Qf,x0).

2.1 Generalized moment equations

Consider a network with affine rates (1). We now con-
sider the case where f is one possible outcome of a
stochastic process F = [F1, . . . , Fm]T . We make a stand-
ing assumption.
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Assumption 1 For all t and j = 1, . . . ,m it holds that

P[X(t+ dt) = X(t) + Sj |X(t), F (·)] =[
WT
j X(t) + Fj(t)

]
dt+ o(dt). (5)

In other words we stipulate that, when f is an outcome
of the random process F , Eq. (1) are the conditional
reaction rates of the network. This is a nontrivial fact.
Indeed, according to (5), the evolution of X at time t
given X(t) and the whole history of F depends on F (t)
but is statistically independent of the future of F . This
is analogous to the notion of stochastic causality used
to characterize absence of feedback from a stochastic
dynamical process (X) into its own input (F ) [12,3]. For
this class of networks, we wish to characterize the first-
and second-order statistics of X as a function of the
statistics of F . In agreement with the earlier definition
of f , we require that E[F (t)] ≥ 0 elementwise for all t.
Denote

µF (t) = E[F (t)], ρF (z, t) = Cov
(
F (z), F (t)

)
,

µ(t) = E[X(t)], ρ(z, t) = Cov
(
X(z), X(t)

)
,

as well as Σ(t) = ρ(t, t) and ξF (t) = Cov
(
X(0), F (t)

)
.

Proposition 2 Assume that first- and second-order mo-
ments of F are uniformly bounded. For any t ≥ 0 and
z ≥ t, it holds that µ(t) = `(t)µ(0) + Lt(SµF ) and

ρ(z, t) = `(z)Σ(0)`(t)T + LzL
∗
t (SρFS

T )+

`(z)L ∗t (ξFS
T ) + Lz(Sξ

T
F )`(t)T + `(z − t)L ◦t Q,

with Q(t) = Sdiag
(
Wµ(t) + µF (t)

)
ST . It follows that

µ̇(t) = SWµ(t) + SµF (t), (6)

Σ̇(t) = SWΣ(t) + Σ(t)WTST +Q(t)+ (7)

Vξ(t, t) + V Tξ (t, t) + Vρ(t, t) + V Tρ (t, t),

∂

∂z
ρ(z, t) = SWρ(z, t) + Vξ(z, t) + Vρ(z, t), (8)

Vξ(z, t) = SξF (z)T `(t)T , Vρ(z, t) = L ∗t (SρF (z, ·)ST ).

The proof of this (see appendix) relies on Assumption 1
to treat (2)–(4) as the equations for the conditional mo-
ments of X given F = f , and to infer the moments of
X by marginalization. Comparing (6)–(8) with (2)–(4),
one sees that the stochasticity of F contributes the in-
put terms Vξ and Vρ. Moreover, first- and second-order
statistics of X are related with those of F via linear
transformations. In the next section we will exploit this
fact to develop effective reconstruction methods for the
statistics of F from measured statistics of X for a case
study of high interest in microbiology. To conclude this
section, consider the case where F has stationary mean

Fig. 1. Reporter gene system. The coding sequence of a
reporter protein is placed under the control of the pro-
moter of a gene of interest. Upon gene expression, reporter
mRNA molecules are transcribed from the gene and further
translated into visible (quantifiable) protein molecules. Both
mRNA and protein molecules are subject to degradation.

µ̄F = µF (·) and autocovariance ρ̄F (δ) = ρF (·+δ, ·), with
δ ∈ R+. Let `−(·) = `(−·) and “∗” denote convolution.

Proposition 3 If all eigenvalues of SW have negative
real part, for t → +∞, µ(t) → µ̄ = −(SW )−1Sµ̄F and
ρ(t + δ, t) → ρ̄(δ) =

[
` ∗ (Sρ̄FS

T ) ∗ `T−
]
(δ) + `(δ)Σ̄◦,

where, for Q̄ = Sdiag(Wµ̄ + µ̄F )ST , Σ̄◦ is the unique
solution of 0 = SW Σ̄◦ + Σ̄◦WTST + Q̄.

This result, proven in the appendix, allows one to gen-
eralize existing results on the power spectrum of X [20]
to the presence of a random input process. Let R = F ρ̄
and RF = F ρ̄F be the power spectral densitites of X
and F , where F denotes Fourier transform [28]. From
the expression of ρ̄ in Prop. 3, using well-known proper-
ties of Fourier transforms, R(iω) is found to be

L(iω)SRF (iω)STL(−iω)T + L(iω)Σ̄◦ + Σ̄◦L(−iω)T ,

where ω ∈ R, i is the imaginary unit, and L = F `. The
randomness of F contributes the leftmost term, which
is equivalent to the output spectrum of a linear filter
with frequency response L(iω)S and input F [28]. The
remaining terms depend on µ̄F via Σ̄◦. They account for
the deterministic component of F and correspond to the
results in [20].

3 Reporter systems: Inference of gene activity
statistics from population-snapshot data

In experimental biology, reporter systems are genetic
constructs engineered in cells to monitor the activity of
a gene of interest by the experimental quantification of
a fluorescent protein that is synthesized when the gene
is expressed. The system is illustrated in Fig. 1. Gene
expression kinetics may be described by the reactions

R1 : ∅ kM ·U−−−→M R2 : M
dM−−→ ∅

R3 : M
kP−−→M + P R4 : P

dP−−→ ∅
(9)

[10,17], where M and P denote mRNA and protein
species, respectively, while kM , dM , kP and dP are posi-
tive rate parameters. R1 (transcription) represents syn-
thesis (appearence) of one new mRNA molecule. R3
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(translation) describes the synthesis of one new molecule
of protein P (from an existing mRNA molecule). R2

and R4 describe the degradation (disappearence) of one
mRNA and one protein molecule, respectively. Finally,
U is a binary process representing promoter activity,
such that, at time t, U(t) = 1 if the gene can be tran-
scribed (R1 is enabled), and U(t) = 0 otherwise [29]. In
the context of this paper, P is the fluorescent protein.

In individual cells, reactions are best described as
random events. System (9) is then a stochastic re-
action network that can be modelled in accordance
with Sec. 2. Let X1(t) and X2(t) denote the abun-
dance of M and of P at time t, in the same order.
Define F (t) = [kMU(t), 0, 0, 0]T . From the laws of
mass-action [11], in agreement with standard models in
the literature [29,10,17], the rates of reactions (9) are
in the affine form of Sec. 2, that is, they are equal to
WX(t)+F (t). In turn, matrix W and the stoichiometry
of the system are given by

S =

[
1 −1 0 0

0 0 1 −1

]
, W =

[
0 dM kP 0

0 0 0 dP

]T
.

For this system, we postulate that Assumption 1 holds.
This is biologically reasonable since by definition re-
porter genes are foreign to the host cell, therefore prod-
ucts M and P are not expected to participate in the
regulation of the cell genes.

3.1 Promoter statistics reconstruction method

We now develop a method to reconstruct second-order
statistics of the promoter activity U from mean and vari-
ance measurements of the reporter protein abundance
Y = X2. This type of data stems from flow-cytometry
experiments, where the empirical statistics of Y at differ-
ent times tk, with k = 0, . . . ,M − 1, are computed from
samples of many (e.g. 104 or more) cells from a given cel-
lular population. To develop our method, we apply the
results of Sec. 2 assuming that the gene expression model
described above is exact. Since no hypothesis is made on
the mechanisms governing U , and the modelling of the
transcription and translation steps is widely accepted,
reconstruction errors due to modelling inaccuracy are
expected to be negligible for a variety of real systems.

Following [40], by the law of large numbers, mean and
variance measurements obey

µ̃Y (tk) = µ∗Y (tk) + eµk , σ̃2
Y (tk) =σ∗Y

2(tk) + eσk , (10)

where µ∗Y (tk) and σ∗Y (tk) denote the true mean and vari-
ance of Y at time tk, while the errors (eµk , e

σ
k) are approx-

imately Gaussian, zero-mean and uncorrelated across
k, with covariance matrix determined from the data.

We consider the case where U(t) is wide-sense station-
ary, that is, with constant mean µ̄∗U and autocovariance
function ρ̄∗U (δ) only depending on time lag δ ∈ R, and
X(0) = 0. In practice, these conditions should be war-
ranted by suitable experiment design. Expressing the
statistics of F in terms of those of U , Eq. (6)–(7) become

µ̇(t) = SWµ(t) +
[
kM µ̄U 0

]T
, (11)

Σ̇(t) = SWΣ(t) + Σ(t)WTST +Q(t) + Λρ̄U (t), (12)

with µ(0) = 0 and Σ(0) = 0, where Λρ̄U (t) = Vρ(t, t) +
V Tρ (t, t) with ρ(t+δ, t) = diag(k2

M ρ̄U
(
δ), 0

)
(for the def-

inition of Vρ(t, t) and Q(t) see Prop. 2). The true mean
and variance in (10) then obey µ∗Y (tk) = Cµ∗(tk) and

σ∗Y
2(tk) = CTΣ∗(tk)C, where µ∗ and Σ∗ are the solu-

tion of (11)–(12) corresponding to the true but unknown
statistics µ̄U = µ̄∗U and ρ̄U = ρ̄∗U , and C = [0, 1]T .
Eq. (11)–(12) depend on θ = (kM , dM , kP , dP ). These
are design parameters of the reporter system, hence we
assume they are known. We may then formulate the re-
construction problem as follows.

Problem 1 Given measurements (10), estimate the un-
known quantities µ̄∗U and ρ̄∗U (·) using model (11)–(12)
with all parameters known.

Mean µ̄∗U can be immediately found by fitting the data-
points µ̃Y with the solution of (11) as a function of the
only unknown µ̄U . Therefore we assume µ̄∗U known, call
µ∗(·) the corresponding solution of (11), and Q∗(t) the
expression of Q(t) determined by µ̄∗U and µ∗(·). We thus
concentrate on the following problem reformulation.

Problem 2 Given data σ̃2
Y (·), estimate ρ̄∗U (·) using (12)

with all parameters and Q(·) = Q∗(·) known.

Let Σ̂(t|ρ̄U , Q) be the solution of (12) at time t for generic
Q and ρ̄U . Since Λρ̄U (t) is a linear functional of ρ̄U ,

Σ̂(t|ρ̄U , Q) is linear in ρ̄U and Q. Problem 2 is thus a lin-
ear inverse one. However, data sampling and the infinite
dimension of ρ̄U (·) make it ill-posed [2]. The solution we
propose is based on Tikhonov regularization [8]. An es-
timate ρ̂U of ρ̄∗U is defined as a solution of

inf
ρ̄U∈C

M−1∑
k=0

α2
k

(
σ̃2
Y (tk)− CT Σ̂(tk|ρ̄U , Q∗)C

)2

+ γQ(ρ̄U )

(13)
where the α2

k = var(eσk)−1 are fixed from the data as in
[40] (see discussion of Eq. (10)), and for some regulariza-
tion parameter γ ≥ 0, term γQ(ρ̄U ) penalizes irregular
solutions. C is the convex cone of positive semi-definite
functions that autocovariance ρ̄U must belong to [28]. In

view of the linearity of Σ̂(t|ρ̄U , Q∗), this is a convex prob-
lem as long as Q is convex. The challenge we address
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here is to turn this formal solution into a computation-
ally tractable yet effective procedure. To do this, we con-
sider approximate solutions ρ̂U of the form R · ĉ, where,
for some N ∈ N, ĉ ∈ RN , R(·) = [r1(·), . . . , rN (·)] and
the r`(δ), with ` = 1, . . . , N , are suitably chosen func-
tions, symmetric around δ = 0 in view of the symmetry
of ρ̄U . Define V (·) = [v1(·), . . . , vN (·)] where, for every `,

v`(·) = CT Σ̂(· |r`, 0)C, and v0(·) = CT Σ̂(· |0, Q∗)C. Us-

ing equality CT Σ̂(· |Rc,Q∗)C = v0(·) + V (·)c, Eq. (13)
becomes

inf
c∈RN

M−1∑
k=0

α2
k

(
σ̃2
Y (tk)− v0(tk)− V (tk)c

)2
+ γQ(Rc)

(14)

s.t. R(·)c ∈ C . (15)

Among the possible choices of R that allow for a dense
approximation of C (as N → ∞), we propose one that
makes computation of V easy and at the same time leads
to an explicit formulation of constraint (15). First no-
tice that V (t0), . . . ,V (tM−1) are independent of R(δ)
for δ /∈ T = [0, tM−1). In view of this, let τ0, . . . , τN
be a uniform partition of T (0 = τ0 < τ1 < . . . <
τN−1 < τN = tM−1). For ` = 1, . . . , N , define the func-
tions r` over (−tM−1, tM−1) as r`(δ) = 1[τ`−1,τ`)(|δ|). In
this case, for every `, the explicit expression of Λr`(t)

is easily computed, and thus v`(tk) = CT Σ̂(tk|r`, 0)C
can be evaluated by straightforward numerical integra-
tion of (12) (with Λr` in place of Λρ̄U ) at increasing time
points k = 0, . . . ,M − 1. Moreover, since R(·)c is piece-
wise constant with values given by the entries of c, the
infinite-dimensional constraint (15) can be replaced by
its finite-dimensional version

T (c) ∈ CN , (16)

where T (c) denotes the symmetric Toeplitz matrix with
first column equal to c, and CN is the convex cone of
positive semi-definite matrices of order N [28]. Finally,
Q(Rc) can be simply defined as ||∆2c||, with ∆2c the
vector of finite second-order differences of c, a natu-
ral adaptation of the standard second-order roughness
penalty

∫
(r̈(δ))2dδ [8,30] to the piecewise-constant func-

tion Rc. In summary, estimate ρ̂U = Rĉ of ρ̄∗U is ob-
tained from the solution ĉ of the quadratic problem (14)
with linear constraints (16), which is straightforward to
compute by numerical optimization [4].

Of course, the solution depends on the regularization
factor γ, the larger the γ the smoother the solution
at the price of reduced fit to the data. Yet its choice
can be automated in several ways. In our case, since
the measurement error statistics αk are known, we
can rely on the discrepancy principle [1]. Given the
fitting error êγk = σ̃2

Y − v0(tk) − V (tk)ĉγ (here super-
script “γ” emphasizes dependency of the solution on γ)

0 20 40 60 80 100
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Fig. 2. Example of fluorescent reporter snapshot data µ̃Y

(black circles) and σ̃Y (red crosses).

this approach selects γ as the largest value such that
|| [α0ê

γ
0 , . . . , αM−1ê

γ
M−1] || ≤

√
M . Intuitively, this cor-

responds to just the right amount of regularization such
that fitting error is within the range of measurement
error. In practice, this is implemented by a search over
a logarithmic grid of candidate values of γ spanning
different orders of magnitude. Note that this procedure
only relies on the available experimental measurements.

4 Numerical results

We now demonstrate the autocovariance reconstruction
method of Sec. 3.1 on a simulated example of the gene ex-
pression model (9). We consider a case where the binary
process U has a fixed switch-off rate λ− and a stochastic
switch-on rate B ·λ+, where B is a latent binary process
with constant switch-on and switch-off rates β+ and β−,
respectively. Biologically, B models the random binding
and unbinding of a transcription factor that is necessary
for the activation of gene expression (U can switch-on
only when B = 1). For simulating fluorescent reporter
snapshot data, we use this model with parameter val-
ues of biological relevance [17], (λ+, λ−) = (0.1, 0.05)
[min−1] and (β+, β−) = (0.1351, 0.1) [min−1]. These val-
ues are also such that U spends on average an equal time
in the on and off states (that is, µ̄U = 0.5 by construc-
tion). For reconstruction instead, we consider that the
above model for the dynamics of U is not known and
aim at reconstructing the autocovariance function of U .
This is simply not possible with currently existing meth-
ods, which would require a known model for the reac-
tions governing the dynamics of U in order to estimate
its parameters (in this case, λ+, λ− and β+, β−). Con-
versely, for both simulation and reconstruction, we as-
sume that parameters θ are known (recall from Sec. 3.1
that these parameters do not enter the dynamics of U
and are design parameters of the reporter gene system).
Inspired by [17], we use the realistic parameter values
θ = (0.5, 0.1, 0.2, 0.01) [min−1].

In accordance with a realistic experimental scenario,
we assume that fluorescent reporter snapshot measure-
ments µ̃Y (tk) and σ̃2

Y (tk) are collected at M = 20 time
instants tk = 5 ·k [min], with k = 0, . . . ,M−1, from em-
pirical statistics over independent samples of 105 cells.
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Here we generate this data via repeated random sim-
ulations of the reaction network using StochKit [32].
Fig. 2 shows one simulated data set. The reconstruction
method of Sec. 3.1 with automated choice of the regu-
larization factor γ from the set {10p, p = 1, . . . , 10} is
implemented in Matlab, using CVX [7] for the optimiza-
tion of (14) under constraint (16). The method is imple-
mented with the partition of the measurement horizon
[0, 95] defined by τ` = `·Ts−Ts/2, with ` = 1, . . . , N−1,
where Ts = 95/(N − 1) and N = 150. Notice that
N �M makes regularization crucial. To assess statisti-
cal performance in the reconstruction of ρ̄∗U , estimation
is performed over 1000 randomly generated datasets,
yielding 1000 different estimates that are used to com-
pute empirical mean and standard deviation of ρ̂U (δ),
with δ ∈ T . For comparison, estimation is addition-
ally performed with regularization parameter fixed to
γ = 106, a convenient choice determined in advance by
trial and error, and estimation performance statistics are
also drawn in this case.

Results are illustrated in Fig. 3 and compared with ρ̄∗U ,
the true autocovariance function of U . (The computa-
tion of the latter is easy since the joint process (B,U) is
a finite-state Markov chain, but is not reported due to
space limitations.) For both the automated and the fixed
choice of γ, the true ρ̄∗U is duly contained in the con-
fidence band defined by mean

(
ρ̂U (δ)

)
± 2 · std

(
ρ̂U (δ)

)
,

δ ∈ T . Confidence bands are similar in the two cases, re-
markably narrow for small lags and nicely bounded for
δ roughly up to 75. In addition, despite regularization,
estimates show very limited bias, reconfirming excellent
estimation performance overall. Not surprisingly, uncer-
tainty diverges at larger lags, comparable with the du-
ration of the experiment. Mathematically, this follows
from the strict stability of matrix SW (eigenvalues are
−dM < 0 and −dP < 0), implying that (12) is a dynam-
ical transformation with exponentially decaying mem-
ory; SW also enters Λρ̄U in a way that cancels out the
tail of ρ̄U , thus preventing its reconstruction from the
data. Intuitively, all this reflects the fact that, for large
δ, the correlation between U(t − δ) and U(t) is not de-
tected by Y (t), since fluctuations of U(t−δ) are “forgot-
ten” at a rate determined by the reporter mRNA and
protein degradation rates dM and dP . The increased bias
above δ = 75, where reconstruction is most uncertain, is
arguably an artifact of the finite number of repetitions
of the estimation experiment. Compared with the fixed
choice of γ, the automated choice of regularization only
marginally increases bias and variance of the estimates
around δ = 0 (yet variance is smaller for large δ). For the
case into study, becauseU is a Bernoulli process, the con-
vex constraint µ̄∗U (1 − µ̄∗U ) = ρ̄U (0), relating the mean
(assumed known) with the variance var(U) = ρ̄U (0) of
the process, could also be added into the optimization
problem to ameliorate estimation around δ = 0. How-
ever, results not reported here show that this deterio-
rates estimation performance for δ away from 0.

Fig. 3. Statistics of estimator ρ̂U . Blue line: True au-
tocovariance ρ̄∗U (·); Red dashed line and shaded region:
mean

(
ρ̂U (·)

)
± 2 · std

(
ρ̂U (·)

)
as computed from 1000 simu-

lated estimation experiments, using the fixed regularization
factor γ = 106 (bottom-cropped for better scaling). Black
dotted line and dark shaded region: Same but with auto-
mated choice of regularization factor. Inset: Magnification of
the estimator statistics around δ = 0.

5 Conclusions

In this paper we have presented generalized MEs for the
analysis of SRNs with state-affine rates and input pro-
cesses, and derived the relationship between input and
state spectra, under the assumption of absence of feed-
back. An important direction of research is the investi-
gation of analogous generalized MEs for nonlinear rate
models. Several applications can be considered, among
which the testing of reaction network causality based on
joint measurements of input and output statistics.
We have also developed and demonstrated performance
of a method for the reconstruction of gene activity statis-
tics. Though applied to the case of a binary process U ,
the method equally applies to arbitrary input processes.
From an experimental viewpoint, application to real bi-
ological data is the next step. From a methodological
standpoint, the method is amenable of much generaliza-
tion, notably reconstruction of nonstationary input pro-
cess statistics from output autocovariance data, and ap-
plication to other reaction networks. Analysis of recon-
struction error in presence of model mismatch is another
research direction of interest. Applications of spectral
analysis to gene reporter systems are also pursued.
Extensions and applications of analysis and reconstruc-
tion methods in the broader field of CTMCs is an in-
triguing research perspective. At the same time, further
exploitation of control-theoretic methods in the analysis
of microbiological data carries great potential.
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A Proofs

Proposition 1. The explicit solution of (2) is well-
known since (2) is a linear vector ordinary differential
equation. The expression of ρf,x0(t, t) = Σf,x0(t) fol-
lows from the general solution of matrix Lyapunov
equations of the form Σ̇(t) = AΣ(t) + Σ(t)AT + Q(t),

which is Σ(t) = exp(At)Σ(0) exp(At)T +
∫ t

0
exp

(
A(t −

τ
)
Q(τ) exp

(
A(t−τ

)T
dτ. In the case of Eq. (3),A = SW

and Q(t) = Qf,x0(t), while Σ(0) = Σf,x0(0) = 0. Thus
ρf,x0(t, t) = Σf,x0(t) = L ◦t (Qf,x0). Using the latter as
initial condition at z = t of Eq. (4), the expression of
ρf,x0(z, t) for z ≥ t follows.

Proposition 2. Under Assumption 1, the Chemical
Master Equation for the evolution of P[X(t)|F (·) = f(·)]
over t takes the usual form [11], with rates given by (1).
Hence, for any initial state X(0) = x0, the conditional
system moments that follow from this equation [15] are
as in Prop. 1. We now use this fact to infer the moments
of X by marginalization. To do so, we will repeatedly
exchange integration with expectation [28]. First of all,
µ(t) = E[µF,X0(t)] = E[`(t)X(0) + Lt(SF )] = `(t)µ0 +

Lt(SµF ). Now define M(z, t) , E[X(z)X(t)T ]. One has

M(z, t) = E
[
ρF,X0(z, t)

]
+ E[µF,X0(z)µF,X0(t)T ]

= E
[
`(z − t)ΣF,X0(t)

]
+ E

[(
`(z − t)µF,X0(t)+

Lt,z(SF )
)
µF,X0(t)T

]
= `(z − t)E

[
ΣF,X0(t) + µF,X0(t)µF,X0(t)T

]
+

E
[
Lt,z (SF )µF,X0(t)T

]
= `(z − t)M(t, t) + Lt,z

(
SE
[
FµF,X0(t)T

])
,

M(t, t) = E
[
ΣF,X0(t)

]
+ E[µF,X0(t)µF,X0(t)T ]

= E
[
L ◦t

(
Sdiag

(
WµF,X0 + F

)
ST
)]

+

E
[
(`(t)X(0) + Lt(SF )) (. . .)

T
]

= L ◦t Q+ `(t)M(0)`(t)T+

E
[
Lt(SF )L ∗t (FTST )

]
+ `(t)E [X(0)×

L ∗t (FTST )
]

+ E
[
Lt(SF )X(0)T

]
`(t)T .

Then, using M(0, 0)− µ0µ
T
0 = Σ0, we have

Σ(t) = M(t, t)− µ(t)µ(t)T

= L ◦t Q+ `(t)Σ0`(t)
T+(

E
[
Lt(SF )L ∗t (FTST )

]
−Lt(SµF )L ∗t (µTFS

T )
)

+

`(t)
(
E
[
X(0)L ∗t (FTST )

]
− µ0L

∗
t (µTFS

T )
)

+(
E
[
Lt(SF )X(0)T

]
−Lt(SµF )µT0

)
`(t)T

= L ◦t (Q) + `(t)Σ0`(t)
T+

LtL
∗
t (SρFS

T ) + `(t)L ∗t
(
ξFS

T
)

+ Lt

(
SξTF

)
`(t)T

where we also used the fact that, for the relevant g and h,
E[(L g)(L ∗h)] = E[L L ∗(gh)] = L L ∗(E[gh]). Next,

ρ(z, t) = M(z, t)− µ(z)µ(t)T

= `(z − t)M(t, t) + Lt,z

(
SE
[
FµF,X0(t)T

])
−

(`(z − t)µ(t) + Lt,z(SµF ))µ(t)T

= `(z − t)
(
M(t, t)− µ(t)µ(t)T

)
+

Lt,z

(
SE
[
FµF,X0(t)T

]
− S · µFµ(t)T

)
= `(z − t)Σ(t) + Lt,z

(
SCov

(
F, µF,X0(t)

))
.

Since, for the generic g, (L g)T = L ∗(gT ), the
rightmost term of the last line can be expanded as
Lt,z

(
SCov

(
F, `(t)X(0) + Lt(SF )

))
= Lt,z(Sξ

T
F )`(t)T+

Lt,zL ∗t
(
SρFS

T
)
. Finally, inserting the expression of

Σ(t), using the equality `(z− t)`(t) = `(z) and regroup-
ing terms,

ρ(z, t) = `(z − t)L ◦t Q+ `(z)Σ(0)`(t)T+(
`(z − t)LtL

∗
t (SρFS

T ) + Lt,zL
∗
t

(
SρFS

T
))

+(
`(z − t)Lt

(
SξTF

)
`(t)T + Lt,z

(
SξTF `(t)

T
))

+

`(z)L ∗t
(
ξFS

T
)

= `(z − t)L ◦t Q+ `(z)Σ(0)`(t)T+

LzL
∗
t (SρFS

T ) + Lz

(
SξTF

)
`(t)T + `(z)L ∗t

(
ξFS

T
)
.

From the integral expressions of µ(t) and ρ(z, t) just
proven, Eq. (6)–(8) follow by taking derivatives.

Proposition 3. Given the strict stability of SW ,
the expression of µ̄ is promptly found as the solution
of (6) for µF (·) = µ̄F and µ̇ = 0. From the expression
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of ρ(z, t) = ρ(t + δ, t) in Prop. 2, since `(t) vanishes
for t → +∞ and Lz(Sξ

T
F ) is bounded because ξF is,

limt→+∞ ρ(t+ δ, t) is given by the limit of

L ∗t Lt+δ(SρFS
T ) + `(δ)L ◦t

(
Sdiag

(
Wµ+ µF

)
ST
)
.

For ρF (t+ δ, t) = ρ̄F (δ), the first term can be written as∫ t

−∞
dζ ′
∫ t+δ

−∞
dτ ′ `(τ ′)Sρ̄F (δ + ζ ′ − τ ′)ST `(ζ ′)T ,

which converges to
[
` ∗ (Sρ̄FS

T ) ∗ `T−
]
(δ) in the limit.

Next, for µF (·) = µ̄F , factor L ◦t (. . .) of the second term
is by definition the solution at t of

µ̇ = SWµ+ Sµ̄F ,

Σ̇◦ = SWΣ◦ + Σ◦WTST + Sdiag
(
Wµ+ µ̄F

)
ST ,

with Σ◦ = 0. For t→ +∞, µ→ µ̄ and Σ0 → Σ̄0, where
Σ0 must satisfy 0 = SW Σ̄◦ + Σ̄◦WTST + Q̄, as stated.
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