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IONIC PARAMETERS IDENTIFICATION OF AN INVERSE PROBLEM OF
STRONGLY COUPLED PDE’S SYSTEM IN CARDIAC ELECTROPHYSIOLOGY
USING CARLEMAN ESTIMATES

YASSINE ABIDI', MOURAD BELLASSOUED', MONCEF MAHJOUB! AND NEJIB ZEMZEMI? 3

Abstract. In this paper, we consider an inverse problem of determining multiple ionic parameters of
a 2 x 2 strongly coupled parabolic-elliptic reaction-diffusion system arising in cardiac electrophysiology
modelling. We use the bidomain model coupled to an ODE system and we consider a general formalism
of physiologicaly-detailed cellular membrane models to describe the ionic exchanges at the microscopic
level. Our main result is the uniqueness and a Lipschitz stability estimate of the ion channels con-
ductance parameters of the model using subboundary observations over an interval of time. The key
ingredients are a global Carleman-type estimate with a suitable observations acting on a part of the
boundary.

Mathematics Subject Classification. 35Q92,34A55.

November 15, 2018.

1. INTRODUCTION

The electric wave in the heart is governed by a system of reaction-diffusion partial differential equations
called the bidomain model. This system is coupled nonlinearly to an ordinary differential equations (ODEs)
modeling the cellular membrane dynamics. The cellular membrane electrical activity model is based on the
Hodgkin and Huxley (HH) formalism [25] which has been adapted to cardiac Purkinje cells by Denis Nobel [39].
After that, many other model have been introduced to describe the electrical activity of the cell membrane in
the myocardium. In 1977, Beeler and Reuter [5] introduced a ventricular cells model. Di Francesco and Noble
proposed in 1985 a model that takes into account ion pumps, which allows different chemical species such as
the sodium potassium and calcium to regain their stable states [22]. Rudy and his collaborators proposed series
of models based on the HH formalism which are chronologically more and more complex [34, 36,37, 40,45] and
take into account more and more the physiological behaviors of the ion channels. Other models like [12,16,46]
have been also extensively used in the computational electrophysiology community. In all these models, the
ion channels maximal conductance parameter plays an important role in generating the action potential but

Keywords. Lipschitz stability estimate, carleman estimate, cardiac electrophysiology, bidomain system, physiological ionic model,
ionic parameters.
1 Tunis El Manar University, ENIT-LAMSIN, BP 37, Le Belvédere 1002 Tunis, Tunisia. e-mail: yassine.abidi@enit.rnu.tn
& mourad.bellassoued@enit.utm.tn & moncef.mahjoub@Qenit.rnu.tn.
2 INRIA, Bordeaux Sud-Ouest, 200 Avenue de la vielle Tour 33405 Talence Cedex France. e-mail: nejib.zemzemi@inria.fr.
3 THU LIRYC, Electrophysiology and Heart Modeling Institute, Pessac, France.

© EDP Sciences, 2018



2 PARAMETERS IDENTIFICATION STABILITY RESULTS IN CARDIAC ELECTROPHYSIOLOGY.

also to consider some pathological conditions or when taking into account the effect of drugs. In [38], authors
studied the sensitivity of the strength and duration of the action potential in the parameters describing the
sodium channel. In [54], authors demonstrate the ability of computational models to simulate the effect of drug
action on the electrical activity of the heart, at the level of the ion-channel, cell, heart and ECG body surface
potential. In [41,42], authors showed how, with few changes in the maximal conductances of the ion currents,
they reproduced different control action potentials. In [1], the authors propose a mathematical approach for
the analysis of drugs effects on the electrical activity of hiPSC-CMs based on multi-electrode array experiments
where the drug acts directly on the maximal conductance of the targeted ion channel. All these examples
demonstrate the importance of identifying or estimating the maximal conductance parameters when dealing
with numerical simulations in multi-scale models. Despite their importance, ion channel maximal conductances
have not been subject of abondant theoretical studies. The only theoretical work that we know is [2], which
proves under certain conditions the stability of the ionic conductance parameters identification problem in case of
the monodomain approximation. Two other works has been dedicated to the parameters of phenomenological
ionic models still in the case of the monodomain approximation. In [10], authors showed Lipschitz stability
inequalities for the identification of some parameters of the FitzHugh-Nagumo model from measurements on
the cardiac potential and the ionic variable. The paper [33] shows the stability of the identification a reaction
parameter in the Mitchell-Schaeffer model for the monodomain system. To the best of our knowledge no work
proves the stability of the ion channels conductances in the case of the bidomain model. This would be the
subject of our paper.

In the framework of the bidomain model, there some works that have been dedicated to study the stability
of the cardiac tissue conductivities identifiability problem. The paper by Ainseba et al. [4] obtains the stability
results for the conductivities diffusion coefficients to a strongly reaction-diffusion system modeling electrical ac-
tivity in the heart using Carleman estimate. But their method is based on an approximation of the monodomain
model and establish a Carleman estimate for a family of parabolic equations. Recently, Wu and Yu [52] convert
the strongly coupled terms to the derivatives of the state variables components. The authors establish a Holder
stability result for the inverse conductivities problem for a linearized reaction term in the bidomain model in
electrophysiology where the conductivities are scalar functions. However, considering a linear reaction term
significantly reduces the complexity of the problem. Authors also consider a linear and simple approximation
of the dynamic system governing the cell membrane activity at the microscopic level. Both simplification are
non-realistic but also non phenomenologically based models in the sense that one could not generate the shape
of an action potential with these models. However, the trick that they proposed to weaken the coupling in the
bidomain system is very interesting and gives a good way to deal with a strongly coupled problem.

Strongly coupled systems are notoriously difficult to treat. Many of the standard results are not valid for a
strongly coupled system. For example, there is no maximum principle nor DeGiorgi-Nash-Moser type estimates
nor Carleman type estimates unless the system has special structures. In literature, it has been mostly assumed
that the systems are regular elliptic and bounndedness of solutions are known in the study of the direct problem.
Many inverse problems for the parameter identification use Carleman’s estimates which are quite difficult to deal
with, because the equations are coupled in the highest derivatives terms. Until now, only partial results were
available in the literature concerning the Carleman estimates for strongly coupled systems. Different from the
existing methods dealing with weakly or strongly coupled system, such as Fan and Chen [20] and Bellassoued
& Yamamoto [8]. Carleman estimates for a weakly coupled parabolic system could be derived by adding up all
Carleman estimates corresponding to each equation. The weakly coupled terms are absorbed by the terms on
the left-hand side of the obtained inequality in this process, see Benabdallah et al. [9], Cristofol et al. [17]. As
for a strongly coupled parabolic or hyperbolic system, the method above does not work, because the strongly
coupled terms could not be simultaneously absorbed by adding up each Carleman estimate. However, to our
best knowledge, if the matrix (a; ;)i<i j<2 formed by the parameters a1, a2, describing the self diffusion of
the state variables and a2, a2,1 describing the influence of each component on another, is diagonalizable then
the transformed system satisfies a weakly coupled system. In this case, Carleman estimate is obtained similarly
to that of the weakly coupled system, see [8,21,50]. But due to the fact that the anisotropy in the bidomain
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equations depends on the fiber directions, and the fact that the fiber direction are space dependent, one cannot
diagonalize the problem as in [8,50].

In this paper, we study the stability of the inverse problem of identification of these conductances parameters
for a bidomain model: the reconstruction of these conductances from the measurement of electrical potentials
over a part of the space boundary during the time and the state variables at a suitable time ty. The stability
results is based on a global Carleman estimate for a non-linear coupled system with one observation. Our inverse
stability results are new because the bidomain system contains a strong coupling term. The technics we shall
discuss are similar to the framework using Carleman estimates for inverse problems but the obtained estimates
differs from those of [17,44, 53] because of the strongly coupled terms. We use the same strategy introduced
by Wu and Yu in [51] to convert the strongly coupled terms to the gradient of the extra-cellular potential w..
Then, we consider the new version of the bidomain model as a whole to establish Carleman estimate under a
weaker coupled equations. The paper is organized as follows: In Section 2, we briefly recall the general structure
of cardiac cellular membrane models describing the transmembrane potential and the ionic exchange at the cell
membrane. Then, we present the bidomain model describing the electrical wave propagation and recall some
existence and uniqueness results that have been shown in [49] and we deal with a regularity results of the
bidomain solution which will be useful in stability analysis. In section 3, we announce the main stability result
including the conditions we need for the identification of multiple parameters. The proof of the main result
is divided into two sections. In Section 4, we prove the global Carleman inequality for the reaction-diffusion
system. Most of the non-classical parts of the proof of the main result are presented in Section 5 where we
prove the stability estimate of conductances parameters.

2. MATHEMATICAL MODEL

Let © C R™ (n > 1) be a bounded connected open set whose boundary I' = 952 is regular enough, (2 C R3
being the natural domain of the hearth). Let 7" > 0 and Iy C I" be a relatively open subset of I'. We will use
the notation Q@ = Q x (0,7), X =T x (0,T) and 3¢ =Ty x (0,T).

We introduce a two reaction-diffusion parabolic PDEs system called bidomain model, coupled to a system of
ODEs. This model was proposed in the late 1970s by Tung [47] and is now the generally accepted model of
electrical behaviour of cardiac tissue (see Henriquez [24], Keener and Sneyd [31]), can be written as:

CmOv + Tion (0,0, w,2) = div(o;Vu;) + I} in Q,
emO0 + Tion (0,0, w,2) = —div(g.Vu.) — I in Q,

ow = F(v,w) in Q, (2.1)
Oz = G(g,v, W, z) in Q,
o;Vu;.v =0c.Vu..v =20 on X,

where u; = w;(x,t) and u. = u.(z,t) represent, respectively, the intracellular and extracellular electric poten-
tials, whose difference v := w; — u, is the transmembrane potential. w := w(z,t) = (w1,...,wg)(z,t) and
z := z(z,t) = (#1,...,%m)(x,t) are the gating variables and the ionic intracellular concentration variables,
respectively. The surface capacitance of the membrane is represented by the constant ¢, > 0. For simplicity,
we shall suppose ¢, = 1. Here, I := I?(x,t) and I? := I(z,t) are respectively the internal and the external
applied current sources.

In an isolated heart, no current flows out of the heart, as expressed by the Neumann conditions. We complete
this model with initial data:

v(+,0) =vy, w(,0)=wp, z(-,0)=129, x€Q. (2.2)

The ionic current oy, := Ijon(z,t) and the functions F' and G depends of the considering ionic model.
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In the membrane model, the ionic current I;,, has the following general structure [43]:
N k
Iion(éa v, W, Z) = Z @zyz(v) H w;')jj (’U - Ez (Z)), (23)
i=1 j=1

where N is the number of ionic currents, 9; := 9;(z) is the maximal conductance associated with the i*" current,
Y¥; is a gating function depending only on the membrane potentiel v, p;; are positive integers exponents and F;
is the reversal potential for the i*" current I;, which is the related equilibrium (Nernst) potential and is given
by

Ze
E;(z) =7, log <Z> , z2=1(21,.-,2m), (2.4)

1
where 7%, is a constant and z;, ¢+ = 1,...,m, are the intracellular concentrations. The constant z. denotes an
extracellular concentration. The anisotropic properties of the two media are modeled by an intracellular and
extracellular conductivity tensors o;(x) and o.(z). Generally, the conductivities o; and o, are two matrices
given by

0;(z) = o5(2)I + (05(x) — o} ())ar()af (2),

where cré- and 05-, J € {i, e} are the intra- and extracellular conductivities along and transversal to the direction
of the fiber (parallel to a;(x)), respectively. In the case of equal anisotropy, i.e the so-called anisotropy ratios
ot/ol = ot/ol =1, the o; and o, are simplified as o;(z) = o;(z)I and o.(r) = o.(x)I with o;(x) = of(z),
oe(x) = ol(z), which is the case we discussed.

For the ODEs, the dynamics of the gating variable w is described in the Hodgkin-Huxley formalism by a
system of ordinary differential equations which when w; is a gating variable (0 < w; < 1) are governed by the
following equation,

Ow; = Fj(v,w;) = a;(v)(1 —w;) — Bj(v)w;, j=1,...,k, (2.5)

where a; and 3; are positive rational functions of exponentials in v. A general expression for both «; and f;
is given by

pae2 ) + g (v — vn)

s (2:6)
where p1, pi3, f44, v, are non-negative constants and puso, 5 are positive constants.
The dynamics of the ionic concentration variables z is described by the additional system of ODEs:
Oz = Gi(p,v,w,z) := —J;(p,v,w,log z;) + H;(g,v,w,2z), i=1,...,m. (2.7)

Assumptions 2.1. We assume that: -
1) The conductivities of the intracellular and extracellular o;, 0. € C*(Q), such that 0 < o; < o;(z) < 775,

j€{ie}, in Q.
2) We use the regularized form of the variable y;(v) in hyperbolic functions introduced in [19]. In this case,
yi(v) is a C* function with respect to the variable v for i =1,..., N, and then is locally Lipschitz since

v is bounded, similarly for the function y;(v)v.
3) J; and H; are locally Lipschitz continuous functions where:

0J;

J; € CP(RE x RxRF xR), 0< gu(w) < ——(g,v,w,7) < g*(w), ’&Ii

ov

o7 (g,v,w,O)‘ < Ly(w), (2.8)

Gx, 9%, Ly belong to C1(R* R,), and

H; € C3(R% x R x R¥ x (0, +00)™) NLip(R% x R x [0,1]% x (0, +00)™). (2.9)
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Remark 2.2. One could find in the literature many refined models based on Hodgkin-Huzley formalism taking
into account different quantities. For example, we recall here the following models: Beeler-Reuter ( [5], N =
4,k =6,m = 1), phase-I Luo-Rudy ( [36], N =6,k = 6,m = 1), phase-II Luo-Rudy ( [37], N =10,k =6,m =
5).

Now, we propose a new approach to the bidomain equations (2.1). Our idea is to use a reformulation of
(2.1) as a parabolic PDE coupled to an elliptic one, by replacing u; = v + u, in the first PDE. The boundary
condition is also reformulated in terms of v and u.. We have:

v — div(o;Vv) + Lion (0, v, w,2) = div(o;Vue) + I7 in Q,
—div(o.Vue) — Lion(0,v,W,2) = Opv + I? in Q,
ow = F(v,w in Q,
' (v, w) © (2.10)
oz = G(p,v,w,z) in Q,
o;Vu.v+ o;Vue.v =0 on X,
0eVue.v =20 on X,
By using the second equation in (2.10), we obtain
—div(o;Vu,) = —V - (0,0, 0.Vu,.)
= —V(ojo;') - 0.Vu. — ;0. div(o.Vu,) (2.11)
= o, (0:00 + 0i(Lion + I2)) + A(x) - Ve,
with
A(z) = -V(o,'0))0e = 0. (0:V 0. — 0.V0;). (2.12)
Substituting (2.11) into (2.10) yields
1+ o;0. )0 — div(o;Vv) = —(1 + 0;0. ) Lion (0, v, W,2) — A(x) - Vue + I§ — 030,115 in Q,
—div(o.Vue) = 04w + Lign (0,0, W,2) + I in Q,
ow = F(v,w) in Q,
Oz = G(p,v,w,2z) in Q,
o;Vu.v+o;Vue.v =0 on 2,
cVue,.v =0 on X,
(2.13)

Hence we consider the problem of finding unknown functions v, u., w and z verifying (2.13). Since v = u; — .,
it is natural decompose the initial condition vy as vg = u;,0 — Ue,0.

Now, we state some regularity and estimate results proved in [48,49] of a strong solution to problem (2.1).
Lemma 2.3. Assume that (vo, wo,zo) € H2(Q) x L2(Q)F x L2(Q)™, with log z, := (logz0.1,- . .,10g 20.m) €
L2(Q)™, and

I}, € LP(0,T; L*()) N H?(0,T; H*(2)), p > 4, (2.14)
then we have
1)
Uj,e € Lp(oa T; Hz(Q))v
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v € WHP(0,T; L*(Q)) N L*(0,T; H*(Q)) n ([0, T],C%(Q)), for p> 4,
w:Q —[0,1]" measurable, z:Q — (0,400)™ measurable,
w;(z,.) € CH0,T)NC°([0,T]), for ae., x€Q, j=1,...,k,
zi(x,.) € CH0,T)NnC°([0,T)), for ae., z€9Q, i=1,...,m,
zc HY(0,T; L*(Q)" N L=(Q)™, log z:= (logzi,...,logz,) € L=(Q)™
2) There exists a constant C > 0, independant of v, w,z, such that

|z(x,t)| < C(1 4 |zo(x)| + [[v(2)||L200,)), a-e., z €Q, (2.15)

and
log z(x,t)| + |Opz(z,1)| < C(1+ |zo(2)| + [[v(z)][co0,p)),  a-e., w €, (2.16)
Yt € [0,T], for a.e. x € (.
3) There exists a constant C > 0, depending on m,T such that, Vi=1,...,m,

Zi<$,t) > eXp[—C’(l + HZ()”Loo + HU||CO([07T]’CO(Q)))] >0, Vte [07T} , a.e., T €. (2.17)
4) There exists My, > 0, depending on the data of the problem, such that:
sup{|v(z,1t)| : (z,t) € Q} < M. (2.18)

Now, we will establish regularity results for the solution of the bidomain system (2.13). The aim is to improve
the regularity results given in Lemma 2.3 in order to satisfy some assumptions useful for the stability result.

Proposition 2.4. Let (v, u., w,2z) be the solution of bidomain system (2.1), with initial conditions (vo, te 0, Wo, Zo)-J|

o If vo,uc0 € H*(Q), wo € L2(Q)*, 2o € L*(Q)™, and I}, verify the regularity (2.14), then

Ve € W0, T; HY(Q)) N L2(0, T; H2(Q)) N HY(0, T; H(Q)),

(2.19)
w € Wh(0.T; L*(Q))F,  and 2 € Wh>(0,T; L*(2))™.
Moreover if
wo € HY(Q)*, and 2o € H'(Q)™, (2.20)
then
we Wb (0,T; HY(Q)F, and z€ Wh(0,T; H ()™ (221

o If vg,uco € HXR), wo € H2(Q)¥, 2o € HX(Q)™, and I7, verify the regularity (2.14). Then the solution
of (2.1) satisfies

v,ue € HY(0,T; H3(Q)) N H2(0,T; H' (),
w € W (0,T; H2(2))* N H?(0, T; L?(Q2))*, (2.22)
z € WHoo(0,T; H3(2))™ N H2(0,T; L*(2))™.
Moreover if
wo € H¥3 ()%, and 2o € H3(Q)™, (2.23)
then
w € Wh(0,T; H3(Q))* — H(0,T; H3(Q))*,

(2.24)
2z € Whoo(0,T; H3(Q))™ — H'(0,T; H¥(Q))™.

The proof of proposition 2.4 is provided in the Appendix 7.
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3. INVERSE PROBLEM: MAIN RESULT

Our inverse problem is related to determination of multiple ionic parameter g;, 1 < ¢ < N, of a non linear
parabolic reaction diffusion system coupled with an ordinary differential equations from a set of boundary
observations (ue,e, Wr, Z¢) |0, x (0,7) and (ue,e(x,to), We(x,t0), 2¢(,10)), z € 2, 1 <L < N.

In order to formulate our results, we need to introduce the following notations: For a sequence functions
(Vg, W, 20) € H3(Q) x CH(Q)F x CH(Q)™, we define the N x N matrix A as follows

Sl7l(l‘) 5’271(1‘) SN71(1‘)
5172 X 8272 xr S 2\
Av(z), We(x),Ze(2)) = :( ) :( ) . N :( ) ; (3.1)
SLN(.’E) SQﬁN(x) SN,N(x)
where A
Sio(x) = yi(Ve(x)) (Ve(x) — Ei(Ze())) H(ag)ff (x),1<4,i<N.

Let us fix constant My > 0. We introduce an admissible set of unknown coefficients vector g by
A= {@ S HB(Q)N, ||§Hl2(H3(Q)N) < Mo} . (32)

We obtain the following stability result.

Theorem 3.1. Let tg € (0,T), T'g be a subdomain of 9OQ and let 2 € A be arbitrary fized. We assume that
I € LP(0,T; L3(Q)) N HY(0,T; HA(Q)), p > 4, 1 < ¢ < N, satisfy

det (A (U§2)(:v,t0)7wé2) (337t0),z22) (w,to))) #0, VreQ. (3.3)

Here 1)152),w1(52) and Z1(22) are the state variables of (2.13) with p = 72 and Iy, = Iff Furthermore, we assume

that
(2) (2) (2)
05" lleoo,mr:er @)y + 1We™ lleo o, v @yr + 12¢ lleo o, rycr@yym = M, (3-4)
for some positive M. Then there exists a constant C > 0 such that we have:

=2

16 = 6@ sz < €3 (I = w202 ey
=1

1) = wCDCto)ll @) + I = W) to)laaye + 12" = 2() (s to)llzaoy ), (35)

for all gV € A.

Remark 3.2. The condition (3.4) is a straightforward consequence of the Proposition 2.4 and a Sobolev em-
bedding theorem (e.g., Thm. 5.4 in [3]).

H'(0,T; H*(2)) < C°([0,T];C' (%)), (3.6)
if the initial conditions verify
(2)p 4 (2 4 2y 370k @y 30)ym
v, (t=0) € HY(Q), u,,(t=0)€H(Q), w, (t=0)€H(Q)", and z, ' (t=0)€H ()™ (3.7)

We introduced the condition (3.4), because it may be obtained with a less reqularities on the initial conditions.
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By Theorem 3.1, we can readily derive the uniqueness in the inverse problem.

Corollary 3.3. Under the same assumptions as in Theorem 3.1 and if

W) (@, t0), wi (2, t0), 2" (x,t0)) = (ul) (x, t0), Wi (2, t0), 207 (2, 10)), inx € Q, (3.8)

B

ul)(z,t) = u?)(@,t), inTo x (0,T), (3.9)
fort=1,...,N, then V) = 5® in Q.

Since the number of the unknown coefficients is NV, it is natural to expect that IN-times observations can
yield the Lipschitz stability. Our tool are a weighted L2-norm estimates of the solution of a PDE called
Carleman estimates, where the weight takes an exponential form. They are an important tool in subjects in
analysis of PDEs such as unique continuation [13,26], control theory [15,18] and coefficient inverse problems
[4,6,7,27-29,32,52].

4. GLOBAL CARLEMAN INEQUALITY FOR REACTION-DIFFUSION SYSTEM

In this section, we give Carleman estimate for the reaction-diffusion model with a finite observations acting
on a subboundary ¥ of 9 on the right-hand side of the estimate. This Carleman estimate would be used
later for the stability and uniqueness of the solution of the parameter identification problem. We are interested
in identifying the parameters g;, i = 1,..., NN, where g; is the maximal conductance associated with the i**
current.

In order to frame a Carleman type estimate, we shall first introduce a particular type of weight functions.

4.1. Weight functions and Carleman estimate

For our Carleman estimate, we need a weight function S with the following properties [18].

Lemma 4.1. Let Ty # () C 0Q be an arbitrary relatively open subset. Then there exists a function 3 € C?(£2)
such that

Blx) >0 Vzeq, VB(x)] >0 VxeQ, and o;.(z)VB(x) v(z) <D0, x € 00\ Ty. (4.1)

Proof 4.1. The proof of the Lemma 4.1 is given in [27].

We set
AB(@) o
)= —— .
ole.t) = s (12)
and
e2MBlloe _ gAB(2) 13
t) = .
n(z,t) =1 (4.3)
where A > 0 and ¢ € (0,7). Let us consider a boundary value problem for the parabolic operator:
Lu(z,t) = Opu — Z 0i(2)0;0;u = F, in Q,

Vu.v =0, on 3.

We recall that
H2’1(Q) ={ue L2(Q)| Oru, Oju, 0;05u € L2(Q), 1<4,5 <n}, (4.5)
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Moreover, we set
n
7= loilcaay, (4.6)
ij=1
By B constructed in Lemma 4.1, we have the following Lemma:

Lemma 4.2. Let o(x) € C%*(Q) and the function ¢,n be defined by (4.1)-(4.3). Then there exists a number
Ao > 0 such that for an arbitrary X > Ao, we can choose a constant so(N) > 0 satisfying: there exists a constant
C = C(sp,\o) > 0 such that:

/ (s@)P (10wl + Y 10:05ul*) + (s TN [Vul” + (s0)P ON ul” e dadt
Q

i,j=1

SC/(SQ@)” |£u|2e_23”dxdt+CeC(’\)s/ (100l + Vul* + [uf?) asar, (4.7)
Q o

for all s > so, p=0,1,2, and all w € H*>(Q). Here the constant C > 0 depends continuously on g but is
independent of s, and Ao depends continuously on 7.

Proof 4.2. The proof of this lemma is similar to the proof given in [14]. We can further refer to [23].

4.2. Global Carleman inequality for bidomain equations

We consider the solutions (v(”), ug"), w(), z(")), n = 1,2, to the following systems

(14 00, 1)0w™ — div(o; Vo) + (1 4 050, ) Lign (0™, w(™) 2(V) =

A(z) - Vul™ + I8 — 007118 in Q,

—div(creVugn)) = Lign(v™, w(™ 2 4+ 9,0 4 12 in Q,

Dow™ = F(u(™, w) in 0, (4.8)
2™ = G™, wm) 5 in Q,

o Vo v+ o, Vul v =0 on ¥,

aeVugn).z/ =0 on X,

and we consider the difference
v =D _ U(Z), Uy = ugl) _ ug), w=wl_w®@ 520 _ Z(2)’ o= é(l) _ 5(2). (4.9)

Then, (v, ue, w,2) is solution to the following problem

(1+ ;010w — div(o;Vv) = —(1 + o;0.)h — A(z) - Vu, in Q,
—div(0eVue) = h + Oy in Q,
ow = ® in Q, (4.10)
Oiz =V in Q,
o;Vu.v+o;Vue..v =0 on X,
0eVue,.v =0 on X,
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Here
h:= = Iion(é(l)vU(l)7w(1),z(1)) _Iion(@(z)v0(2)»W(2),Z(2))
4.11
= ST, w®, 7). 54 Re®, w20 5@ w® 7)) (4.11)
where the vector S = (5;)1<;<n is defined as follow:
k
S0, w® 2?) = y;(0®@)(v® — E;(z®)) [J(w{?), i=1,....N, (4.12)
j=1
and
ROW, w®, 20 4@ w® 5@) 2 [ (6 1) 5D 50) _ L (60 42 ) 42y (4.13)

In (4.11), T represent the transpose of any matrix and the expression ST (v, w(?) z(?)) .73 is the Euclidian
scalar products of the row vector ST and the colon vector g := (0;)1<i<n formed by the ionic parameters g;.
Finally, the functions ® and ¥ are respectively given by:

» = FOV,wh)—Fu?® w?), (4.14)
U= GW,vM,wh z0) - G0, 0@, w?® z). (4.15)
In the next, we denote
R(z,t) = R(wW, w20 @ w® 2@z 1), S(z,t) =8T (v, w?, 23)(z,1), (4.16)
and
h(z,t) := ST (z,t) - o(z) + R(x,1). (4.17)

Our Carleman estimate for the bidomain equations (4.10) is as follow.

Lemma 4.3. Let the Assumptions 2.1 be fulfilled and the function p,n be defined by (4.1)-(4.3). Then there
exists a number Ao > 0 such that for an arbitrary A > Ao, we can choose so(\) > 0 such that for each s > so(N),
a solution (v,u.) € H*Y(Q) of the problem (4.10) satisfies the following inequality:

/Q so(l00” + 3 10:0,0) + (5922 [Vl + (50X ol + 3 [0:05

ij=1 ij=1

+(50)%A2 Ve |* + (sp) A\t |ue|2} e 25 dy dt < C’/ (s)? |h|> e~ dx dt
Q
+é/ {10 + Vo + fof? + Vucl* + Jucl*} dSat, (4.18)
3o

where the constant C' depends continuously on \g.

Proof 4.3. From the boundary conditions of the Problem (4.10), we can write o;Vv.v =0 on X. Then applying
estimate (4.7) with p = 2 to the solution v of (4.10), we have the estimate

/Q so(0uf? + 37 18:0,02) + (50PN [Vl + (s0)° M [of? § > it

i,j=1

gC/(330)2(|Vue|2+|h\2)e_25"dmdt+CeC(’\)s/ {of? + Vo + |of*} dSat. (4.29)
Q 2o
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Similarly, applying estimate (4.7) with p =1 to the solution ue of (4.10), we get

[ 43 1005+ (5028 [V - (s X e e
Q

ij=1

Q

{\wef + |ue|2} dSdt. (4.20)
Yo

4 T
B <p< (5)2902, (20) x (4.19) + (4.20), and X sufficiently large, we obtain the Lemma 4.5.

Y12

5. STABILITY ESTIMATE OF CONDUCTANCES PARAMETERS

This section is devoted to proof Theorem 3.1. Since the proof technically looks very awkward firstly we
demonstrate some preliminary lemma.

Lemma 5.1. Under the same hypothesis of Lemma 4.3, we have

/ 020" + 3 10:0,000 + (50)222 [VOl* + (s9)* A |00 + (s@)(10]* + Y 10:00])
Q@ ij=1 ij=1
2 [Vl + (50PN o + (59) 0 3 100,00 + (59)X2 [yl + (50)* M |y

i,j=1

+ ) 10i05ue]” + (s9)* N Ve * + (50)* N [ue|” p e dw dt < c/ (s |0,h|* + (s9)? |h[*)e 2" dx dt
Q

i,j=1
+ C’/ {|8§v’2 + 0] + VO] + |V + [v]* + [VOue|* + [Oue]? + |[Vue|* + |ue|2} dsde.  (5.1)
o
Proof 5.1. Taking the time derivative of the first equation of (4.10), we see that
(1+ o0, M0 — div(o;VOw) = —A(x) - Vorue — (1 + o0, 1)0sh. (5.2)
Applying Lemma 4.2 with p =1 to the solution Oy of (5.2), we have the estimate

/ |8t2v|2 + Z 18;0;0,0]” + (50)2 A2 VO] + (s0)* A |9p0]* § e~ 2" dux dt
Q

ij=1

gC/(sw)(\vatuq%|ath|2)e—2svdmdt+cew)s/ {‘8t2v|2+|V8tv|2+|8tv|2}d5dt. (5.3)
Q Yo

Taking the time derivative to the second equation of (4.10), we get

—~div(o.VOue) = v + 0;h (5.4)
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Applying Lemma 4.2 with p = 0 to the solution dyu. of (5.4), we have

/ (s9) ™1 ) 10:0500ue|” + (59)A? [VOyuel* + (s9) A" |Opuel|* p e 2 da dt
Q

4,j=1

< c/(|a§u}2+ \8th|2)e’25”da:dt+Oec(’\)s/ {190l + o[} dsat
Q

3o

4

T2 (2C) x (5.3) + (5.5), and X sufficiently large, we obtain

Using ¢ >

/ ’821)‘ + Z 18;0;00]° + (590)2 A2 [VAw]* + (s0)' A |8p0]” + ()~ Z |8,0;0,u |
Q

i,j=1 i,j=1

+(s0)A? Ve + (sp) At \8tue|2} e 25 dy dt < C/ (s@) |Och|” e 2" dx: dt
Q

+é/ {|a§vy2 + Vo) + 0] + |VOue|? + |8tue|2} dSdt.
)

Summing (4.18), (5.6) and for X sufficiently large, we deduce the Lemma 5.1.

Lemma 5.2. We assume that to = T'/2 without loss of generality by changing the scale of t. We get

/9672577 z,to) |ST (z,to) - } de < C </Q st |§(a:)|2 e 2Ny dt + Hv(-,to)H?{z(Q)

Hllue s to) 132y + HW('vtO)”QB(Q)k + l12Cs to) 122 ym + 101132 0,781 (roy) + ”ue”%{l(O,T;Hl(Fo))> '

Proof 5.2. We evaluate the first equation of (4.10) at a fized time to, we have
(1 + o0, 0w (z,t0) — div(o;Vu(z,tg)) + (1 + g0, ) h(z, o) = —A() - Vue(z, to).

Then, we integrate over Q the square of (5.8) with the weight function e=257(=:t0) we obtain

/ e 28m(2;t0) |ST x,tg) - } de < C </ et |8tv(x’t0)|2dx
0 Q

+ / e~ 251@00) | div(0; Vo (z, t))|? da + / e~ 21(@00) |y, (1, t0)|? dz + /
Q Q Q

<c ( / &2 1) (9yu(a, to)[* + [V (a, o) [* + | R(a, to))da + u<~,to>||%m)) .
Q

Similarly, for the second equation of (4.10) at a fized time to, we get

—div(oeVue(z, tg)) = h(x,tg) + Orv(z, o).

e—2sn($at0) |R(I7 tO) |2 d.’L‘)

(5.5)

(5.6)

(5.9)

(5.10)
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Then

/ e 200) |ST (2, 10) - p(x)|*da < C ( / e=21(@t) |90, o) da
Q Q

- / e~ 251(@10) | div(o, Ve (1, 1)) | da + / e~ 21(@00) |Gy, (2, t0)|? dz + /
Q Q

6—257](1,750) |R($,t0)|2dx) . (511)
Q

Combining (5.9) and (5.11), we have

/ e~ 25n(:to) |ST(x,to) . @(:1:)}2 de < C (/ e 25n(:to) |8tv(x,t0)|2 dx + ||v(~,t0)||ilz(9)
Q Q
Hue (- to) 72 () + W (s to) 122y + ||Z('7t0)||%2(9)m> - (5.12)
since
—2sn(x 2
/Q =20 | Rz, t0) | do < C (o, t0) [Fagay + IIWC o)l ey + 12 t0)Fayn ) - (5.13)
For the first term in the RHS of (5.12), we have
2 ord 2
/ e=21(.10) |9z, 10)|? d = / / 4 (=25 9,2z dit
Q , o Jodt
0
= / / (—25&77(1‘, t) [0p0]® + 2p6t21)) e~ 2@ g i
tO() @ 5 9
< C/ / (52()02 10" + 572071 |07 0] ) e~ 25m@) gz dt. (5.14)
o Jo

4 T
Then, we apply the Carleman inequality (5.1) satisfied by Opv, using T2 <ep< (5)2902, we obtain for s and \
sufficiently large

/ e 210) [0z, 1) d < & / (s Buh? + (59)? |[)e >
Q 57 JQ
L e / {[020]" + 100 + [Vl + [T + 0 + [VOucl” + Oyt + [ Vue* + e[} dSalt. (5.15)
)

Using the Lemma 5.1 given in [2], we have
2
B> <c(ST - a@)| + v + [w|* + |z, (5.16)

and
2
|0ch|® SC(’@tST-E(x) + 10w + v + [0ew | + [w|* + |0z + |2])

< Co@) + 0] + o] + |w[* + |2I),

(5.17)

we complete the proof.

Proof of Theorem 3.1.
In order to prove (3.5), we use the following integro-differential equation

v = {div(a;V)} ! (div(a; + 0.)Vu.)) == Bu,,
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We can see that the operator B is linear and uniformly continuous [11]. Replacing the new expression of v in
the right hand side of (5.7) and using the uniform continuity of B, the estimate (5.7) becomes

/ e=251@10) ST (2, t0) - p(x)|* dz < C ( / s~ o(a)* e du dt
Q Q
e, t0) 720 + 19 10) gy + 2 10) oy + e lipaorian ) - (5:18)

Summing up the above estimate over £ = 1,..., N, we get that

/ e 2 [A(x) - pla)|* de < C (Nsl / e 2nt0) |g(a) [ do
Q Q

=

+ZQmmmmwmHmwm;@+wmmm@mwumm®0><mw
(=1

where the N x N real matrix A(z) = A(véQ) (x,t0), Wf) (x,t0), zf)(x, to)), for x € Q. Notice that we have
IA(@)Elry > a1(2) [€lgn, 2z €Q, E€RY, (5.20)

where (a;(2))1<j<n C RY denotes the increasing sequence of the singular values of A(z), and ||y~ stands for
the Euclidian norm of . Moreover, by Sobolev embedding theorem (e.g., Thm. 5.4 in [3], Cor. 9.1, p. 46,
inVol. 1 of [35]), we see that H3(Q) C C(Q), hence vf)(.,to), wf)(.,to) and log zéz)(.,to), ¢=1,...,N, being
taken in C!(f2) thanks to Proposition 2.4. Then, a; € C*(;R,) from [30] [Thm 6.8 p. 122]. This combined
with equation (3.4), yields ag := inf,cq a1 (z) > 0. As a Consequence and by (5.20), we have

| h @@ do = af [ ) o) da, (5.21)
Q Q
and Theorem 3.1 follows directly from this and (5.19) by choosing s so large that CNs~1 < 2. ]

6. DISCUSSION AND CONCLUSIONS

Personalizing a numerical model in cardiac electrophysiology simulation allows to assimilate the electrophysi-
ology conditions of a patient, including anatomical information but also functional conditions. These functional
conditions are generally observed in the electrical signals measured either invasively in the heart domain or
non-invasively on the body surface. The underlying substrate behind the electrical changes could be related
to macroscopic parameters like the conductivity distribution of the tissue, but also and most importantly to
the microscopic parameters at the cell and sub-cell levels. In particular, the conductances of the ion channels
play an important role in the modulation of the transmembrane potential and consequently the ECGs. In this
paper, we addressed the problem of identifying ion channels conductances from a set of extracellular potentials
measurements on the boundary of the heart. Our result says that it is possibly to uniquely identify the conduc-
tances parameters if the mathematical model governing the electrical activity satisfies some hypothesis. Our
approach is based on a Carleman inequality for the bidomain reaction diffusion model coupled to a general form
of ordinary differential equation system. This result is a step further in the parameters identification problem
compared to the existing results [2,4,10,33,51]. There are two novelties in our result compared to the results in
those paper. First the cited papers deal with simpler models either by simplifying the ionic model or by simpli-
fying the anisotropy of the bidomain model to reach the condition of the monodomain model approximation. In
our case, we only remove the anisotropy but we keep ratio between intra and extracellular conductivities space
dependent and we consider physiologically detailed ionic model. Second, we consider that the observations are
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given on a part of the accessible boundary of the domain which is more realistic compared to observations on

a sub-domain of the heart.
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7. APPENDIX

Proof of Proposition 2.4.
First, we propose a parabolic-elliptic formulation of (2.1) given as follow:

O — div(o;Vv) + Lion (8, v, W, 2) = div(o;Vu) + I? in Q,
—div(o;Vv+ (o + 0.)Vu,) = I7 + I in Q,
ow = F(v,w) in Q,
oz = G(p,v,w,2) in Q,
o;Vuv+o;Vue.v =0 on X
o Vov+ (o;+0¢)Vuer =0 on X
v(x,0) = vo(z), ue(x,0) =uco(z), w(z,0)=wo(x), z(z,0) =12z0(x) in Q.

Taking the time derivative of equations system (7.1), we obtain

Opv — div(o; Vo) + 0 Lion = div(o;Voue) + 0. I in Q,

—div(o; Vo + (0, + 0.)VOrue) = O I + 07 in Q,

Ouw = O F (v, w) in Q,

Onz = 0:G(0,v, W, 2) in Q,

o, Vow.v+ o;Voue.v =0 on X,

o Vowv+ (o;+ 0.)Voiuev =0 on X,

with initial conditions

Ow(t =0) =div(e;Vug) + div(e;Vue(t =0)) + IF(t =0) — Lipn,(t =0) in
Qe (t =0) = Qe in
ow(t=0) = F(vg,wo) in
Oz(t =0) = G(o,v0,Wo,20) in

Using the hypothesis vg € H2(2), u.(t = 0) € H%(Q), wo € L*(Q)* and zo € L*(Q)™, we deduce that

div(e; V) € L3(Q), div(e;Vue(t =0)) € L*(Q), Lon(t =0) € L*(Q),

)

)

D D 0D

(7.4)
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and then dyv(t = 0) € L?(Q) since I}, satisfy the hypothesis (2.14). Also we deduce that
ow(t=0) e L>(Q)*, and 0,z(t=0) e L2 (Q)™. (7.5)

We integrate over Q the sum of the first equation of (7.2) multiplied by d;v, the 2"¢,37¢ and the 4'* one
multiplied by Oyu., dyw and 0;z, respectively, we obtain

1d

5@(”&5“”%2(9) + |\6tw||2L2(Q)k + ||8tz||iz(ﬂ)m)+ <oV (v + 1), Vo (v + ) > + < 6.VOitie, VOru, >=

/atvatffdx—I—/atue(atff+8tfj)dx+/8tv8tfwndx+/3tW8thx+/8tzatGd$ (76)
Q Q Q Q Q

where < oV, Vi >= / (V)T ViIdr. From Assumptions 2.1, we consider
Q

< oV (v + ue), VO (v + ue) >> 04||VOv + V@tue||%2(m7 (7.7)
and

< 0.Voiue, VOiu, >> &HV@WGH%Q(Q). (7.8)

Using Cauchy-Schwarz inequality, we have

, 1 ,
[ wdutzde < S0l + 1021 o) (7.9)
Q
[ dvucdult; + 1) < Bl + CIOL: oy + 1022 (). (7.10)
Q

Computing the time derivative of the ionic curren I;,,, we get

k
zon = Z 0i 8151} Z% pJ ' ))
= j=1
N k
+Z 2iyi (v Z praw™ dpwr [ wh ) (v — Ei(2)) (7.11)
i=1 =1 J#l

N k
- 02 o
= Pj,i — Utz Pji
+ E 1 0iyi(v)O0sv | I1 w;™ + g 1 Qi—zz_ yi(v) I |1 w;”"
1= = 1= Jj=

Thanks to Lemma 2.3, we have v € L>®(Q), log z € L>=(Q)™, w € [0,1]* and y; is C*°. Applying Cauchy-
Schwarz inequality, we deduce from (7.9) and (7.11) that

[ awaitzaz+ [ 0Tz < OO @y + 100 oy + 10lEr oy + 10T ). (712
We recall that the function F; given by (2.5) is C*(R?) for j = 1,...,k, and then we can write

o F (1] w]) 6tv<91Fj + 8twj82Fj, (713)

where 9; is the partial derivative with respect the [*" variable, | = 1,2. Since a;, 3; are C*(R), v € L>=(Q) and
€1[0,1],5=1,...,k, we deduce that

O Fj(v,wj) =/ (v)(1 —w;) — B (v)wj, and &Fj(v,w;) =—a(v)—Bw), j=1,....k (7.14)
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are bounded. Then, by Cauchy-Schwarz inequality and Young inequality, we have

/Q Oew Dy Fdz < C(|0,0][ 2y + 19:w[12 0. (7.15)
Similarly for the variable z, for i = 1,...,m, we can write
k
0Gi(o,v,w,z) = —(OwdaJ; + Z(@twjajJrgJi) + 0 log 2;0k43J;)
N m (7.16)
+0,002H; + > 0pw;0j2H; + > 04108 20k 21 Hi.
j=1 j=1

By hypothesis (2.8) and (2.9), we deduce that 9;J;, I =1,...,k+3,and 9,H;,l = 1,...,m+k+ 2, are bounded
since v € L=(Q), w € [0,1]%, z € L>°(Q)™. Then, we have

/QatZﬁtde < C(||atv||2L2(Q) + ||atw||%2(52)k + ||8tz||%2(9),,”). (7.17)
Thus, substituting (7.7), (7.8), (7.10), (7.12), (7.15) and (7.17) in (7.6), and applying Poincaré inequality by
choosing € = f&’ with C), is the Poincaré constant depending on 2, we obtain
P

d 1
a(natUHQH(Q) +10ew 220y + 1002l 72 (ym) + 0il VO + Vyue |72y + §&||V3tue||2L2(Q) (7.18)

< CUII2 20 + 100w 2y + 1100220y + 10T 220y + 10222 ).

Applying Gronwall Lemma, we deduce

1
|8tUH%2(Q)+||3tW||%2(Q)k+HatZHzLZ(Q)m+ﬂ||vatv+vatue||%2(sz)+§%\|Vatue||2p(n) < Co, Vte[0,T], (7.19)

where
Co = C(llvoll 2 Iwoll 2 () 2ol L2 (ym s (117 e | 1 0,752.2(22))) > 0. (7.20)
Thus,

v,ue € WHR(0,T; HY(Q)), w e Whe(0,T;L*(Q)*, and ze W'>(0,T;L*(Q))™. (7.21)

Now, for ¢ € (0,T), we intergrate (7.18) over (0,t), we obtain

t
||3tv||%2(n) + ||3tWH%2(Q)k + ||3tz|\%2(sz)m +ﬂ/o VO + Vat“e”%z(ﬂ)dT

1 t
+§@/ [VOyuel|72(qydr < 2Co, (7.22)
0

and then, we conclude
v,ue € HY(0,T; HY()). (7.23)
On the other hand, from the system (2.10), we have

diU(UeVUe) = —815'0 - Iion - Ig € LQ(OvTa LQ(Q))’

7.24
= ue € L2(0,T; H2(Q)). 29
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and
div(o;Vv) = v + Loy, — div(o;Vu,) — If € L*(0,T; L(R)),
= v e L*0,T; H*()).

Let us now prove the regularities (2.21). Deriving equations (2.5) and (2.7) over the space variable z, we
obtain

(7.25)

8,5(6111}3‘) = 8I1)(91Fj + a$Wj62Fj, i=1,...k, (726)
and
N k m
01(0nzi) = Y 0:0;0;G; + 000N 1Gi + Y 0gw;Oiin1Gi+ Y OozjOhini11iGir i=1,...,m. (7.27)
j=1 j=1 j=1

Without loss of generality, 9, is the space derivative over one direction (here could be the first, the second
or the third dimension of the space R?).
According to Lemma 2.3 and the hypothesis (2.7)-(2.9), there exist a constant C' depending on T', such that

101F;(1720) + 102Fjll72g) <C, G =1,....k, (7.28)
and
N k m
Z 102050, Gill 72 () + 108 +1Gill 720y + Z 1054 n+1Gill72 () + Z 10kt 8 4145GillZ2(0) < C, i=1,...,m.
= = = (7.29)

Multiplying the equation (7.26) by (0,w;),j = 1,...,k, the equation (7.27) by (9z2;),4 = 1,...,m, and
integrating the sum over €2, and applying the Young inequality of the right hand side, we obtain

d
102w 0y + 102272 ym) < CUI00IIT20) + 102w 72 (@ + 1022072 (0)m)- (7.30)

Thanks to the regularity (7.23), we have ||0,v]|12(q) € C°[0,T]. Applying Gronwall lemma and using hypothesis
(2.20), we obtain

||a$w||%2(ﬂ)’€ + ||5zz||2L2(Q)m < C(||5xW0||L2(Q)k> ||8mz0||Lz(Q)m), vt € [0,T7]. (7.31)

Thus,
w e L®(0,T; H'(Q)*, and ze L>(0,T; HY(Q)™. (7.32)
On the other hand, from (7.26) and (7.27), we deduce

w e Wh>(0,T; HY(Q))*, and zec Wh>(0,T; H'(Q))™. (7.33)
e Let us now consider the initial conditions:

o 9,v(0) = div(e;VOv(0)) + div(e; VOiue(0)) + 0,17 (0) — 01 1i0n (0),
e 0uw(0) =0, F(v(0),w(0)), (7.34)
L attz(o) = atG(é,’U(O),W(O),Z(O))

We start by showing that d;v(t = 0) € H?(f2). Using hypothesis (2.14), vg € H*(2), and u.(t = 0) € H*(Q),
we have div(o;Vug) € H2(), and div(o; Vu.(t = 0)) € H(Q). We also have If(t = 0) € H?(Q2). It’s obvious
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that

N k
Tign(t = 0) Z H w's' (vo — Ei(20)) € L*(). (7.35)

Since p is bounded in H3(Q)", there exists a constant C' > 0 such that

102 Lion (t = 0)‘2 < C(|azU0|2 + |803W0|2 + |8IZO‘2),
0eyLion(t = 0)]> < C(|8,v0]? + |0uwol” + |8u2z0” + |8yv0l* + [0y wo|? + |9y 20| (7.36)
+ |3vao|2 + |a$yW0|2 + IazyZ0|2)-

So, from hypothesis vg € H*(Q), wo € H?(Q)*, zg € H*(Q)™, we deduce that 0, Lion(t = 0) and dyy Lion (t = 0)
belong to L?(Q2). Thus I, (t = 0) € H?(2), and then dyv(t = 0) € H?(2). From (7.34), we get dyv(t = 0) €
L2(Q). Buw(t = 0) € L2(Q)F, and dpa(t — 0) € L2(Q)™

Now, we take the second derivative with respect to time of the system (7.1), we multiply the first (respectively
the 274 37 and the 4*") equation by ;v (respectively by Oyuc, 0w, Oyz), we obtain

*  Ouvdyv — Oyvdiv(o; Vo) = Ouvdiv(o;Voyuue) + 0y vdul; — 0uvilion,
o —Ouu.div(o;Vouv) — Opucdiv((o; + 0.)VOuue) = Optie (O I + O I?), -
i 8tttwj attwj = attFj(’U7wj)attwj, ,] = 17 A ’k7

o Oz Onzi = 0uGi(0,v, W,2)0n2i, 1=1,--- ,m.

Deriving (7.11) with respect to time, integrating over {2 the sum of the first and second equation of (7.37), using
Cauchy Schwarz inequality, we get

1d 1 1
2 dt ||8ttUHL2(Q + = 9 < 0o; V&tt(v + Ue) V@tt(v + Ue) > +2 < o‘evattue, V@ttue
< Cl(”attUHLZ(Q) + ||attue||L2(Q)) + CQHattW” 2(Q)k + 03||8ttz||L2(Q)m (738)

+C’4(HathL2(Q + ||8tw|| 2k T HatZHLz @m t 106 I3 117 2 2) T [|Ore I HLZ(Q )-

Deriving in time (7.13) and (7.16), integrating over Q the 3" and the 4*" equation of (7.37), using Cauchy

Schwarz inequality, for j =1,...,kand i =1,...,m, we get
1d 5 9
° 2 dt ||aftwj ||L2(Q) + Ca B”attw] ||L2(Q) S 05||8ttU||L2(Q) + 06||8ttwj||L2(Q)
+C7([10e0]|72 ) + 196w; 172 3 (7.39)
1d :
° 2 dtHattZz” L2(Q) + C”attzz”L? Q) < 08||3ttv||L2(Q =+ 09||3ttW||2L2(Q)k + ClOHattZiH%2(Q)

+Cu([l0wlZ 2t ||8tw||L2(Q kt ||atzi||L2(Q))a
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1
where C1,Cy, ..., Ch1,Cq g, C positive constants such that o (v) + 8;(v) > Cy g and ;8k+3Ji > C. Summing
all equations in (7.38) and (7.39), we get '

1d 1
B dt(”attUHLZ(Q + ||attw|| 2(Q)k + ||attZHL2(Q)m) + UszattU + Vattue”Lz(Q + Ue||vattue”L2(Q)
+Cq ,ﬁHattWHLZ(Q w T CHattZHLZ(Q m S 012(||8tthL2(Q + ||8ttue||L2 Q)) + CIBHattWHLz(Q)k (740)

+C1all0nz 72 ) + Crs (1000|720 + 10:W 172 ) + 10021172 0pm + 100 T2 1122 () + 100 LE 1172 (0)-

Applying Poincaré inequality by choosing Cio = 0, with C), is the Poincaré constant depending on §2,

1

4C,
1 1 .

Ci3 = §Ca75, and C4 = §Q, we obtain

d
%(Hattvﬂiz(m 100wl Z2yr + 11002l 20ym ) + CUIVOuv + Viruel 72y + VOl 20y + 10w 1720
02|72 (ym) < Crs (10020 + 10:wW|T2 e + 10621 F2ym + 1106 I 172y + 1956 12 17200y XT-41)

1 1 1 1
where C' = min{iCaﬁ, ~C, 1% 5&} Using hypothesis (7.34) and inequality (7.19), for ¢t € [0, T], we integrate

over the time interval (0,t), we get

t
||attv||%2(9 + ||attw||i2(ﬂ)k‘ + ||8ttz|\%2(mm +Q/O (Ve (v + Ue)H%mz) + ||V8ttue||iz(9)

+HattWHL2(Q kTt ||attz||%2 Q)m)dT < C(HattIfe||%2(07T;L2(Q)) + Cl5C(]T + ||3ttv(t = 0)”%2(9) (742)
0w (t = 0|72y + [1002(t = 0)[[72(qym)-
We obtain
v,ue € HX(0,T; HY(Q)), w e H*(0,T;L%(Q)*, and ze H*(0,T;L*(Q))™. (7.43)
On the other hand, from the system (2.10), we have
div(aeV&gue) = —0yv — O Lion — 82515 S L2(0, T; LQ(Q)), (7 44)
= u, € H'(0,T; H2()). '
and
div(a; Vo) = 0yv + Olion — div(o;VOou,) — 0 IF € L*(0,T; L?(2)), (7.45)
= ve H'(0,T; HA(Q)). '
Deriving (7.44) and (7.45) with respect to space, we obtain that
81 [div(aevatue)] - _8wattv - 8a:atlion - 3x8t12 S L2(07 T7 LQ(Q))a (7 46)
= u, € H'(0,T; H3()). '
and
0z [div(o;VOw)| = 0,04v + 0,01 i0n — 0y [div(0;V Oyue)| — 0,0,17F € L*(0,T; L2(2)), (7.47)

= ve H'(0,T; H3(Q)).
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Let us now prove the regularities (2.22). Getting second derivatives of equations (2.5) and (2.7) over the space
variable z, multiplying both equations by 0,,w; and 0, 2; respectively and using that fact that ¢ is bounded
in H3(Q)", integrating the sum over { and applying the Young inequality of the right hand side, we obtain

d
ﬁ(naacz“’”%?(n)k + 1022272 0ym ) < Cl(”aIwWH%?(Q)k + 1022272 ym ) + Co, (7.48)
where C7 and Cy are two non negative constants. Applying Gronwall Lemma, we obtain
HaﬂcwWH%Q(Q)’“ + Haza:ZH%?(Q)m < C(Haa:IWOHLQ(Q)ka Ha:mZOHLz(Q)”‘)' (7.49)
Thus,
w € L=(0,T; H*(Q))*, and z e L*>®(0,T; H*(Q))™. (7.50)
Similarly, computing the third space derivatives of (2.5) and (2.7) , multiplying both equations by 0zz,w; and

Ouza?i respectively and using that fact that g is bounded in H?(Q2)", integrating the sum over 2 and applying
the Young inequality of the right hand side, we obtain

d

%(Hamvvlliz(mk + II&Emzlliz(Q)m) < C3(||axml’w||%2(§2)k + HamzZH%Z(Q)m) + Cy. (7.51)

since v € L (0, T; H3(12)), where C3 and Cy are two non negative constants. Using wo € H3(Q)*, zg € H3(Q)™
and applying Gronwall Lemma, we have

||aacmw||i2(9)k + ”ammz”%%mm < O(”aerOHL?(Q)ka ||am::r:z0HL2(Q)m)- (7~52)

Then
w € L0, T; H*(Q))*, and z € L>(0,T; H3(Q))™. (7.53)
Moreover, from the expressions of 0;(0y: W) and 0;(0zy.2), we deduce

w € WL (0,T; H3(Q))* ¢ HY(0,T; H3(Q))* — C°([0,T]; C1(Q2))*,

(7.54)
z € Wheo(0,T; H3(Q))™ ¢ H'(0, T; H3(Q))™ — C°(]

=
)
2

3

The proof of Proposition 2.4 is finished. ]
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