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Abstract. Huge numbers of protein sequences are now available in public databases.
In order to exploit more fully this valuable biological data, these sequences need
to be annotated with functional properties such as Enzyme Commission (EC)
numbers and Gene Ontology terms. The UniProt Knowledgebase (UniProtKB)
is currently the largest and most comprehensive resource for protein sequence
and annotation data. In the March 2018 release of UniProtKB, some 556,000 se-
quences have been manually curated but over 111 million sequences still lack
functional annotations. The ability to annotate automatically these unannotated
sequences would represent a major advance for the field of bioinformatics. Here,
we present a novel network-based approach called GrAPFI for the automatic
functional annotation of protein sequences. The underlying assumption of GrAPFI
is that proteins may be related to each other by the protein domains, families, and
super-families that they share. Several protein domain databases exist such as In-
terPro, Pfam, SMART, CDD, Gene3D, and Prosite, for example. Our approach
uses Interpro domains, because the InterPro database contains information from
several other major protein family and domain databases. Our results show that
GrAPFI achieves better EC number annotation performance than several other
previously described approaches.

Keywords: complex protein domain networks, protein function annotation, label
propagation, GrAPFI, bioinformatics

1 Introduction

Understanding protein function is one of the keys to understanding life at the molecu-
lar level, and is central to understanding human disease processes and drug discovery
efforts. In this age of rapid and affordable amino-acid sequencing technologies, the
number of protein sequences accumulating in databases is rising at an increasing rate.
This presents many challenges for biologists and computer scientists alike. In order to
make sense of this huge quantity of data, these sequences should be annotated with
functional properties. The UniProt knowledgebase (UniProtKB) consists of two com-
ponents: (i) the UniProtKB/Swiss-Prot database which contains protein sequences with
reliable information that has been reviewed by expert bio-curators and (ii) the UniPro-
tKB/TrEMBL database that stores unannotated sequences [5]. Thus, for all proteins in
UniProtKB we have the primary amino-acid sequence as well as some further infor-
mation such as structural domain definitions, which may have been identified from 3D
protein structures or predicted from families of similar sequences.
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The UniProt curators annotate UniProtKB/TrEMBL sequences using two comple-
mentary systems. The first, called UniRule, uses a large list of “if-then” rules. These
rules have been generated manually, which is both a laborious and time consuming pro-
cess. The rules in UniRule are generally very reliable but their coverage is low [10].
The second system is called Statistical Automatic Annotation System (SAAS), and was
developed to support the labour-intensive UniRule system [15]. Automatic annotation
rules are generated in SAAS using the annotations of the Swiss-Prot sequences and
the decision tree algorithm. Other approaches exist for automatic protein function an-
notation. In particular, several approaches for predicting Enzyme Commission (EC)
numbers that exploit protein structural similarities have been described in [8, 30, 22].
Many sequence similarity based approaches have also been described [26, 16, 24, 31].
Additionally, machine learning methods have also been used extensively [13, 22, 19, 12,
20, 23, 18, 28, 29].

Recently, the notion of network science has attracted great attention across many
scientific communities. Network science has become a multi-disciplinary area of re-
search due to its ability to describe complex systems. It has found applications in many
real world scenarios from banking and the internet to modeling the human brain. There
have been a number of works that use network science and neighborhood based tech-
niques such as [27, 34, 11, 4, 21] where protein-protein interaction (PPI) networks are
exploited for the purpose of functional annotation of proteins, mainly using terms from
the Gene Ontology. One of the interesting features of biological networks is that they
often require specialist biological knowledge to fully understand and exploit the net-
work.

The following methods are widely used EC prediction methods that use combined
approaches based on machine learning, sequence encoding, functional domain simi-
larity and structural similarity. In DEEPre [18], a technique for feature extraction and
classifier training is described for enzyme function prediction. DEEPre uses multiple
algorithms involving PSI-Blast [1], HMMER [9], Convolutional and Recurrent Neural
Network and sequence encoding using position specific scoring matrix (PSSM) to per-
form dimensionality uniformization, feature selection and classification model training
simultaneously. Deep Neural models has shown tremendous performances over tradi-
tional machine learning models in classification task. However, being a “black box”
model and having millions of parameters to be adjusted in training, it cannot provide an
explanation of its predictions.

EzyPred [28] is a three-level EC number predictor, which predicts whether an input
protein sequence is an enzyme, and if so, its main EC class and subclass. EzyPred ex-
ploits functional and evolutionary information of protein using pseudo amino acid com-
position [3] and functional encoding. Based on two features, EzyPred applied an im-
proved version of K-Nearest Neighbor Classifier called OET-KNN: Optimized Evidence-
Theoretic K-Nearest Neighbor. EzyPred is reported to be one of the more successful EC
number prediction methods. However, it can only predict the first two digits of a four-
digit EC number. Thus, its predictions are not very specific.

SVM-Prot is a support vector machine based classification method first described
in 2004 and later updated in 2016 [19]. This approach is based on physico-chemical
representations of protein sequences using various properties like AAC, polarity, hy-
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drophobicity, surface tension, charge, normalized Van der Waals volume, polarizabil-
ity, secondary structure, solvent accessibility, molecular weight, solubility, number of
hydrogen bond donors in side chain and number of hydrogen bond acceptors in side
chain. In the updated version of the SVM-Prot two more classifiers, K-Nearest Neigh-
bor (KNN) and Probabilistic Neural Networks (PNN) were added for improved perfor-
mance.

A Structure-based protein function annotation is proposed in COFACTOR [33].
COFACTOR uses a hybrid model combining information from structure and sequence
homologies, as well as PPI networks, for the prediction of GO terms, EC numbers, and
ligand-binding sites.

EFICAz (Enzyme Function Inference by Combined Approach) is an EC number
prediction server first proposed in 2004 with latest release as EFFICAz2.5 [16]. This
large-scale enzyme function inference combines predictions from four different meth-
ods optimized to achieve high prediction accuracy using: (i) recognition of function-
ally discriminating residues (FDRs) in enzyme families obtained by a Conservation-
controlled HMM Iterative procedure for Enzyme Family classification (CHIEFc), (ii)
pairwise sequence comparison using a family specific Sequence Identity Threshold, (iii)
recognition of FDRs in Multiple Pfam enzyme families, and (iv) recognition of multiple
Prosite patterns of high specificity.

In this paper, we present a novel protein-protein network (PPN) based approach
called GrAPFI which combines the notion of domain similarity with a graph neighbor-
hood inference technique for automatic EC number annotation. More specifically, the
functional annotations of reviewed proteins in SwissProt are used to predict those of
non-reviewed proteins in TrEMBL using label propagation on a complex network rep-
resentation of the protein data. Our analysis shows that GrAPFI has better annotation
performance than other state of the art techniques.

2 Methods

Our approach for automatic protein function annotation works as follows. First, it con-
structs a network representation of the protein database using the domain composition
of the reviewed proteins. Then, given an non-reviewed protein, a label propagation al-
gorithm is applied to the protein graph in order to infer appropriate annotations.

2.1 Protein-Protein Network Construction

We present here a novel way of connecting the proteins using their constituent protein
domains. Domains may be considered as natural building blocks of proteins. During
evolution, protein domains have been duplicated, fused, and recombined in different
ways to produce proteins with distinct structures and functions [17]. Here, each node of
the network represents a protein while a link between two nodes means that the proteins
exhibit a given minimum level of domain similarity. Thus, each node u is identified by a
set of labels L(u) (one or more annotations to propagate), has a set of neighbours N(u),
and for every neighbour v it has an associated weight Wu,v.
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To illustrate the construction of the PPN, let us consider five proteins with symbolic
names P1,P2, P3, P4 and P5. Let us assume that these proteins are composed of do-
mains D1 = (d1,d2,d3,d4), D2 = (d1,d3,d5), D3 = (d1,d2,d10), D4 = (d5,d6,d1),
and D5 = (d4,d1,d10,d40,d7,d9,d12,d52,d100), respectively. It is then evident that
proteins P1 and P2 contain two domains in common namely d1 and d3. Therefore,
proteins P1 and P2 may be linked and the number of shared domains may serve as
a link weight such as WP1,P2 = |(d1,d2,d3,d4)∩ (d1,d3,d5)| = |(d1,d3)| = 2. In a
similar way, proteins P1 and P5 may be linked with a link weight of |(d1,d2,d3,d4)∩
(d4,d1,d10,d40,d7,d9,d12,d52,d100)| = |(d1,d4)| = 2. In the both cases, the link
weight is 2. However, the link weight computed in this way does not reflect the true
strength of the relationship among the proteins. More specifically, in the first case
there are total of |(d1,d2,d3,d4)∪ (d1,d3,d5)| = |(d1,d2,d3,d4,d5)| = 5 different
domains among the two proteins, of which two are shared. In the second case, there are
|(d1,d2,d3,d4)∪ (d4,d1,d10,d40,d7,d9,d12,d52,d100)| = 11 different domains of
which two are again shared. Although two domains are shared in each case, P1 is intu-
itively more aligned with P2 than P5. Therefore, instead of using the above raw similar-
ity score, we instead use the Jaccard index, or Jaccard similarity coefficient, to reflect
better the similarity in composition. This is calculated as |A∩B|

|A∪B| , where A and B are the
two sets of constituent domains. Using the Jaccard coefficient, the link weights for P1
and P2 are calculated as WP1,P2 = |(d1,d2,d3,d4)∩(d1,d3,d5)|

|(d1,d2,d3,d4)∪(d1,d3,d5)| =
|(d1,d3)|

|(d1,d2,d3,d4,d5)| =
2
5 = 0.4.

In other words, according to the Jaccard measure, protein P1 and P2 are 40% similar
in their domain composition. Similarly for P1 and P5, the Jaccard link weight is calcu-
lated as WP1,P5 =

|(d1,d2,d3,d4)∩(d4,d1,d10,d40,d7,d9,d12,d52,d100)|
|(d1,d2,d3,d4)∪(d4,d1,d10,d40,d7,d9,d12,d52,d100)| =

2
11 = 0.18. In this case,

P1 and P5 are roughly 18% similar in their domain composition. After we have decided
on the similarity function, the final PPN is built following two simple steps. In the first
step, the data files that contain protein information are parsed to collect the constituent
domains of each protein. If the training data contains only sequences, InterProScan [25,
14], a widely used protein domain identifier, is used to find the domains associated with
each of the protein sequences.

2.2 Label propagation for protein function annotation

After building the PPN from the reviewed proteins, the network is ready to be used for
the function annotation of new protein sequences. A simple label propagation algorithm
was designed to perform the annotation task. Given the constituent domains of the in-
put protein sequence, all of its neighboring proteins and their annotations are retrieved
from the PPN. Once the neighbors have been obtained, their labels are then weighted
with link weights. The details of our label propagation algorithm are described in Al-
gorithm 1. Overall, for a given input sequence, the annotation is calculated according
to the flow diagram shown in Figure 1(b).

Figure 1(a) shows an example of a protein from the Protein Data Bank (PDB),
entry 2rk2A, which is annotated using the network built from the Uniprot/SwissProt
database. In this example, only 1-layer neighbours are considered for label propagation.
It is evident from the network that 2rk2A has five neighbours with two distinct labels
(EC 1.5.1.3 and 3.5.58). However, based on neighbor count and link weights, the EC
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(a)

(b)

Fig. 1. An example Protein Domain Network is shown in 1(a) to annotate 2rk2A enzyme 1(b)
shows the Annotation work-flow of GrAPFI. The shaded portion of the work-flow is pre-
computated using the reviewd proteins for UniprotKB/Swissprot and InterPro Domain Database.



6 Sarker et al.

Algorithm 1 Label Propagation in a PPN
1: Input: A PPN G= (V,E) and an unknown protein u with domain list d and minimum domain

similarity θ

2: Output: EC Annotations
3: procedure LABELPROPAGATION

4: Annotations← /0
5: N′← FilterNeighbors(N(u),θ)
6: for each neighbor v ∈ N′ do
7: ECv←CollectAnnotations(v)
8: for each ec in ECv do
9: if ec ∈ Annotations then

10: Annotationsec← Annotationsec +Wu,v
11: else
12: Annotationsec←Wu,v

13: end if
14: end for
15: end for
16: Rank the Annotations
17: Select the top ranked function and assign it to the protein u
18: end Procedure
19:
20: function FilterNeighbors (N(u),θ))
21: N′← /0
22: for each v ∈ N(u) do
23: if Wu,v >= θ then
24: N′← N′∪{v}
25: end if
26: end for
27: return N′
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label 1.5.1.3 has a greater weight than 3.5.5.8. Therefore, 2RK2A is annotated with
EC 1.5.1.3. If desired, node neighbour may be selected in other ways to reflect the
requirements of the problem at hand.

3 Experiments

EC annotations use a four digit numbering system with a hierarchical structure [6]. The
first level (digit) describes one of six main enzyme classes: (i) oxidoreductases, (ii)
transferases, (iii) hydrolases, (iv) lyases, (v) isomerases and (vi) ligases. The second
digit describes a more specific sub-class of the top-level enzyme class. Similarly, the
third digit typically indicates a specific enzyme type, while the fourth digit typically
denotes a specific enzyme substrate. Here, we consider the assignment of an EC number
to be correct if the first three digits of the assigned EC number match the first three digits
of the ground-truth annotation from SwissProt.

To evaluate GrAPFI, we used Leave One Out (LOO) cross validation on four major
taxonomic species from the March 2018 Release of UniProt/SwissProt, namely Viruses,
Archaea, Eukaryota, and Bacteria. Additionally, we performed an accuracy test using
a previously described benchmark dataset [33] to compare the performance of GrAPFI
with [18] and [19]. The datasets were downloaded from the UniProtKB portal and
filtered to retrieve only those proteins that are annotated with at least one EC num-
ber. This benchmark dataset contains 318 protein enzymes from the PDB1. Removing
benchmark proteins that are not annotated with any EC annotation, gave 297 enzymes.
We used InterProScan [14] to find the domain composition of these enzymes, and we
then applied label propagation on a pre-built network of reviewed proteins having over
260,000 nodes and several million edges. Table 1 summarizes the network properties of
the PPNs of the four selected taxonomies.

Dataset # Nodes # Edges Average Degree # Domains Total EC

Viruses 3208 478447 298.28 1031 150
Archaea 10619 1168710 220.12 2499 727

Eukaryota 55042 30753219 1117.45 6744 2832
Bacteria 193429 409837148 4237.6 6480 2902

Table 1. A brief summary of the PPNs built for the Viruses, Archaea, Eukaryota and Bacteria
datasets.

3.1 Evaluation Metrics

The performance of the method is measured using precision, recall, and F-Measure. Ad-
ditionally, the coverage is also reported. To summarize the prediction result for cross-
validation, the average precision and average recall is computed as Pravg =

1
M ∑∀p∈P Prp

1Protein Data Bank, https://www.rcsb.org/
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and Reavg =
1
M ∑∀p∈P Rep, respectively. Here, M is the number of proteins that are pre-

dicted with at least one EC number, P is the set of Proteins to be tested using LOO
cross validation and Prp =

kp
mp

and Rep =
kp
np

are the precision and recall computed for
the protein p. Here np is the set of known functions for the protein p, mp is the set of
predicted functions and kp is the overlap between the two sets. The F-Measure is the
harmonic mean of the precision and recall and is computed as FMeasure =

2×Pravg×Reavg
Pravg+Reavg

.
Coverage indicates the number of proteins that a method can annotate in a particular
test case. Coverage is represented relative to the number of proteins in the test case.
Here, coverage is calculated as Coverage = M

N , where M is the number of proteins for
which at least one EC is predicted and N is the total number of proteins in the Test set.
A coverage of 90% means that 90% of the proteins in the Test set are annotated (rightly
or wrongly).

3.2 GrAPFI Performance Analysis

We applied LOO cross validation to validate the results. In LOO cross validation, one
node is held back for testing while the other nodes constitute the network. Then, the test
node is annotated using label propagation. The results are presented in Figures-2(d) to
2(o) considering different domain similarity thresholds (10% to 50%). For each of the
four datasets, the precision, recall, and F-measure are presented for the first second and
third EC digit.

Precision and Recall For every protein, precision is measured by comparing the pre-
dicted EC number annotation with the actual annotation. To measure the precision and
recall for each annotation, four different cases are handled.

1 There is only one EC annotation in ground truth and prediction. In such a case, both
the precision and recall is 1.0 if they agree on the first n digits for n-digit EC annota-
tion. Otherwise they are 0.

2 There is more than one EC annotation in the ground truth but the number of predicted
EC number is one. In such a case, the EC numbers having the same first n digits are
considered one single EC and are compared with the prediction. For example, let
us suppose the predicted EC is [2.6.1.78] against the ground truth ECs: [2.6.1.11
and 2.6.1.81]. In this case the precision and recall is 1.0, as both the ground truth
and the prediction agree on the first three digits. However, if ground truth ECs are
[2.6.1.11, 2.6.1.81, 2.6.7.13] and the predicted EC is [2.6.1.78] then the precision is
1.0 (because the predicted EC has a matching ground truth EC) and the recall is 0.5
(because the prediction has missed one ground truth EC).

3 There is only one ground truth EC but more than one predicted EC. For example,
let us suppose the predicted ECs are [2.6.1.11, 2.6.1.81] and the ground truth EC is
[2.6.1.78]. In this case, the precision is 1.0 and the recall is 1.0 as both the ground
truth and the prediction agree on the first three digits. To extend this example, let us
suppose the predicted ECs are [2.6.1.11, 2.6.1.81, 2.6.7.13] and the ground truth EC
is [2.6.1.78]. Here, the precision is 0.5 (because one out of 2 predicted ECs has an
agreeing ground truth EC) and recall is 1.0 (because the ground truth EC is correctly
predicted).
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Fig. 2. Figures 2(a) to 2(c) show a comparison of GrAPFI with other methods. Only the precision
is reported, as recall equals precision here. Figures 2(d), 2(e) and 2(f) show the precision, recall,
and f-measure for the Viruses dataset for 1-digit, 2-digit, and 3-digit EC number predictions using
different similarity thresholds. Similarly, Figures 2(g) to 2(i) show the corresponding results for
Archaea, Figures 2(j) to 2(l) for Eukaryota, and Figures 2(m) to 2(o) for Bacteria.
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4 There are more than one ground truth and more than one prediction ESc. For exam-
ple, let us suppose the predicted ECs are [2.6.1.11, 3.6.1.81] and the ground truth
ECs are [2.6.1.11, 3.4.4.81]. In this case, the precision is 0.5 and the recall is 0.5
because one out of two predicted ECs has an agreeing ground truth EC.

Performance measures are based on the top-most annotations. As shown in Figures 2(a)
to 2(o), GrAPFI achieves high precision in most cases. However, a relatively lower
recall is observed for the Viruses dataset (see Figure 2(e)). High precision values reflect
the precise annotation capability of GrAPFI.

We note that GrAPFI is tested on different domain similarity thresholds that serves
the purpose of filtering the collected neighbors. In fact, in a network of millions of
nodes, it is common to have a large number of neighbors sharing domains with a node.
It is also true that all of the neighbors do not contribute equally. In this context, a filtering
approach is adapted to reduce the neighbors keeping those with higher affiliation with
test node. The domain similarity of 10% considers neighbors with distant relationship,
whereas a 50% domain similarity represents a closer relationship among the neighbors.
As the higher domain similarity threshold filters out a large number of neighbors, cases
may arise where the test protein is left without any neighbors, and hence has no annota-
tions to propagate. The coverage curve (red lines) explains the phenomenon in Figures
2(d) to 2(o).

To compare GrAPFI with other methods, we ran each method on a benchmark
dataset from COFACTOR [33]. We have collected the results of DEEPre, SVMProt
(SVM, KNN and Combined) and measured the precision. When comparing the perfor-
mance, we considered only the top predicted annotation. Because most of these meth-
ods predict only the first two EC digits, Figure-2(a) presents performance results for EC
number annotation at the 1-digit and 2-digit level. On the other hand, because DEEPre
can predict four-digit EC numbers, Figure-2(b) presents a comparison between DEEPre
and GrAPFI for the full four-digit EC annotation predictions. In all the cases, GrAPFI
gives better performance measures than the others tested here. The coverage is reported
in Figure-2(c). This figure shows that DEEPre has slightly better coverage than our
GrAPFI. However, GrAPFI is more precise than DEEPre in predicting EC number an-
notation.

4 Conclusion

We have presented GrAPFI, a novel network based approach for automatic protein func-
tional annotation. The method first constructs a network representation of the UniPro-
tKB protein database and then applies a label propagation method to the network in
order to propagate annotations from reviewed proteins to non-reviewed ones. The ex-
perimental results on the UniProtKB/SwissProt data and a selected benchmark dataset
show that GrAPFI provides high quality EC number annotations of protein sequence
data.

In the future, we aim to customize GrAPFI for large scale annotations on large
dataset such as UniProtKB/TrEMBL. The algorithm is already designed in such a way
that both the Graph Construction and Label Propagation steps can be done in parallel
and in a distributed way. Our next aim is to implement a distributed version of GrAPFI
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using a parallel/distributed framework such as Hadoop MapReduce [7], BLADYG [2]
and Spark [32].
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