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Sequential Predictors for Linear Time-Varying Systems
with Delays in the Vector Field and in the Input

Michael Malisoff Frederic Mazenc

Abstract— We provide new sequential predictors for a large
class of linear time-varying systems that contain constant delays
in the vector fields and also constant delays in the inputs.
We allow the input delays to be arbitrarily large. We prove
global exponential stability of the origin for an augmented
system that includes the original system in closed loop with
our sequential predictors based feedback control. We illustrate
our new theorem in an example from identification theory.

Index Terms— Delays, stability, time-varying systems

I. INTRODUCTION

This work continues our search for sequential predictors
that can help solve feedback stabilization problems that have
arbitrarily long input delays, using dynamical extensions that
consist of stacks of ordinary differential equations but which
do not contain distributed terms. Whereas [13] and [12] were
confined to nonlinear systems with constant delays, and time-
varying linear systems with time-varying delays, respectively,
and while [23] also covered time-varying systems with
sampling and measurement delays, here we study a com-
plementary problem, namely, global exponential feedback
stabilization under arbitrarily long input delays in systems
that also contain other delays in the vector fields. This
problem was addressed in [26], using distributed delays.

Our work is motivated by engineering systems where
several delays are present [15]. The work [15] used emulation
and Lyapunov-Krasovskii functionals, and imposed upper
bounds on the allowable input delays. These bounds are not
required in our sequential predictors approach.

Instead of the types of distributed terms that are com-
monly found in the delay compensation literature (where
the feedback control is typically represented as an implicit
solution of an integral equation, instead of in a more user
friendly closed form), the dynamic extensions in sequential
prediction contain time-rescaled copies of the original system
(called subpredictors), with each subpredictor also containing
added stabilizing terms. The sequential predictor paradigm
[5] is a recent development in a long history of works on
stabilization under long feedback delays. Pioneering earlier
works include the Smith predictor for linear systems [22],
and work by Artstein [3], Krstic [11], and other notable
researchers through the 1980’s and 1990s. See also the more
recent works [10], [18], [19], and [24] on delay systems.
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Feedback stabilization can be challenging from the theory
side, and also has many engineering motivations. See, e.g.,
the work [16], and [4], [17], and [21] which provide useful
surveys of delay compensating control.

The usual prediction approach eliminates feedback delays,
by replacing the delayed states in the feedback by predicted
values. While standard prediction generally yields controls
with distributed terms, see, e.g., [1], [6], [7], and [25] for
controllers for special cases of time invariant systems that
do not produce distributed terms and that are based on
prediction, and the works [8] and [14] on chain observers
that do not allow different delays in the vector fields and
in the input, and so do not address the problems that we
help solve here. To address cases with different delays in the
input and the vector fields, this work provides a new class
of sequential predictors, consisting of two interconnected
subsets of subpredictors. The first subset of p subpredictors
compensates for the delay in the vector field. Then a second
set of p(k − 1) predictors compensates for the input delays,
where we assume that the input delay is an integer multiple
kτ of the delay τ in the vector field for some integer k ≥ 2.

II. MAIN RESULT

We study systems of the form

ẋ(t) = A(t)x(t) +B(t)u(t− kτ) + C(t)x(t− τ) (1)

where x is valued in Rn for any dimension n, τ ≥ 0 is a
constant input delay, k ≥ 2 is a positive integer, and the
matrix valued functions A, B, and C are assumed to be
continuous and bounded. The feedback control u will be
specified later, and we write it as a function of t to keep
the notation simple. We assume that the initial functions are
constant at the initial time, and that the initial time is always
zero. Time-varying linear systems of the form (1) arise when
linearizing a nonlinear system around a reference trajectory,
and can represent a closed loop system with a relatively short
delay τ > 0 and a longer delay kτ with the integer k as
large as desired. The following assumption agrees with the
assumptions from [12] and [13] in the special case of time-
varying linear systems with constant delays when C = 0:

Assumption 1: There is a bounded continuous matrix val-
ued function K such that the origin of

ẋ(t) = A(t)x(t) +B(t)us(t, x(t)) + C(t)x(t− τ) (2)

with us(t, x) = K(t)x is uniformly globally exponentially
stable. �

In many cases, Assumption 1 can be satisfied in prac-
tice. For instance, in some cases, one can treat the term



δ(t) = C(t)x(t − τ) as a disturbance and use high gains
to dominate this term. Then no condition on the size of
τ is needed. In other situations, one can often determine
K(t) so that ẋ(t) = (A(t) + C(t) + B(t)K(t))x(t) is
uniformly globally exponentially stable to 0 and prove that
ẋ(t) = (A(t) +B(t)K(t))x(t) +C(t)x(t− τ) is uniformly
globally exponentially stable to 0, when τ is smaller than
a constant τ̄ , where τ̄ can be found by an approach that is
similar to [9] and [15]. See also Section IV for an example.

On the other hand, since we allow k in (1) to be as large
as desired, emulation would not cover our feedback problem
for (1), so we use sequential predictor controls. Our main
result is as follows, where In is the identity matrix and | · |∞
is the essential supremum:

Theorem 1: Let Assumption 1 hold, let ` > 0 be a
constant, and choose any integer

p >

max
{

2, 2
√
2τ
` |A+ `In|∞max {|A|∞, |A+ `In|∞}

}
.

(3)

Set L(t) = −[A(t) + `In] and φi(t) = t + iτ
p for all i ∈

{1, 2, . . . , pk}. Then (1) in closed loop with the control

unew(t) = K(t+ kτ)zpk(t), (4)

where zpk is the last n components of the npk-dimensional
system

żi(t) = A(φi(t))zi(t)

+B(φi(t))unew(φi(t)− kτ)

+L(φi(t))
[
zi

(
t− τ

p

)
− zi−1(t)

]
+C(φi(t))x

(
t− τ + iτ

p

)
, 1 ≤ i ≤ p

żp+j(t) = A(φp+j(t))zp+j(t)

+B(φp+j(t))unew(φp+j(t)− kτ)

+L(φp+j(t))
[
zp+j

(
t− τ

p

)
−zp+j−1(t)

]
+C(φp+j(t))zp

(
t− τ + jτ

p

)
,

1 ≤ j ≤ p(k − 1)

(5)

and z0 = x, is such that the dynamics for (x(t), z1(t)−x(t+
τ/p), z2(t) − z1(t + τ/p), . . . , zpk(t) − zpk−1(t + τ/p)) is
uniformly globally exponentially stable to 0. �

Remark 1: The zi dynamics in (5) is called the ith se-
quential predictor for each i. Formula (3) implies that when
A is the zero function, we can choose any p ≥ 2, by picking
` > 0 small enough. However, Theorem 1 also applies under
nonzero A’s, by choosing a large enough p such that (3)
holds (since the right side of (3) does not depend on p). �

III. PROOF OF MAIN RESULT

The proof has three steps. First, we prove that the system

ξ̇(t) = A(φi(t))ξ(t) + L(φi(t))ξ
(
t− τ

p

)
(6)

is uniformly globally exponentially stable to 0 for each fixed
choice of i, when (3) is satisfied. In the second step, we show
that the dynamics for (z1, . . . , zp) with the choices

zi(t) = zi(t)− zi−1
(
t+ τ

p

)
(7)

for i = 1, 2, . . . , p is uniformly globally exponentially stable
to 0. Combining the first two steps allows us to prove the
conclusion of the theorem in our third step. We use the fact
that for each constant c∗ > 0 and each continuous function
q : [−c∗,∞)→ [0,∞), the conditions

d
dt

∫ t
t−c∗

∫ t
`
q(r)drd` = c∗q(t)−

∫ t
t−c∗ q(r)dr (8a)

and
∫ t
t−c∗

∫ t
`
q(r)drd` ≤ c∗

∫ t
t−c∗ q(r)dr (8b)

hold for all t ≥ 0.
First Step. We first show that (3) implies that (6) is uni-

formly globally exponentially stable to 0, using the following
variant of a Lyapunov-Krasovskii functional argument from
[15]. Our strategy is to first rewrite (6) in the form

ξ̇(t) = −`ξ(t)− [A(φi(t))+`In]
(
ξ
(
t− τ

p

)
− ξ(t)

)
(9)

and to note that the time derivatives of V (ξ) = 1
2 |ξ|

2 and

V ](ξt) = V (ξ(t))

+ 2τ
`p |L|

2
∞ (max{|A|∞, |L|∞})2

∫ t
t−2τ/p

∫ t
s
|ξ(`)|2d`ds

(10)

along all solutions of (9) for all t ≥ 0 satisfy
d
dtV (ξ(t)) = −`|ξ(t)|2 − ξ(t)[A(φi(t)) + `In]

×
(
ξ
(
t− τ

p

)
− ξ(t)

)
≤ −`|ξ(t)|2

+|ξ(t)||A+ `In|∞
∫ t
t−τ/p |ξ̇(`)|d`

≤ −`|ξ(t)|2 + |ξ(t)||A+ `In|∞
×max{|A|∞, |L|∞}

∫ t
t−2τ/p |ξ(`)|d`

≤ − `
2 |ξ(t)|

2 + 1
2` |A+ `In|2∞

× (max{|A|∞, |L|∞})2 2τ
p

×
∫ t
t−2τ/p |ξ(`)|

2d`,

(11)

by Hölder’s inequality ab ≤ `
2a

2 + 1
2`b

2 with a = |ξ(t)|,
followed by Jensen’s inequality, and therefore also

d
dtV

](ξt)

≤ −
[
`
2−

4τ2

p2` |A+`In|2∞max{|A|2∞, |L|2∞}
]
|ξ(t)|2

− τ
p` |A+`In|2∞max

{
|A|2∞,|L|2∞

}∫ t
t−2τ/p|ξ(`)|

2d`

(12)

where ξt is defined by ξt(s) = ξ(t+ s) for all values t ≥ 0
and s ≤ 0, by applying (8a) with the choices c∗ = 2τ/p
and q(r) = |ξ(r)|2. Since (3) ensures that the quantity in
squared brackets in (12) is positive, we can then use (8b)
with the same choices of c∗ and q to find a positive constant
ca such that d

dsV
](ξs) ≤ −caV ](ξs) along all solutions of

(9) for all s ≥ 0, which we can then integrate on any interval
[0, t] to get the desired uniform global exponential stability
condition on (6), using the quadratic structure of V and our
assumption that the initial functions are constant.

Second Step. We prove that the dynamics for za =
(z1, . . . , zp) defined in terms of the error components (7) is
uniformly globally exponentially stable to zero, which will
follow from the first step of the proof and our choices of the
arguments φi(t) in the time-varying coefficients A, B, C,
and L in our sequential predictor dynamics (5). First note



that the closed loop x subsystem in Theorem 1 satisfies
d
dtx(φ1(t)) = A(φ1(t))x(φ1(t))

+B(φ1(t))unew(φ1(t)− kτ) + C(φ1(t))x(φ1(t)− τ)

which produces the subsystem ż1(t) = A(φ1(t))z1(t) +
L(φ1(t))z1 (t− (τ/p)), which is uniformly globally expo-
nentially stable to 0, by the first step of the proof. Reasoning
inductively then shows that the dynamics

ż1(t) = A(φ1(t))z1(t) + L(φ1(t)z1

(
t− τ

p

)
żi(t) = A(φi(t))zi(t) + L(φi(t))zi

(
t− τ

p

)
−L(φi(t))zi−1(t), i = 2, . . . , p

(13)

for za are uniformly globally exponentially stable to 0, by
noting that each of the systems

żi(t) = A(φi(t))zi(t) + L(φi(t))zi

(
t− τ

p

)
+ δ(t) (14)

for i = 2, . . . , p is exponentially input-to-state stable with
respect to the disturbance δ, since V ] from the first step of the
proof is also an input-to-state stability Lyapunov-Krasovskii
functional for (14) and L is a bounded function.

Third Step. We prove the theorem using the second step
of the proof, by setting ζ(t) = zp(t − τ) − x(t) and first
rewriting the (zp+1, . . . zpk) subsystem of (5) as

żp+`(t) = A(φp+`(t))zp+`(t)

+B(φp+`(t))unew(φp+`(t)− kτ)

+L(φp+`(t))
[
zp+`

(
t− τ

p

)
−zp+`−1(t)

]
+C(φp+`(t))

[
x
(
t+ `τ

p

)
+ ζ

(
t+ `τ

p

)]
, 1 ≤ ` ≤ p(k − 1).

(15)

We also use the fact that for all t ≥ 0, we have

zp

(
t− τ + τ

p

)
+ zp−1

(
t− τ + 2τ

p

)
+ . . .+ z1 (t)

= zp

(
t− τ + τ

p

)
− x

(
t+ τ

p

)
= ζ

(
t+ τ

p

) (16)

which follows from the pairwise cancellation of terms in the
sum of the p terms in a telescoping sum. Using (15), we can
rewrite the dynamics for zb = (zp+1, . . . , zpk) as

żp+1(t) = A(φp+1(t))zp+1(t)

+L(φp+1(t))
(
zp+1

(
t− τ

p

)
− zp (t)

)
+C(φp+1(t))ζ

(
t+ τ

p

)
żp+`(t) = A(φp+`(t))zp+`(t)

+L(φp+`(t))zp+`

(
t− τ

p

)
−L(φp+`(t))zp+`−1 (t) ,

2 ≤ ` ≤ p(k − 1),

(17)

since our formulas for the last p(k−1) sequential predictors
in (5) ensure that there are no C terms in the dynamics for
z̄p+2, . . . , z̄pk. Using the uniform global exponential stability
of the dynamics (13) for za, the telescoping sum (16), and

the exponential input-to-state stability of (14) with respect to
δ, it follows that the dynamics for (za, zb) = (z1, . . . , zpk)
is uniformly globally exponentially stable to 0.

Moreover, we can write zpk(t) = x(t+kτ)+σ(t)+ζ(t+
kτ) in terms of the sum

σ(t) =
p(k−1)−1∑

s=0
zpk−s

(
t+ sτ

p

)
(18)

for all t ≥ 0 (using a telescoping sum argument as we did to
obtain (16)). Then the dynamics for the combined variable
(x(t), z1(t), . . . , zpk(t)) = (x(t), z1(t)−x(t+ τ/p), z2(t)−
z1(t+ τ/p), . . . , zpk(t)− zpk−1(t+ τ/p)) are{

ẋ(t) = A(t)x(t) + C(t)x(t− τ)

+B(t)us (t, x(t)+σ(t− kτ)+ζ(t))
(19)

interconnected with (13) and (17). Since (16) and (18)
express σ and ζ as linear combinations of the components
of (za, zb), and the (za, zb) subsystem of (19) is uniformly
globally exponentially stable to 0, it follows from Assump-
tion 1 and the linearity of us in x that (19) is uniformly
globally exponentially stable to 0, which proves the theorem.

IV. ILLUSTRATION

Consider the dynamics from identification theory (from
[2], [15], [20] and several references contained therein)

ẋ = −m(t)m>(t)u (20)

with a control u where x is valued in Rn for any dimension
n, under the following assumption from [15]:

Assumption 2: The function m : R → Rn is continuous,
there are constants α′ ∈ (0, 1), β′ > 0, and c̃ > 0 such that

α′In ≤
∫ t+c̃
t

m(τ)m>(τ)dτ ≤ β′In for all t ∈ R, (21)

and |m(t)| = 1 for all t ∈ R. �
We can build a strict Lyapunov function V for (20) in

closed loop with us(t, x) = x, using this lemma from [15]:
Lemma 1: Let m, α′, β′, and c̃ be such that Assumption

2 is satisfied. Then, with the choices κ = 1 + c̃
2 + 1

4α′ c̃
4 and

P (t) = κIn +
∫ t
t−c̃
∫ t
s
m(l)m>(l) dl ds, (22)

the function V (t, x) = x>P (t)x satisfies V̇ ≤ −α′|x|2/2
along all trajectories of ẋ(t) = −m(t)m>(t)x(t) for all t ≥
0. Moreover, |P |∞ ≤ κ+ c̃2. �

Under the preceding assumptions, [15] provided a bound
τ such that ẋ(t) = −m(t)m>(t)us(t, x1(t−τ1), . . . , xn(t−
τn)) is uniformly globally asymptotically stable to 0 for all
constant delays τi ∈ [0, τ ] for i = 1, 2, . . . , n. Also, since
(20) has no drift term, [15, Remark 4] showed how to allow
arbitrarily large τ by scaling the control, but this control
scaling approach may not be viable in practice. Therefore,
we illustrate Theorem 1 above for the input delayed version

ẋ(t) = −Ma(t)u(t− kτ)−Mb(t)xb(t− τ) (23)

where x = (x>a , x
>
b )> for any dimensions na and nb for

xa and xb respectively such that n = na + nb, and Ma(t)



(resp., Mb(t)) consists of the first na (resp., last nb) columns
of m(t)m>(t) for all t ∈ R. We use the following lemma:

Lemma 2: Let the assumptions of Lemma 1 hold, and Ma,
Mb, α′, κ, and c̃ be defined as above and τ > 0 be a constant
such that

τ <
α′

4
√

5(κ+ c̃2)
. (24)

Then Assumption 1 is satisfied with A = 0n×n, B =
−[Ma 0n×nb

], C = −[0n×na
Mb], and us(t, x) = x. �

Proof: By writing

ẋ(t) = −Ma(t)xa(t)−Mb(t)xb(t− τ) (25)

in the form ẋ(t) = −m(t)m>(t)x(t)+Mb(t)[xb(t)−xb(t−
τ)] and using the bound |M |∞ ≤ 1, it follows that the
time derivative of the function V from Lemma 1 along all
solutions of (25) for all t ≥ 0 satisfies

V̇ ≤ −α
′|x(t)|2

2 + {|x(t)|}
{

2(κ+c̃2)
∫ t
t−2τ |x(`)|d`

}
≤ −α

′|x(t)|2
4 + 4(κ+c̃2)2 1

α′ (2τ)
∫ t
t−2τ |x(`)|2d`,

(26)

by applying the inequality c1c2 ≤ α′

4 c
2
1 + 1

α′ c
2
2 where c1 and

c2 are the terms in curly braces in (26) followed by Jensen’s
inequality. Therefore, the time derivative of

V ](xt) = V (x(t)) + 5(κ+ c̃2)2 2τ
α′

∫ t
t−2τ

∫ t
`
|x(s)|2dsd`

along all solutions of (25) for all t ≥ 0 satisfies

d
dtV

](xt) ≤ −
{
α′

4 − 5(κ+ c̃2)2 4τ2

α′

}
|x(t)|2

−(κ+ c̃2)2 2τ
α′

∫ t
t−2τ |x(`)|2d`,

(27)

by (8a) with c∗ = 2τ and q(`) = |x(`)|2. The constant in
curly braces in (27) is positive, by (24). Hence, we can reason
as in the last part of the first step in the proof of Theorem 1
to get an exponential decay estimate on V ] and so also on
|x(t)| all solutions of (23), which proves the lemma.

Since Assumption 1 is satisfied, the uniformly globally
exponentially stabilizing feedback control for (23) is given
by Theorem 1, for any k ≥ 2 and any τ satisfying (24).
This allows arbitrarily large delays kτ . Moreover, since
Assumption 1 is satisfied with A = 0, we can choose p = 2,
which produces 2k sequential predictors; see Remark 1.

V. CONCLUSION

We provided uniformly globally exponentially stabiliz-
ing sequential predictor feedbacks for time-varying linear
systems that have delays in the vector field and a longer
delay in the feedback. We illustrated how such systems
arise when different components of the feedback control can
have different delays, which were beyond the scope of the
existing sequential predictor based feedback control designs.
We plan to extend this work to time-varying delays using
analogs of our methods for time-varying delays from [12].
We also plan generalizations with nonlinear systems and
measurement delays and sampling. This would extend our
sequential predictors works [13] and [23] which did not allow
different delays in the vector fields.
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