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Bounded Control for DC/DC Converters:
Application to Renewable Sources

Alessio Iovine1, Frédéric Mazenc2

Abstract— Advanced control methods are nowadays increas-
ing in interest for power electronics devices. This paper pro-
poses a nonlinear control law for a DC/DC boost converter
dedicated to extract the maximum power from a photovoltaic
(PV) array, taking into account the constraints of the control
action. System stability analysis is provided by a proper
Lyapunov function. Simulations on SimPowerSystems validate
how the developed control strategy is able to properly control
the converter with good performances.

Index Terms— Bounded control, Nonlinear control, Control
for Power Converters

I. INTRODUCTION

Nowadays, the utilization of complex control techniques
for regulating power converters is becoming a common
standard. Indeed, the technological progress and its rise in
complexity of the required tasks, together with an always
increasing demand of better performance, requires more
advanced control methods. As a result, the development and
application of control techniques different from the classic
Proportional Integral Derivative (PID) for power converters
is a well established research field, and its related literature
is continuously enriched [1], [2], [3], [4], [5], [6], [7], [8],
[9], [10], [11].

Although the variety of advanced control results for
DC/DC converters, only few of them take into account the
physical limitations of the systems and how they impact
on the performances and the operating region [4], [9], [11],
[12], [13]. To develop an unbounded control law for systems
for which large values for the control are prohibited, is
quite accepted in literature. This is due to the complexity
of the problem of constructing bounded feedbacks. As a
consequence, the bounds are taken into account in an empiric
way for selecting the gains of the control law and to try to
provide an estimation of the operating region of the system
related to the acting disturbances and the control law.

When constraints on the control input are taken into
account, the used control methods have some drawbacks:
for example, calculation time due to the Linear Matrix
Inequalities (LMI) methods (see [4], [12], [13]) or dynamics
cancellation due to backstepping (see [9]) can generate a
high error in the control with respect to small measurement
errors.

In this paper, a bounded nonlinear control design is used
to correctly control a boost DC/DC converter connected to
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Fig. 1. The adopted electrical scheme. The boost DC/DC converter is
introduced in the blue rectangular region, and is connected to a strong DC
grid and to the PV array.

a photovoltaic (PV) panel. Our objective is similar to the
one of [14]: ensuring stability and at the same time the
satisfaction of some performance requirements. However, it
is worth mentioning that the design we propose does not rely
on the main result of [14] nor on classical techniques of con-
structions of bounded control laws, such as the ones of [15],
[16], [17]. The equilibrium point of the system is provided by
a Maximum Power Point Tracking (MPPT) algorithm, which
is supposed to be placed in a higher hierarchical control
scheme [18]. The used control technique imposes a desired
equilibrium point to the systems, respecting the bounds of
the control law while imposing a certain desired convergence
rate. Such technique allows for an online calculation of the
control input, increasing system performances. Moreover, the
problem of nonminimum phase of the boost converter does
not affect the introduced control law.

The paper is organized as follows. Section II introduces
the considered model, while Section III describes preliminary
properties of the system. In Section IV the control law is
developed, and Section V outlines simulations to validate it.
Conclusions are provided in Section VI.

II. MODELING

The considered model for a DC/DC converter connected to
a DC bus and a PV source is taken from [19]. The equivalent
circuit representation for a DC/DC boost converter connected
to a strong DC grid and the PV source can be expressed
using a state space average model, under the hypothesis to
then use a Pulse Width Modulation (PWM) technique for
control purposes [20], [21]. Three state variables are needed
for the system model: the capacitor voltages VC1

: R→ R+

and VC3
: R→ R+ (x1 and x3 respectively) and the inductor

current IL2
: R→ R (x2). Let X(t) = (x1(t), x2(t), x3(t)).

In the remaining part of the paper, time dependence will be
omitted due to lack of space. C1, C3, R1, R3, L2, R01, R02

are known positive values of the capacitors, resistances and
the inductor while VDC ∈ R+ is the constant grid voltage.



Parameter Value Parameter Value
a1

1
R1C1

a2
1
C1

a3
1
L2

a4
R01
L2

a5
1

R3C3
a6

1
C3

TABLE I
THE POSITIVE VALUES OF THE PARAMETERS.

The PV source is here represented as a voltage source,
which is piecewise constant; VPV ∈ R+ is the photovoltaic
panel voltage. Fig. 1 depicts the considered framework. The
measured signals are the states x1, x2, x3 and the PV array
and DC grid constant voltages d1 = VPV , d2 = VDC .
v = 1− u is the control input, which is defined as the duty
cycle of the circuit. The electrical scheme in Fig. 1 can then
be modeled as follows:

ẋ1 = −a1x1 − a2x2 + a1d1,

ẋ2 = a3x1 − a3x3v − a4x2,
ẋ3 = −a5x3 + a6x2v + a5d2.

(1)

Here x, v, d1, d2 are measurable. The parameters’ value
are depicted in Table I. It must to be noticed that the system
has the property to have 2 time-scales, since it satisfies the
motion separation principle derived from singular perturba-
tion theory [22]. Furthermore, to have feasible solutions, the
disturbances are such that d1 > 0, d2 > 0, d2 > d1.

The control input is bounded as follows:

v ∈ [0, 1]. (2)

A. Equilibrium point

Let us determine the equilibrium point of the system (1)
with v ≡ v∗ where v∗ > 0 is a constant. Let E∗ =
(x1∗, x2∗, x3∗) denote an equilibrium point. Hence

x1∗ =
(
a6v

2
∗

a5
+ a4

a3

)
a1

d1−v∗d2
a1

(
a6v

2
∗

a5
+
a4
a3

)
+a2

+ v∗d2,

x2∗ = a1
d1−v∗d2

a1

(
a6v

2
∗

a5
+
a4
a3

)
+a2

,

x3∗ = a6v∗
a5

a1
d1−v∗d2

a1

(
a6v

2
∗

a5
+
a4
a3

)
+a2

+ d2.

(3)

It follows that the equilibrium point E∗ is positive if the
following inequality is satisfied:

v∗ <
d1
d2
. (4)

III. PRELIMINARY ANALYSIS

Let us consider a constant v∗ ≥ 0 (not fixed yet, such that
condition (4) is satisfied). As a consequence, the system in
(1) admits an equilibrium point E∗ = (x1∗, x2∗, x3∗) with
x3∗ > 0.

The common used technique when dealing with power
systems is the one of creating a fast inner loop dealing
with the current (x2 in this case) and an outer control loop

dealing with the desired voltage, to be used as a reference
for the current loop. This because the system satisfies the
separation principle conditions, even if such conditions are
not really used when developing the control law. In this
work, a similar approach is used: the current x2 will be the
directly controlled variable, and the other two voltages will
react as a consequence. To this purpose, some preliminary
analysis has to be done about the voltage x3 in order to test
its boundedness, and to allow to focus for the control law
development just on the other dynamics.

A. Boundedness of x3
Now, let us perform a change of feedback: v = v∗+µ and

impose on µ to be such that |µ|∞ ≤ µ, where µ > 0 is to be
defined later. Noticing that e1 = x1 − x1∗, e2 = x2 − x2∗,
e3 = x3 − x3∗ satisfy ė1 = −a1e1 − a2e2,

ė2 = a3e1 − a3v∗e3 − a4e2 − a3µ(t)(e3 + x3∗),
ė3 = −a5e3 + a6v∗e2 + a6µ(t)(e2 + x2∗).

(5)
Let us consider the positive definite quadratic function:

V (e1, e2, e3) =
a3a6

2
e21 +

a2a6
2

e22 +
a2a3

2
e23. (6)

Its time derivative is

V̇ (t) = −a1a3a6e21 − a2a4a6e22 − a2a3a5e23 + (7)
−a2a3a6x3∗e2µ(t) + a2a3a6x2∗e3µ(t).

As an immediate consequence,

V̇ ≤ −a1a3a6e21 − a2a4a6e22 − a2a3a5e23 + (8)
+a2a3a6|x3∗||e2|µ+ a2a3a6|x2∗||e3|µ.

Notice that it follows that if µ = 0, then E∗ is GES.
Considering

ς = min{a1, a4, a5} (9)

and the equalities in (3), we obtain

V̇ ≤ −ςV + a6
√
2a2a3a1d1
a1

a4
a3

+a2
µ
√
V+

+a3
√

2a2a6

(
a1a6
a5

d1
a1

a4
a3

+a2
+ d2

)
µ
√
V .

(10)

Let ε ∈
(
0, 12
)

be any constant. As an immediate conse-
quence, there is a value t? ≥ 0 such that for all t ≥ t∗,

√
V ≤ (1 + ε)

√
2
√
a2a3

c1
ς
µ (11)

where

c1 =
√
a3a6

(
a1a6
a5

d1
a1

a4
a3

+ a2
+ d2

)
+ a6

a1d1
a1

a4
a3

+ a2
.

(12)
From the definition of V , it follows that√

a2a3
2
|e3| ≤ (1 + ε)

√
2
√
a2a3

c1
ς
µ. (13)

It follows that

|x3(t)− x3∗| ≤ 2(1 + ε)
c1
ς
µ. (14)



Thus

x3∗ − 2(1 + ε)
c1
ς
µ ≤ x3(t) ≤ x3∗ + 2(1 + ε)

c1
ς
µ. (15)

We deduce that when

2(1 + ε)
c1
ς
µ ≤ εx3∗ (16)

then
(1− ε)x3∗ ≤ x3(t) ≤ (1 + ε)x3∗. (17)

Considering (3) and (12) in (16), it has to be remarked
that it is possible to take the following expression for µ,

µ =
ε

2(1 + ε)
d2

ς

c1
(18)

which is independent from v∗. Furthermore, due to (18),
select a v∗ > 0 such that

εv∗
1− ε

< µ (19)

implies to satisfy also the following inequality:

v∗ < d2
ς

2c1
. (20)

B. Change of control for the (x1, x2)-subsystem

Now, let us focus our attention on the (x1, x2)-subsystem
of (1): {

ẋ1 = −a1x1 − a2x2 + a1d1,
ẋ2 = a3x1 − a3x3v − a4x2.

(21)

Let ψ be defined as follows:

ψ(s) =

 (1− ε)x3∗ s ≤ (1− ε)x3∗,
s s ∈ [(1− ε)x3∗, (1 + ε)x3∗],

(1 + ε)x3∗ s ≥ (1 + ε)x3∗.
(22)

The inequality (19) ensures that there is ν > 0 such that

1

1− ε
ν +

ε|v∗|
1− ε

≤ µ. (23)

Notice for later use that this inequality rewrites as

ν ≤ (1− ε)µ− εv∗. (24)

Now, let us perform the following change of feedback

v =
x3∗ν

ψ(x3)
(25)

with ν such that |ν − v∗| ≤ ν.
Then, the control input v(t) can be rewritten as

x3∗ν(t)

ψ(x3(t))
= v(t) = v∗ + µ(t) (26)

and consequently µ(t) results

µ(t) =
x3∗ν(t)

ψ(x3(t))
− v∗. (27)

With the following calculations

µ(t) =
x3∗(ν(t)− v∗)
ψ(x3(t))

+
x3∗v∗
ψ(x3(t))

− v∗ (28)

=
x3∗(ν(t)− v∗)
ψ(x3(t))

+
x3∗ − ψ(x3(t))

ψ(x3)
v∗

and the possibility to write∣∣∣∣x3∗ − ψ(x3)

ψ(x3)
v∗

∣∣∣∣ ≤ εx3∗
(1− ε)x3∗

v∗ =
εv∗

1− ε
, (29)

the boundedness of µ(t) with respect to its maximum value
µ is proven, as in (23):

|µ(t)| ≤ x3∗ν

ψ(x3)
+

εv∗
1− ε

≤ ν

1− ε
+

εv∗
1− ε

≤ µ. (30)

Then, the (x1, x2)-subsystem of (1) becomes:{
ẋ1 = −a1x1 − a2x2 + a1d1,
ẋ2 = a3x1 − a3x3 x3∗ν

ψ(x3)
− a4x2, (31)

and from (30) and the analysis in Section III-A ,we deduce
that, when t ≥ t?, then x3 ∈ [(1 − ε)x3∗, (1 + ε)x3∗]. It
follows that for all t ≥ t?, the (x1, x2)-subsystem can be
written as {

ẋ1 = −a1x1 − a2x2 + a1d1,
ẋ2 = a3x1 + bν − a4x2,

(32)

where b = −a3x3∗.

IV. FEEDBACK STABILIZATION

A. Control law design

Let us now rewrite the subsystem in (32) with respect to
its equilibrium point, defining x̃i = xi − xi∗, i = 1, 2. Also,
let us perform the following change of feedback:

ω = bν + a3x1∗ − a4x2∗. (33)

It results in {
˙̃x1 = −a1x̃1 − a2x̃2,
˙̃x2 = a3x̃1 − a4x̃2 + ω,

(34)

where
|ω| ≤ a3x3∗ν (35)

because

bν + a3x1∗ − a4x2∗ = −a3x3∗(ν − v∗) (36)

and |ν − v∗| ≤ ν.
To facilitate the control design, we introduce ξ as

ξ = x̃2 − ρ
kx̃1

1 + k3 (x̃21 + x̃22)
(37)

where ρ is a small tuning positive parameter and k a positive
gain, and calculate its dynamical behavior:

ξ̇ = a3x̃1 − a4ξ + η (38)

with

η = −a4
(
ρ

kx̃1
1 + k3 (x̃21 + x̃22)

)
+

(
1 +

2ρk3x̃1x̃2

[1 + k3 (x̃21 + x̃22)]
2

)
ω

+ ρk
[a1x̃1 + a2x̃2][1 + k3(x̃22 − x̃21)] + 2k2x̃1x̃2[a3x̃1 − a4x̃2]

[1 + k3 (x̃21 + x̃22)]
2 .

(39)

Let us introduce the positive tuning parameter h and define
the saturation function sat1(m) as

sat1(m) =

{
m |m| ≤ 1
m
|m| m > 1

(40)



Now we select
η = −hsat1

(
k

h
ξ

)
(41)

and obtain{
˙̃x1 = −a1x̃1 − a2ρ kx̃1

1+k3(x̃2
1+x̃

2
2)
− a2ξ,

ξ̇ = a3x̃1 − a4ξ − hsat1
(
k
hξ
)
.

(42)

For this system, we can achieve locally arbitrarily fast speed
of convergence by choosing k sufficiently large and we can
do this with a feedback ω which respects the needed size
constraint.

Then the formula of v is

v = −a3x1∗+a4x2∗

b
ψ(x3)
x3∗

− hsat1( kh ξ)

b
ψ(x3)
x3∗

(
1+

2ρk3x̃1x̃2

[1+k3(x̃21+x̃22)]
2

)+

+
a4

(
ρ

kx̃1
1+k3(x̃21+x̃22)

)
b
ψ(x3)
x3∗

(
1+

2ρk3x̃1x̃2

[1+k3(x̃21+x̃22)]
2

)+

−
ρk

[a1x̃1+a2x̃2][1+k3(x̃22−x̃21)]+2k2x̃1x̃2[a3x̃1−a4x̃2]

[1+k3(x̃21+x̃22)]
2

b
ψ(x3)
x3∗

(
1+

2ρk3x̃1x̃2

[1+k3(x̃21+x̃22)]
2

) .

(43)

B. Stability analysis

We analyze the stability properties of the system (42) via
the positive definite function:

V (x̃1, ξ) =
1

2a2
x̃21 +

1

2a3
ξ2. (44)

Its derivative along the trajectories of the system (42) is

V̇ (t) = 1
a2
x̃1

(
−a1x̃1 − a2ρ kx̃1

1+k3(x̃2
1+x̃

2
2)
− a2ξ

)
+

+ 1
a3
ξ
(
a3x̃1 − a4ξ − hsat1

(
k
hξ
))

= −W (x̃1, ξ)
(45)

with

W (x̃1, ξ) = 1
a2
a1x̃

2
1 + ρ

kx̃2
1

1+k3(x̃2
1+x̃

2
2)

+

+ 1
a3
a4ξ

2 + 1
a3
hsat1

(
k
hξ
)
ξ.

(46)

Since W is definite positive, we deduce that the origin
of the system is globally asymptotically stable. Besides,
W is approximated in a neighborhood of the origin by(
a1
a2

+ ρk
)
x̃21 + a4+k

a3
ξ2. We deduce that the speed of con-

vergence can be increased by increasing the constant k.

C. Selected equilibrium point

To highlight the generality of the introduced controller and
the possibility to apply it to the boost converter, a further
remark is needed. Indeed, the equilibrium point in (3), x∗, is
function of the value of the control at the equilibrium, v∗, i. e.
x∗ = f(v∗). Since in reality the available degree of freedom
is used to impose an equilibrium, while the equilibrium for
the other dynamics is calculated as a consequence of it, it
must be remarked that the previous introduced analysis still
holds when fixing the equilibrium according to a desired
reference, with just the hypothesis to consider equilibria that
are in the admissible set Ω∗. The possibilities are:

Parameter Value Parameter Value
R1 100 mΩ R3 100 mΩ
C1 100 mF C3 10 mF
L2 33 mH R01 10 mΩ

TABLE II
THE VALUES OF THE PARAMETERS.

• a value xe1 is imposed;

x1∗ = xe1
x2∗ = a1

a2
(d1 − xe1)

x3∗ = 1
2

[
d2 +

√
d22 + 4β1φ1(xe1 − γ1φ1)

]
,

(47)
where β1 = a6a1

a5a2
, γ1 = a4a1

a3a2
, φ1 = (d1 − xe1).

• a value xe2 is imposed;

x1∗ = d1 − a2
a1
xe2

x2∗ = xe2

x3∗ = 1
2

[
d2 +

√
d22 + 4a6a5x

e
2 [d1 − γ2xe2]

]
,

(48)
where γ2 =

(
a2
a1

+ a4
a3

)
.

Without loss of generality, it must to be remarked that similar
calculations apply also in the case where xe3 is imposed.

V. SIMULATIONS

The simulations are developed in a realistic electric frame-
work, which is SimPowerSystem, a MatlabR2016b toolbox.
Both the situations described in Section IV-C are considered,
in order to show the effectiveness of the proposed control law
either when fixing xe1 or xe2. The value of the parameters are
introduced in Table II. The considered simulation time is
about 5 seconds, the discrete simulation step is of 0.01 ms
and the frequency for the PWM is 20kH.

The fact to use a realistic toolbox for electrical systems
results in a more complex framework, since the considered
hypothesis of fixed disturbances cannot be met in a real
scenario. Nevertheless, the introduced control law is shown
to properly perform even in case of slowly (with respect to
the state variables) time-varying disturbances d1 and d2. The
reference value for xe1 or xe2 is considered piecewise constant,
and varying each one second; it is supposed to be provided
by a MPPT algorithm, which is not modeled in this work.

A. Case 1: choice of a value xe1
Fig. 2 depicts both the reference xe1 and the dynamical be-

havior of the state variable x1 when the system is controlled
by the control input introduced in equation (43) with target
to impose a desired xe1. As shown, the controller perfectly
meets its target, since the error dynamics converges to zero.
Furthermore, since the choice of the desired reference xe1 has
been properly done, the controller fits its boundaries, as it
is depicted in Fig. 5. The dynamical evolutions of the other
two equilibria for x2 and x3, together with their dynamics,
are introduced in Fig. 3 and 4: they are time varying since
d1 and d2 are time varying.
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2 , calculated as a consequence of the choice of xe
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As already mentioned, the reference is piecewise constant
and changes its value every seconds. Since the source is a
PV panel, the reference is selected to provide only positive
currents. The oscillations taking place in Fig. 4 are due to
the switching nature of the implemented system, and the
different way of representing them with the average model
here used: nevertheless, it is easy to verify that x3 follows
its reference.

B. Case 2: choice of a value xe2
Here the reference xe2 is imposed, and the resulting con-

troller implemented. As shown in Fig. 9, it results in a
feedback that is bounded in its operating region. Fig. 6, 7

0 1 2 3 4 5

Time [s]

985

990

995

1000

1005

1010

1015

1020

V
ol

ta
ge

 [V
]

Dynamics x
3

x
3 x

3
*

Fig. 4. Case 1: The dynamical behavior of x3 with respect to its reference
x∗
3 , calculated as a consequence of the choice of xe

1.

0 1 2 3 4 5

Time [s]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

D
ut

y 
cy

cl
e 

[%
]

Control u

Fig. 5. Case 1: The dynamical behavior of the controller u with respect
to its boundaries, in the case of choice of xe

1.

0 1 2 3 4 5

Time [s]

340

350

360

370

380

390

400

410

V
ol

ta
ge

 [V
]

Dynamics x
1

x
1 x

1
*

Fig. 6. Case 2: The dynamical behavior of x1 with respect to its reference
x∗
1 , calculated as a consequence of the choice of xe

2.

and 8 depict the dynamical behaviours of the state variables
with respect to their equilibria: convergence is assured for
all of them.

C. Discussion on the implemented control

From Fig. 5 and 9 it must be noted that the developed
control action allows for a ”smooth” curve in the obtained
duty cycle. It is important since it results in less stress for
the components and the devices.

This outcome is due to the proper choice of the parameters
ε, ρ and k with respect to the considered set Ω∗ of the
equilibria and a desired convergence rate. The resulting
controller is shown to be bounded even when dealing with
the transient due to the new reference, and not only in steady
state.

The calculation of such set Ω∗ is out of the scope of this
paper. Future works will focus on an analytical description
of this set and how to calculate it, as well as optimal choices
of the aforementioned parameters.

VI. CONCLUSIONS

In this work a new nonlinear control law for DC/DC
boost converters connected to renewable power sources as
PV is introduced. The control input is calculated online,
and takes into account physical limitations while providing
desired performances. Stability analysis is investigated by a
proper Lyapunov function, and the system is shown to be
asymptotically stable around the chosen equilibrium point.
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Realistic simulation results are given in SimPowerSystems
to show the effectiveness of the proposed control action.

Future works will deal with the optimization of such
control law with respect to the broadest set of possible
equilibria.
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