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# A HIGH-ORDER SPECTRAL ELEMENT FAST FOURIER TRANSFORM FOR THE POISSON EQUATION * 

F. CAFORIO $\dagger$ AND S. IMPERIALE $\ddagger$


#### Abstract

The aim of this work is to propose a novel, fast solver for the Poisson problem discretised with High-Order Spectral Element Methods (HO-SEM) in canonical geometries (rectangle in 2D, rectangular parallelepiped in 3D). This method is based on the use of the Discrete Fourier Transform to reduce the problem to the inversion of the symbol of the operator in the frequency space. The proposed solver is endowed with several properties. First, it preserves the efficiency of the standard FFT algorithm; then, the matrix storage is drastically reduced (in particular, it is independent of the space dimension); a pseudo-explicit Singular Value Decomposition (SVD) is used for the inversion of the symbols; finally, it can be extended to non-periodic boundary conditions. Furthermore, due to the underlying HO-SEM discretisation, the multi-dimensional symbol of the operator can be efficiently computed from the one-dimensional symbol by tensorisation.
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1. Introduction. The objective of this work is to provide a fast method to solve the Poisson partial differential equation (PDE) in bounded domains. This topic has already been largely addressed in the literature (see [14, 21] or more recently $[3,17])$. However, to our best knowledge, there is no efficient algorithm that is adequate for the specific applications that we target. In more detail, we require a fast method that is compatible (in a sense that will be specified in what follows) with highorder Finite Element (FE) discretisations. The main application is the treatment of the incompressibility condition for transient elastodynamic (see [9]) or Navier-Stokes PDEs (see [9, 13]). In these PDEs, although parameters may be heterogeneous and/or anisotropic, the treatment of the incompressibility constraint can be reduced to the solution of a Poisson equation for a scalar unknown, i.e. the pressure, thanks to penalisation techniques.
Advanced methods involve the solution of these PDEs (Stokes or elastodynamics) with High-Order (HO) FE methods. However, the convergence properties of these formulations are governed by stability considerations involving ellipticity requirements and the famous Ladyzenskaya - Babǔska - Brezzi (LBB) inf-sup condition [5]. If this stability condition is not satisfied, a loss of accuracy can be observed (we refer to $[6,7]$ for more detail). For this reason, it can be shown that the pressure must be solved in an suitable HO - FE space.
A well-known FE method for Stokes flow and transient elastodynamic problems is the so-called Spectral Element Method (SEM) (see [18] for Stokes equation and [12, 16] for elastodynamics). Two main assets of this type of FE methods are the optimal rate of convergence achieved and mass lumping. Therefore, they represent a privileged choice for the explicit discretisation of transient problems. Furthermore, they are constructed in one-dimension from Lagrangian basis functions supported on Gauss-Lobatto points and their extension to two- and three-dimensions is straightforward, since it is based on tensorisation.
[^0]Due to the aforementioned inf-sup condition, the choice of space discretisation for the main unknown restricts the choice of the auxiliary variable, i.e. the pressure. In more detail, it is shown in [6] that if $(R+1)$-order continuous SEM are used for the main unknown (see also [2] for a related analysis), and a regular cartesian mesh is considered, it is possible to use $R$-order continuous SEM for the pressure, still keeping the optimal order of convergence. In a recent paper [9] we have proposed a novel numerical scheme that is adapted to the approximation of elastic wave propagation in incompressible media, for application to elastography imaging of soft tissues [20]. In particular, the method relies on high-order spectral finite elements for space discretisation and an implicit/explicit, second-order, energy-preserving time discretisation. The proposed algorithm requires at each time step the resolution of a Poisson problem to account for the incompressibility constraint, that is imposed by penalisation techniques, and few matrix-vector multiplications for the explicit part of the scheme. In this paper we construct a fast solver for the Poisson problem discretised with HOSEM on uniform meshes. The main peculiarity of this method is that it corresponds to the explicit computation of the inverse of the discrete Laplace operator (computed with HO-SEM), hence accuracy and convergence properties of the solver are directly inherited from those of the SEM.
The proposed method relies on the use of the Fast Fourier Transform (FFT) to reduce the problem to the inversion of the - frequency-dependent - symbol of the operator. When first-order finite elements are adopted, the symbol is scalar, its inversion is trivial and the solution is recovered using inverse FFT. This is the classical fast method presented in numerous textbooks, see for instance [14, 15]. However, when high-order FE are used, the symbol is not scalar anymore, and its inversion is no longer trivial. The definition of this symbol has been first introduced in $[1,11]$ for the discrete analysis of wave propagation phenomena in periodic domains but, surprisingly, it has never been used as an actual solver for the Poisson equation. The solver that we construct has the following algorithmic properties: first, it preserves the efficiency of standard FFT algorithm; then, the storage cost is independent of the dimension of the problem; moreover, a pseudo-explicit Singular Value Decomposition (SVD) is used for the inversion of the symbols; finally, it is extended to the treatment of Neumann and Dirichlet boundary conditions.
Note that, since the underlying space discretisation is based on SEM, the proposed method is suitable for application to canonical geometries, i.e. regular quadrilaterals or parallelepipeds. However, in the specific application that we target, this is not a restriction if the computational domain under study can be smoothly mapped to a uniform mesh.
This paper is organised as follows:

- Section 2 deals with the statement of the problem under study and some classical results for first-order discretisation. In more detail:
- Section 2.1 contains the main features of the Poisson-like partial differential equation that we aim to solve and its numerical approximation by finite element methods;
- in Section 2.2 we recall the standard fast method that can be used when firstorder discretisation is considered, based on the classical FFT. We only detail the one-dimensional case for the sake of brevity.
- In Section 3 we describe a novel, fast method for the solution of the one-dimensional problem with high-order space approximation, named HOFFT. This method is derived as a generalisation of the standard FFT algorithm. In particular:
- Section 3.1 deals with the derivation and the practical implementation of the
method to solve the problem when periodic boundary conditions (BCs) are imposed;
- in Section 3.2 we detail the generalisation of the HOFFT solver to other BCs, e.g. Dirichlet and Neumann. This is based on a periodic and symmetric extension of the source term, that is efficiently performed taking into account the symmetry properties of the Discrete Fourier Transform.
- Section 4 is devoted to the extension of the HOFFT solver to multiple dimensions, based on tensorisation from the one-dimensional case. In particular, Section 4.1 concerns the resolution of the multi-dimensional problem with periodic BCs, whereas Section 4.2 deals with Dirichlet or Neumann boundary conditions.
- Numerical results are shown in Section 5, along with some convergence analysis results. Furthermore, we provide some remarks on the complexity of the solver - that is shown to be in $O\left(R^{d+1} N^{d} \log N\right)$ in dimensions on meshes with $N^{d}$ elements - and its parallelisability.
- Finally, in Section 6 we provide complementary elements on the applicability of the proposed solver.


## 2. Statement of the problem and standard results.

2.1. Variational formulation for the Poisson problem. Let us consider a generalisation of the Poisson equation such that

$$
\begin{equation*}
\rho u-\Delta u=f \quad \text { in } \quad \Omega=\prod_{i=1}^{d}\left[0, L_{i}\right] \subset \mathbb{R}^{d} \tag{2.1}
\end{equation*}
$$

with $u$ and $f$ scalar functions with values in $\mathbb{C}$, and $\rho \in \mathbb{C}$ a constant with non-zero imaginary part or non-negative real part. We do not specify the conditions imposed on the boundary of $\Omega$ for the moment. Given an admissible subspace $\mathcal{V} \subset H^{1}(\Omega)$, we want to solve the following variational formulation related to Eq. (2.1):
Let $f \in L^{2}(\Omega)$, find $u \in \mathcal{V}$ such that

$$
\begin{equation*}
\rho m(u, v)+a(u, v)=\ell(v), \quad \forall v \in \mathcal{V} \tag{2.2}
\end{equation*}
$$

where

$$
m(u, v)=\int_{\Omega} u \bar{v} \mathrm{~d} \Omega, \quad a(u, v)=\int_{\Omega} \underline{\nabla} u \cdot \bar{\nabla} v \mathrm{~d} \Omega, \quad \ell(v)=\int_{\Omega} f \bar{v} \mathrm{~d} \Omega
$$

For spatial discretisation, we introduce a finite-dimensional subspace $\mathcal{V}_{h} \subset \mathcal{V}$ of continuous functions. The discrete problem reads: find $u_{h} \in \mathcal{V}_{h}$ such that

$$
\begin{equation*}
\rho m_{h}\left(u_{h}, v_{h}\right)+a_{h}\left(u_{h}, v_{h}\right)=\ell_{h}\left(v_{h}\right), \quad \forall v_{h} \in \mathcal{V}_{h}, \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
m_{h}\left(u_{h}, v_{h}\right)=\int_{\Omega}^{Q} u_{h} \overline{v_{h}} \mathrm{~d} \Omega, \quad a_{h}\left(u_{h}, v_{h}\right)=\int_{\Omega}^{Q} \underline{\nabla} u_{h} \cdot \bar{\nabla} v_{h} \mathrm{~d} \Omega \tag{2.4}
\end{equation*}
$$

and where we define $f_{h} \in \mathcal{V}_{h}$ such that $\ell_{h}\left(v_{h}\right)=m_{h}\left(f_{h}, v_{h}\right)$. Note that the superscript $Q$ on the integral signs denotes the approximation by quadrature rule. We recall that in one dimension, given a function $g$, an $\left(R_{Q}+1\right)$-points quadrature rule is based on a suitable set of points $\left\{\eta_{k}\right\}$ in $[0,1]$ and weights $\left\{\omega_{k}\right\}$ such that

$$
\begin{equation*}
\int_{[0, h]} g(x) \mathrm{d} x \approx \int_{[0, h]}^{Q} g(x) \mathrm{d} x:=h \sum_{k=0}^{R_{Q}} g\left(\eta_{k} h\right) \omega_{k} \tag{2.5}
\end{equation*}
$$

We recall that, if Gauss-Lobatto nodes are used, this formula is exact for polynomials up to degree $2 R_{Q}-1$ (see for instance [19] for more detail). Fast methods can be used to solve (2.3), see for example the hierarchical matrix (H-matrix) method [4], that is an efficient algorithm to compute approximate inverse matrices based on data-sparse approximations of non-sparse matrices. Within the family of fast methods, the most efficient one relies on the use of the Fast Fourier Transform (FFT). The use of this method is, however, restricted to some assumptions on the computational domain $\Omega$ is a rectangle in 2 D , or a parallelepiped in 3 D - and to the use of $\mathcal{Q}^{1}$ finite elements for constructing $\mathcal{V}_{h}$, i.e. the set of linear polynomials in each variable of space (see for example $[14,15]$ ). The next section is devoted to the recall of this solver (in one dimension). The solver that we propose in this article represents a generalisation of the aforementioned algorithm for a high-order discretisation.
2.2. A fast solver based on FFT in one-dimension. To briefly recall the standard Fast Fourier Transform (FFT), let us consider the one-dimensional case. We assume that the computational domain is $[0, L]$ and define the grid points

$$
x_{n}=n h, \quad n \in \mathcal{N}, \quad N h=L
$$

where we have defined $\mathcal{N}=\{0,1, . ., N-1\}$. We introduce the $\mathcal{P}^{1}$-Lagrange shape functions $\left\{\varphi_{n}\right\}$ as the set of functions that are continuous and periodic in $[0, L]$, i.e. they belong to $C_{\sharp}^{0}([0, L])$ and they are affine in each interval $\left[x_{n}, x_{n+1}\right]$ with $n \in \mathcal{N}$ and such that $\varphi_{n}\left(x_{m}\right)=\delta_{n m}$ for all $n, m \in \mathcal{N}$. We have

$$
\begin{equation*}
u_{h}(x)=\sum_{n \in \mathcal{N}} u_{n} \varphi_{n}(x), \quad v_{h}(x)=\sum_{n \in \mathcal{N}} v_{n} \varphi_{n}(x), \quad f_{h}(x)=\sum_{n \in \mathcal{N}} f_{n} \varphi_{n}(x) \tag{2.6}
\end{equation*}
$$

where the coefficients $u_{n}, v_{n}$ and $f_{n}$ represent the values of $u_{h}, v_{h}, f_{h}$, respectively, at the points $x_{n}$. Finally, we assume that the source term $f_{h}$ belongs to $C_{\sharp}^{0}([0, L])$ and its values $f_{n}:=f_{h}\left(x_{n}\right)$ are given. Based on these known values, we can construct an interpolation function

$$
\begin{equation*}
\tilde{f}_{h}(x)=\frac{1}{N} \sum_{k \in \mathcal{N}} \hat{f}_{k} e^{\frac{i 2 \pi x k}{N}} \tag{2.7}
\end{equation*}
$$

that should agree with $f_{h}$ at the grid points. This is guaranteed by the use of the Discrete Fourier Transform (DFT) of the function $f_{h}$ and its inverse, called Inverse Discrete Fourier Transform (IDFT). It is possible to prove the proposition ([14]) below.

Proposition 2.1. Let $f_{h} \in C_{\sharp}^{0}([0, L])$ and $\tilde{f}_{h} \in C_{\sharp}^{0}([0, L])$ be defined by (2.7). Then,

$$
\begin{aligned}
f_{h}\left(x_{n}\right)=\tilde{f}_{h}\left(x_{n}\right), \forall n \in \mathcal{N} & \Longleftrightarrow \hat{f}_{k}=\sum_{n \in \mathcal{N}} f_{h}\left(x_{n}\right) e^{-\frac{i 2 \pi n h k}{L}}, \forall k \in \mathcal{N} \\
& \Longleftrightarrow f_{h}\left(x_{n}\right)=\frac{1}{N} \sum_{k \in \mathcal{N}} \hat{f}_{k} e^{\frac{i 2 \pi n h k}{L}}, \forall n \in \mathcal{N}
\end{aligned}
$$

The basic ingredient to prove this proposition is the following orthogonality property:

$$
\begin{equation*}
\sum_{\ell \in \mathcal{N}} e^{-\frac{i 2 \pi n h \ell}{L}} e^{\frac{i 2 \pi n h k}{L}}=\delta_{k, \ell}, \quad \forall k, n \in \mathcal{N} \tag{2.8}
\end{equation*}
$$

Derivation of the symbol of the operator. If we adopt the trapezoidal rule for the computation of each integral in (2.4), i.e.

$$
\begin{equation*}
\int_{\left[x_{n}, x_{n+1}\right]}^{Q} g(x) d x=\frac{h}{2}\left(g\left(x_{n}\right)+g\left(x_{n+1}\right)\right), \tag{2.9}
\end{equation*}
$$

for all $n \in \mathcal{N}$, then we retrieve the finite difference scheme (with the convention $u_{-1}=u_{N-1}$ )

$$
\begin{equation*}
\rho u_{n} h-\frac{1}{h}\left(u_{n+1}+u_{n-1}-2 u_{n}\right)=f_{n} h \quad n \in \mathcal{N} . \tag{2.10}
\end{equation*}
$$

Analogously, we can construct an interpolation function for the solution $u_{h}(x)$, that reads

$$
\begin{equation*}
\tilde{u}_{h}(x)=\frac{1}{N} \sum_{k \in \mathcal{N}} \hat{u}_{k} e^{\frac{i 2 \pi x k}{N}} \quad \text { and } \quad \hat{u}_{k}=\sum_{n \in \mathcal{N}} u_{n} e^{-\frac{i 2 \pi n h k}{L}} \tag{2.11}
\end{equation*}
$$

Therefore, thanks to Proposition 2.1, $\tilde{u}_{n}:=\tilde{u}_{h}\left(x_{n}\right)=u_{n}$, for all $n \in \mathcal{N}$. Denoting again $\tilde{u}_{-1}=\tilde{u}_{N-1}$, we obtain that

$$
\begin{equation*}
\rho \tilde{u}_{n} h-\frac{1}{h}\left(\tilde{u}_{n+1}+\tilde{u}_{n-1}-2 \tilde{u}_{n}\right)=\tilde{f}_{n} h \quad n \in \mathcal{N} . \tag{2.12}
\end{equation*}
$$

By definition of the interpolation functions in Eqs. (2.7) and (2.11) and due to the orthogonality property (2.8), we get the following equations

$$
\begin{equation*}
\mathcal{S}_{k} \hat{u}_{k}=\hat{f}_{k}, \quad \mathcal{S}_{k}:=\rho-\frac{2}{h^{2}}(\cos (2 \pi h k / L)-1), \quad \forall k \in \mathcal{N} \tag{2.13}
\end{equation*}
$$

where $\mathcal{S}_{k}$ is called the symbol of the operator associated with Eq. (2.10). Note that (2.10) is the finite difference discretisation of the 1D equation (2.1). In fact, it is known that first-order finite elements, with the choice of quadrature (2.9), are equivalent to finite differences on regular meshes. Hence, the symbol $\mathcal{S}_{k}$ is similar to the finite difference symbol that is usually encountered in the literature. A similar remark holds for higher dimensions in space.

The algorithm. The complete algorithm for the solution of Problem (2.10) can be deduced from (2.13) and resumed in three main steps:

1. Perform a DFT of the discrete source term

$$
\hat{f}_{k}=\sum_{n \in \mathcal{N}} f_{n} e^{-\frac{i 2 \pi n h k}{L}}, \forall k \in \mathcal{N}
$$

2. Solve for each frequency

$$
\begin{equation*}
\mathcal{S}_{k} \hat{u}_{k}=\hat{f}_{k}, \quad k \in \mathcal{N} ; \tag{2.14}
\end{equation*}
$$

3. Perform an inverse DFT of the solution for each frequency

$$
u_{n}=\frac{1}{N} \sum_{k \in \mathcal{N}} \hat{u}_{k} e^{\frac{i 2 \pi n h k}{L}}, \forall n \in \mathcal{N}
$$

This algorithm has several advantages. First, no storage of finite element matrices is required (as for any finite difference scheme). Furthermore, the problem for each frequency $k$ is decoupled. Therefore, operations can be performed in parallel on the frequencies. At last, the first and third steps can be performed by a Fast Fourier Transform (FFT) algorithm. This algorithm is efficient: the computation of a FFT of N points only requires $O(N \log N)$ arithmetical operations.

Remark If $\rho=0$, then $\mathcal{S}_{0}=0$. In that case, Eq. (2.14) reads $\hat{f}_{0}=0$. This implies that the source term must satisfy the compatibility condition

$$
\sum_{n \in \mathcal{N}} f_{n}=0
$$

that corresponds to the standard property that $f$ should have a zero mean value when solving $-\Delta u=f$ in a periodic domain. In that case, the solution $u$ is defined up to a constant value and one can set $\hat{u}_{k}=0$ to recover the solution with zero mean value.

## 3. The High-Order Spectral Element FFT (HOFFT) solver in onedimension.

3.1. Periodic boundary conditions. If higher-order approximation in space is considered for the numerical solution of Eq. (2.3), the Fourier-based method described above is not suitable and needs to be generalised. First, we introduce the framework for higher-order spatial approximation of Eq. (2.3). This formulation is inspired by [1] and [10]. For the sake of clarity, we consider a one-dimensional domain of size $[0, L]$ and impose periodic boundary conditions (BCs) at first. We refer the reader to Sections 3.2 and 4 for the extension to Neumann and Dirichlet BCs and to multiple dimensions, respectively.
Let $\mathcal{V}_{h, R}$ be the approximation space for continuous, periodic and piecewise R -order polynomials in $[0, L]$. We introduce a basis of shape functions $\left\{\varphi_{n, j}\right\}_{n \in \mathcal{N}, j \in \mathcal{R}}$, where we have defined $\mathcal{N}:=\{0,1, . ., N-1\}$ and $\mathcal{R}:=\{0,1, . ., R-1\}$. These functions satisfy

$$
\begin{array}{ll}
\operatorname{Supp}\left(\varphi_{n, 0}\right)=[(n-1) h,(n+1) h], & \forall n \in \mathcal{N}^{*} \\
\operatorname{Supp}\left(\varphi_{n, j}\right)=[n h,(n+1) h], & \forall n \in \mathcal{N}, \forall j \in \mathcal{R}^{*}
\end{array}
$$

with $\mathcal{N}^{*}:=\mathcal{N} \backslash\{0\}$ and $\mathcal{R}^{*}:=\mathcal{R} \backslash\{0\}$. In order to take periodicity into account, we also have

$$
\operatorname{Supp}\left(\varphi_{0,0}\right)=[0, h] \cup[L-h, L] .
$$

Moreover, we assume that the shape functions are obtained by translation, namely

$$
\forall x \in[0, h], \forall n \in \mathcal{N}^{*}, \forall j \in \mathcal{R}^{*}, \quad \begin{cases}\varphi_{n, 0}(x+n h)=\varphi_{0,0}(x) & \in \mathcal{P}^{R}([0, h])  \tag{3.1}\\ \varphi_{n, 0}(x+(n-1) h)=\varphi_{1,0}(x) & \in \mathcal{P}^{R}([0, h]) \\ \varphi_{n, j}(x+n h)=\varphi_{0, j}(x) & \in \mathcal{P}^{R}([0, h])\end{cases}
$$

where $\mathcal{P}^{R}([0, h])$ denotes the set of polynomials of degree $R$ on $[0, h]$, and where, by periodicity again, $\varphi_{0,0}(x+L-h)=\varphi_{1,0}(x)$, for $x \in[0, h]$. We introduce the set of Gauss-Lobatto points $\left\{\xi_{j}\right\}_{j=0}^{R}$, s.t. $\xi_{j} \in[0,1]$ for all $j \in \mathcal{R}$ and, by definition of shape

Figure 1 Shape functions for quadratic Lagrange polynomial interpolation on GaussLobatto points in $[0, L]$.

functions, we have

$$
\varphi_{m, i}\left(\left(\xi_{j}+n\right) h\right)=\delta_{m n} \delta_{i j}, \forall i, j \in \mathcal{R}, \forall m, n \in \mathcal{N}
$$

By way of illustration, Lagrange basis functions for $R=2$ are depicted in Figure 1. Then, $f_{h}$ and $u_{h}$ belong to $\mathcal{V}_{h, R}$ and can be rewritten as

$$
f_{h}(x)=\sum_{n \in \mathcal{N}} \sum_{j \in \mathcal{R}} f_{n, j} \varphi_{n, j}(x), \quad u_{h}(x)=\sum_{n \in \mathcal{N}} \sum_{j \in \mathcal{R}} u_{n, j} \varphi_{n, j}(x)
$$

with coefficients

$$
f_{n, j}:=f_{h}\left(\left(\xi_{j}+n\right) h\right), \quad u_{n, j}:=u_{h}\left(\left(\xi_{j}+n\right) h\right) \quad \forall j \in \mathcal{R}, \forall n \in \mathcal{N}
$$

and an analogous decomposition holds for $v_{h} \in \mathcal{V}_{h, R}$. We can introduce an interpolation function of $f_{h}$ defined as

$$
\begin{equation*}
\tilde{f}_{h}(x)=\frac{1}{N} \sum_{k \in \mathcal{N}}\left(\sum_{j \in \mathcal{R}} \hat{f}_{k, j} e^{\frac{i 2 \pi\left(x-h \xi_{j}\right) k}{L}} \sum_{n \in \mathcal{N}} \varphi_{n, j}(x)\right) . \tag{3.2}
\end{equation*}
$$

As a consequence of our definition, we obtain

$$
\begin{equation*}
\tilde{f}_{h}\left(\left(\xi_{j}+n\right) h\right)=\frac{1}{N} \sum_{k \in \mathcal{N}} \hat{f}_{k, j} e^{\frac{i 2 \pi n k}{N}}, \forall j \in \mathcal{R} \tag{3.3}
\end{equation*}
$$

since $h N=L$. Eq. (3.3) represents a generalisation of Eq. (2.7) for higher-order spatial approximation. Therefore, the coefficients $\hat{f}_{k, j}$, for all $j \in \mathcal{R}$, can be computed by means of a classical DFT. In particular, the following Proposition holds.

Proposition 3.1. Let the functions $f_{h}$ and $\tilde{f}_{h}$ belong to $C_{\sharp}^{0}([0, L])$ and let $\tilde{f}_{h}$ be defined by Eq. (3.2). Defining

$$
\tilde{f}_{n, j}:=\tilde{f}_{h}\left(\left(\xi_{j}+n\right) h\right) \quad \forall j \in \mathcal{R}, \forall n \in \mathcal{N}
$$

then we have, for all $j$ in $\mathcal{R}$,

$$
\begin{align*}
f_{n, j}=\tilde{f}_{n, j} & \Longleftrightarrow \hat{f}_{k, j}=\sum_{n \in \mathcal{N}} f_{n, j} e^{-\frac{i 2 \pi n k}{N}}, \forall k \in \mathcal{N}, \\
& \Longleftrightarrow f_{n, j}=\frac{1}{N} \sum_{k \in \mathcal{N}} \hat{f}_{k, j} e^{\frac{i 2 \pi n k}{N}}, \forall n \in \mathcal{N} . \tag{3.4}
\end{align*}
$$

Proposition 3.1 is a straightforward consequence of Proposition 2.1 and Eq. (3.3). Following the same approach as in Section 2.2, we introduce the interpolation function of $u_{h}$,

$$
\tilde{u}_{h}(x)=\frac{1}{N} \sum_{k \in \mathcal{N}}\left(\sum_{j \in \mathcal{R}} \hat{u}_{k, j} e^{\frac{i 2 \pi\left(x-h \xi_{j}\right) k}{L}} \sum_{n \in \mathcal{N}} \varphi_{n, j}(x)\right) .
$$

where the coefficients $\hat{u}_{k, j}$ are given by

$$
\begin{equation*}
\hat{u}_{k, j}=\sum_{n \in \mathcal{N}} u_{n, j} e^{-\frac{i 2 \pi n k}{N}}, \forall k \in \mathcal{N}, \forall j \in \mathcal{R} \tag{3.5}
\end{equation*}
$$

We have the property

$$
\begin{equation*}
\tilde{u}_{n, j}:=\tilde{u}_{h}\left(\left(\xi_{j}+n\right) h\right)=\frac{1}{N} \sum_{k \in \mathcal{N}} \hat{u}_{k, j} e^{\frac{i 2 \pi n k}{N}}, \forall j \in \mathcal{R}, \tag{3.6}
\end{equation*}
$$

and, as a consequence of Eqs. (3.6) and (3.5) and Proposition 3.1, we derive

$$
\begin{equation*}
u_{n, j}=\tilde{u}_{n, j}, \quad \forall n \in \mathcal{N}, \forall j \in \mathcal{R} . \tag{3.7}
\end{equation*}
$$

We now manipulate the bilinear forms in Eq. (2.3). If the same quadrature formula is used for each segment of size $h$, the bilinear form $m_{h}$ in Eq. (2.3) can be rewritten

$$
m_{h}\left(u_{h}, v_{h}\right)=\sum_{n \in \mathcal{N}} \int_{[n h,(n+1) h]}^{Q} u_{h}(x) \overline{v_{h}(x)} \mathrm{d} x=\sum_{n \in \mathcal{N}} \int_{[0, h]}^{Q} u_{h}(x+n h) \overline{v_{h}(x+n h)} \mathrm{d} x
$$

Consequently, by quadrature rule (Eq. (2.5)) and the definition of shape functions, we obtain

$$
\int_{[0, h]}^{Q} u_{h}(x+n h) \overline{v_{h}(x+n h)} \mathrm{d} x=h \sum_{k=0}^{R_{Q}} \sum_{i, j=0}^{R} \omega_{k} \varphi_{0, i}\left(\eta_{k} h\right) \varphi_{0, j}\left(\eta_{k} h\right) u_{n, j} \overline{v_{n, i}},
$$

where, for the sake of conciseness, we use the notations $\varphi_{0, R}(x)=\varphi_{1,0}(x)$ and $u_{n, R}=$ $u_{n+1,0}$ and, by periodicity, $u_{N-1, R}=u_{N, 0}=u_{0,0}$ (a same notation is used for $v_{n, i}$ and $\left.f_{n, i}\right)$. Finally, one can show that

$$
m_{h}\left(u_{h}, v_{h}\right)=\sum_{n \in \mathcal{N}} \sum_{i, j=0}^{R} \hat{m}_{i, j} u_{n, j} \overline{v_{n, i}}, \quad \text { with } \quad \hat{m}_{i, j}=h \sum_{k=0}^{R_{Q}} \omega_{k} \varphi_{0, i}\left(\eta_{k} h\right) \varphi_{0, j}\left(\eta_{k} h\right)
$$

i.e. $\hat{m}_{i, j}$ denote the coefficients of the mass matrix in the reference element $[0, h]$. A similar treatment of the bilinear form $a_{h}$ gives
$a_{h}\left(u_{h}, v_{h}\right)=\sum_{n \in \mathcal{N}} \sum_{i, j=0}^{R} \hat{a}_{i, j} u_{n, j} \overline{v_{n, i}}, \quad$ with $\quad \hat{a}_{i, j}=h \sum_{k=0}^{R_{Q}} \omega_{k} \underline{\nabla} \varphi_{0, i}\left(\eta_{k} h\right) \cdot \underline{\nabla} \varphi_{0, j}\left(\eta_{k} h\right)$.
Note that the coefficients $\hat{a}_{i, j}$ and $\hat{m}_{i, j}$ do not depend on the index $n$, as a consequence of the invariance of the discrete bilinear forms with respect to translations. This property is fundamental for the derivation of the symbol of the operator. Furthermore, due to the use of Gauss-Lobatto nodes both for the interpolation and the quadrature rule (i.e. $\left\{\eta_{k}\right\}=\left\{\xi_{k}\right\}$ ), the mass matrix is diagonal. This property, named mass lumping,
is a fundamental feature of Spectral Element Methods (SEM), first proposed by Maday and Patera [18]. We make this choice for the rest of the article. Consequently, we obtain

$$
m_{h}\left(u_{h}, v_{h}\right)=\sum_{n \in \mathcal{N}} \sum_{i=0}^{R} \hat{m}_{i, i} u_{n, i} \overline{v_{n, i}}
$$

and the algebraic system to solve is

$$
\begin{equation*}
\sum_{n \in \mathcal{N}} \sum_{i=0}^{R} \hat{m}_{i, i} u_{n, i} \overline{v_{n, i}}+\sum_{n \in \mathcal{N}} \sum_{i, j=0}^{R} \hat{a}_{i, j} u_{n, j} \overline{v_{n, i}}=\sum_{n \in \mathcal{N}} \sum_{i=0}^{R} \hat{m}_{i, i} f_{n, i} \overline{v_{n, i}} . \tag{3.8}
\end{equation*}
$$

Since Eq. (2.3) must be true for any $v_{h} \in \mathcal{V}_{h}$, it must hold true for any choice of $v_{n, i}$, $n \in \mathcal{N}, i \in\{0,1, . ., R\}$. In particular, for $v_{n, i}=\delta_{n \ell} \delta_{i q}$, with $q \in \mathcal{R}^{*}$ and $\ell \in \mathcal{N}$, we obtain

$$
\begin{equation*}
\hat{m}_{q, q} u_{\ell, q}+\sum_{j \in \mathcal{R}^{*}} \hat{a}_{q, j} u_{\ell, j}+\hat{a}_{q, 0} u_{\ell, 0}+\hat{a}_{q, R} u_{\ell+1,0}=\hat{m}_{q, q} f_{\ell, q} \tag{3.9}
\end{equation*}
$$

where we have used the property that $u_{\ell, R}=u_{\ell+1,0}$ by definition. Then, in Eq. (3.8) we set, for all $n \in \mathcal{N}, v_{n, 0}=v_{n-1, R}=\delta_{n \ell}$ and $v_{n, i}=0$ for $i \in \mathcal{R}^{*}$. We find

$$
\begin{align*}
& \left(\hat{m}_{0,0}+\hat{m}_{R, R}\right) u_{\ell, 0}+\sum_{j \in \mathcal{R}^{*}} \hat{a}_{0, j} u_{\ell, j}+\hat{a}_{0,0} u_{\ell, 0}+\hat{a}_{0, R} u_{\ell+1,0}  \tag{3.10}\\
& \quad+\sum_{j \in \mathcal{R}^{*}} \hat{a}_{R, j} u_{\ell-1, j}+\hat{a}_{R, 0} u_{\ell-1,0}+\hat{a}_{R, R} u_{\ell, 0}=\left(\hat{m}_{0,0}+\hat{m}_{R, R}\right) f_{\ell, 0}
\end{align*}
$$

where, again, we have used the property that $f_{\ell, 0}=f_{\ell-1, R}$. Note that Eq. (3.9) is still true when we replace $u_{\ell, j}$ by $\tilde{u}_{\ell, j}$ and $f_{\ell, j}$ by $\tilde{f}_{\ell, j}$, due to Eq. (3.7). Following the strategy of Section 2.2, we further replace $\tilde{u}_{\ell, j}$ by their expression in terms of $\hat{u}_{k, j}$ (Eq. (3.6)) and $\tilde{f}_{\ell, j}$ by their expression in terms of $\hat{f}_{k, j}$ (Eq. (3.3)), for all $j \in \mathcal{R}$. Therefore, Eq. (3.9) becomes, $\forall q \in \mathcal{R}^{*}$,

$$
\begin{align*}
& \sum_{k \in \mathcal{N}}\left(\hat{m}_{q, q} \hat{u}_{k, q} e^{\frac{i 2 \pi k \ell}{N}}+\sum_{j \in \mathcal{R}^{*}} \hat{a}_{q, j} \hat{u}_{k, j} e^{\frac{i 2 \pi k \ell}{N}}+\left(\hat{a}_{q, 0}+\hat{a}_{q, R} e^{\frac{i 2 \pi k}{N}}\right) \hat{u}_{k, 0} e^{\frac{i 2 \pi k \ell}{N}}\right)  \tag{3.11}\\
&=\sum_{k \in \mathcal{N}} \hat{m}_{q, q} \hat{f}_{k, q} e^{\frac{i 2 \pi k \ell}{N}}
\end{align*}
$$

since Eq (3.5) implies that $\hat{u}_{\ell+1,0}=e^{\frac{i 2 \pi k}{N}} \hat{u}_{\ell, 0}$. Moreover, with the same strategy, we deduce from Eq. (3.10) the following equation:

$$
\begin{align*}
& \sum_{k \in \mathcal{N}}\left(\left(\hat{m}_{0,0}+\hat{m}_{R, R}\right) \hat{u}_{k, 0} e^{\frac{i 2 \pi k \ell}{N}}\right)  \tag{3.12}\\
& \quad+\sum_{k \in \mathcal{N}}\left(\sum_{j \in \mathcal{R}^{*}} \hat{a}_{0, j} \hat{u}_{k, j} e^{\frac{i 2 \pi k \ell}{N}}+\left(\hat{a}_{0,0}+\hat{a}_{0, R} e^{\frac{i 2 \pi k}{N}}\right) \hat{u}_{k, 0} e^{\frac{i 2 \pi k \ell}{N}}\right) \\
& \quad+\sum_{k \in \mathcal{N}}\left(\sum_{j \in \mathcal{R}^{*}} \hat{a}_{R, j} e^{\frac{-i 2 \pi k}{N}} \hat{u}_{k, j} e^{\frac{i 2 \pi k \ell}{N}}+\left(\hat{a}_{R, 0} e^{\frac{-i 2 \pi k}{N}}+\hat{a}_{R, R}\right) \hat{u}_{k, 0} e^{\frac{i 2 \pi k \ell}{N}}\right) \\
& =\sum_{k \in \mathcal{N}}\left(\hat{m}_{0,0}+\hat{m}_{R, R}\right) \hat{f}_{k, 0} e^{\frac{i 2 \pi k \ell}{N}}
\end{align*}
$$

Let us now define the vectors $\underline{\hat{U}}_{k}, \hat{\underline{F}}_{k} \in \mathbb{C}^{R}$, such that

$$
\underline{\underline{U}}_{k}=\left(\hat{u}_{k, 0}, \hat{u}_{k, 1}, . ., \hat{u}_{k, R-1}\right)^{T}, \quad \underline{\underline{F}}_{k}=\left(\hat{f}_{k, 0}, \hat{f}_{k, 1}, . ., \hat{f}_{k, R-1}\right)^{T}
$$

and the matrices $\mathcal{A}_{k}, \boldsymbol{\mathcal { M }} \in \mathbb{C}^{R \times R}$ such that

$$
\mathcal{A}_{k}=\left[\begin{array}{cc}
\mathrm{a}_{k} & \underline{\mathcal{B}}_{k}  \tag{3.13}\\
\underline{\mathcal{B}}_{k}^{*} & \dot{\mathcal{A}}
\end{array}\right], \quad \boldsymbol{\mathcal { M }}=\left[\begin{array}{cc}
\mathcal{M} & 0 \\
0 & \dot{\mathcal{M}}
\end{array}\right]
$$

where $\mathrm{a}_{k}$ and $\mathcal{M}$ belong to $\mathbb{R}$, the vector $\underline{\mathcal{B}}_{k}$ belongs to $\mathbb{C}^{R-1}$ and the matrices $\mathcal{A}$ and $\dot{\mathcal{M}}$ belong to $\mathbb{R}^{(R-1) \times(R-1)}$. In particular, they are given by

$$
\mathrm{a}_{k}=\hat{a}_{0,0}+\hat{a}_{R, R}+2 \hat{a}_{0, R} \cos (2 \pi k / N), \quad \mathcal{M}=\hat{m}_{0,0}+\hat{m}_{R, R}
$$

and

$$
\mathcal{B}_{k, q}=\hat{a}_{0, q}+\hat{a}_{R, q} e^{i 2 \pi k / N}, \quad \dot{\mathcal{M}}_{q q^{*}}=\hat{m}_{q, q} \delta_{q q^{*}}, \quad \dot{\mathcal{A}}_{q q^{*}}=\hat{a}_{q, q^{*}}, q, q^{*} \in \mathcal{R}^{*}
$$

Thereupon, Eqs. (3.11) and (3.12) can be rewritten in compact form as

$$
\begin{equation*}
\sum_{k \in \mathcal{N}} e^{\frac{i 2 \pi k \ell}{N}}\left(\rho \boldsymbol{\mathcal { M }}+\mathcal{A}_{k}\right) \underline{\hat{U}}_{k}=\sum_{k \in \mathcal{N}} e^{\frac{i 2 \pi k \ell}{N}} \boldsymbol{\mathcal { M }} \underline{\hat{F}}_{k}, \forall \ell \in \mathcal{N} \tag{3.14}
\end{equation*}
$$

Due to the orthogonality of the factors $e^{\frac{i 2 \pi k \ell}{N}}$ (Eq. (2.8)), we can further simplify Eq. (3.14), retrieving

$$
\left(\rho \boldsymbol{\mathcal { M }}+\mathcal{A}_{k}\right) \underline{\underline{U}}_{k}=\boldsymbol{\mathcal { M }} \underline{\hat{F}}_{k}, \forall k \in \mathcal{N} .
$$

Ultimately, the solution $\underline{\hat{U}}_{k}$, for every frequency $k \in \mathcal{N}$, is computed by solving

$$
\begin{equation*}
\mathcal{S}_{k} \hat{U}_{k}=\underline{\hat{F}}_{k}, \forall k \in \mathcal{N} \tag{3.15}
\end{equation*}
$$

where the symbol of the operator $\mathcal{S}_{k}$ reads

$$
\mathcal{S}_{k}=\left(\rho \mathbf{I}+\boldsymbol{\mathcal { M }}^{-1} \mathcal{A}_{k}\right)
$$

The algorithm. In order to solve (3.8), we can derive an algorithm based on Eqs. (3.4), (3.15) and (3.5). The main steps of this algorithm read:

1. Perform a DFT of the discrete source term for each $j$ in $\mathcal{R}$

$$
\hat{f}_{k, j}=\sum_{n \in \mathcal{N}} f_{n, j} e^{-\frac{i 2 \pi n k}{N}}, \forall k \in \mathcal{N}
$$

2. Solve for each frequency

$$
\begin{equation*}
\mathcal{S}_{k} \underline{\hat{U}}_{k}=\underline{\hat{F}}_{k}, \forall k \in \mathcal{N} \tag{3.16}
\end{equation*}
$$

3. Perform an inverse DFT for each $j$ in $\mathcal{R}$

$$
u_{n, j}=\frac{1}{N} \sum_{k \in \mathcal{N}} \hat{u}_{k, j} e^{\frac{i 2 \pi n k}{N}}, \forall n \in \mathcal{N}
$$

Figure 2 Redistribution of the source term in matrix form. Row index corresponds to the element, column index refers to the Gauss-Lobatto node in the reference element.


A crucial aspect of this method concerns the definition of an efficient algorithm to compute the coefficients $f_{n, j}$ and $\hat{f}_{k, j}$. To this end, we re-organise the source term vector in matrix form, in which the row index corresponds to the element considered, whereas the column index refers to the Gauss-Lobatto point in the reference element of size $h$. Then, the terms $\hat{f}_{k, j}$ are obtained by DFT performed column by column (using the FFT algorithm). See Figure 2 for a schematic illustration of the procedure.

Inversion of the symbol by SVD. In this section we anticipate the difficulties that will be encountered in multiple dimensions, namely the inversion of the symbol of the operator $\mathcal{S}_{k}$ in Eq. (3.16). We now derive a pseudo-explicit inversion of this matrix by means of the Singular Value Decomposition (SVD). For this purpose, let us denote by $\left\{\lambda_{k, i}, \underline{V}_{k, i}\right\}_{i \in \mathcal{R}}$ the set of eigenvalues and eigenvectors of $\mathcal{S}_{k}$. They satisfy the eigenvalue problem $\mathcal{S}_{k} \underline{V}_{k, i}=\lambda_{k, i} \underline{V}_{k, i}$ for all $i \in \mathcal{R}$. Since $\boldsymbol{\mathcal { M }} \mathcal{S}_{k}$ inherits the properties of the bilinear forms $m_{h}$ and $a_{h}$, one can show that, for $\rho \neq 0$, it is a hermitian and positive-definite matrix. Hence, all the eigenvalues $\lambda_{k, i}$ of $\boldsymbol{\mathcal { S }}_{k}$ are positive and real, and all eigenvectors $\underline{V}_{k, i}$ are orthonormal with respect to the scalar product by $\boldsymbol{\mathcal { M }}$, i.e.

$$
\underline{V}_{k, j}^{*} \boldsymbol{\mathcal { M }} \underline{V}_{k, i}=\delta_{i j}, \forall i, j \in \mathcal{R} \quad \text { and } \quad \sum_{i \in \mathcal{R}} \underline{V}_{k, i} \underline{V}_{k, i}^{*}=\mathcal{M}^{-1}
$$

After some standard algebra, we obtain

$$
\mathcal{S}_{k}=\sum_{i \in \mathcal{R}} \lambda_{k, i} \underline{V}_{k, i} \underline{V}_{k, i}^{*} \boldsymbol{\mathcal { M }} \Longrightarrow \mathcal{S}_{k}^{-1}=\sum_{i \in \mathcal{R}} \lambda_{k, i}^{-1} \underline{V}_{k, i} \underline{V}_{k, i}^{*} \boldsymbol{\mathcal { M }} .
$$

Therefore, Eq. (3.16) can be rewritten as

$$
\begin{equation*}
\underline{\hat{U}}_{k}=\sum_{i \in \mathcal{R}} \lambda_{k, i}^{-1} \underline{V}_{k, i} \underline{V}_{k, i}^{*} \boldsymbol{\mathcal { M }} \underline{\hat{F}}_{k} \tag{3.17}
\end{equation*}
$$

At this stage, Eq. (3.17) requires the same computational cost as Eq. (3.16), since the computation of the eigenvalues and eigenvectors of a matrix implies the same number of operations as the multiplication by an inverse matrix. Nevertheless, we will show in Section 4 that the generalisation to higher dimensions becomes very efficient, due to tensorisation. Note that, if $\rho=0$, then $\mathcal{S}_{0}$ has not full rank and Eq. (3.16) yields
a compatibility condition for the source term. It can be proved that such condition reads (see the remark below for further detail)

$$
\begin{equation*}
\sum_{n \in \mathcal{N}} \sum_{i=0}^{R} \hat{m}_{i, i} f_{n, i}=0 \tag{3.18}
\end{equation*}
$$

and corresponds to the standard zero mean condition. Such property can be imposed on the solution by the following procedure: we introduce the Moore-Penrose pseudoinverse $\lambda^{+}$of a scalar $\lambda$ defined as

$$
\lambda^{+}= \begin{cases}0, & \lambda=0 \\ \lambda^{-1}, & \lambda \neq 0\end{cases}
$$

Then, we define

$$
\begin{equation*}
\mathcal{S}_{k}^{+}:=\sum_{i \in \mathcal{R}} \lambda_{k, i}^{+} \underline{V}_{k, i} \underline{V}_{k, i}^{*} \boldsymbol{\mathcal { M }} \tag{3.19}
\end{equation*}
$$

and solve (3.16) by computing $\hat{\underline{U}}_{k}=\mathcal{S}_{k}^{+} \underline{\underline{F}}_{k}$.

Remark The compatibility condition (3.18) is obtained by observing that the constant function belongs to $\mathcal{V}_{h, R}$ and, therefore, $a_{h}\left(u_{h}, 1\right)=0$ (see Eq. (2.4)). Hence, considering Eq. (2.3), one can see that if $\rho=0$ one must guarantee that $\ell_{h}(1)=$ $m_{h}\left(f_{h}, 1\right)=0$. Eq. (3.18) is then retrieved from Eq. (3.8).
3.2. Neumann and Dirichlet Boundary conditions. When linear interpolation is adopted, it is standard to use, in the definition of the interpolation function (2.7), the Discrete Sine Transform (DST) for Dirichlet BCs, or Discrete Cosine Transform (DCT) for Neumann BCs. If a high-order approximation is considered, it is not possible to use DCT or DST. Consequently, we explicitly "double" the computational domain and the discrete source term $f_{h}$ in order to extend it into a periodic one and perform DFT. According to the BC imposed, we perform an even (for Neumann BCs) or odd (for Dirichlet BCs) extension of our source term (that is set to 0 at the end-points of the interval for antisymmetric extensions). See Figure 3 for a graphical illustration of this procedure in one-dimension. Therefore, we need to take into account $2 N$ frequencies, instead of $N$ frequencies for the periodic case. However, thanks to the symmetry properties of the DFT, we are able to restrict most operations to $N+1$ frequencies, as it is shown in what follows. Note that, after doubling the computational domain and performing an even (or odd) extension of the source term, depending on the BCs considered, the sequence $\left\{f_{n, R-j}\right\}_{n \in \mathcal{N}, j \in \mathcal{R}}$ satisfies, for any given $n \in \mathcal{N}$,

$$
\left\{\begin{array}{l}
f_{n, R-j}=f_{2 N-n-1, j}, \quad \text { if } j \in \mathcal{R}^{*}  \tag{3.20}\\
f_{n, 0}=f_{2 N-n, 0}
\end{array}\right.
$$

for an even extension, and

$$
\left\{\begin{array}{l}
f_{n, R-j}=-f_{2 N-n-1, j}, \quad \text { if } j \in \mathcal{R}^{*}  \tag{3.21}\\
f_{n, 0}=-f_{2 N-n, 0}
\end{array}\right.
$$

Figure 3 Illustration of a periodic extension of a discrete, one-dimensional function at the Gauss-Lobatto nodes. Left: comparison between the original function and its even expansion (for Neumann BCs); right: comparison between the original function and its odd expansion (for Dirichlet BCs). Gauss-Lobatto nodes for $\mathrm{N}=2$ elements, $5^{\text {th }}$-order Lagrange polynomials.


for an odd extension. Henceforth, we use the symbol $\pm$ for the sake of conciseness, where + is associated with Neumann conditions, whereas - corresponds to Dirichlet conditions. We define the coefficients $\hat{f}_{k, j}$ following Eq. (3.4). Given $j \in \mathcal{R}$, they read

$$
\hat{f}_{k, j}=\sum_{n=0}^{2 N-1} f_{n, j} e^{-\frac{i \pi n k}{N}}, \quad \forall k \in\{0,1, . ., 2 N-1\}
$$

From the properties of the scalars $\left\{f_{n, j}\right\}_{n \in \mathcal{N}, j \in \mathcal{R}}$ we can deduce some symmetry properties of the coefficients $\hat{f}_{k, j}$, as it is stated in the following lemma. These properties allow to reduce the number of frequencies considered for the construction of the symbol of the operator. Due to the use of high-order polynomial interpolation, this symmetry is not trivial.

Lemma 3.2. Assume that $\left\{f_{n, j}\right\}_{n \in \mathcal{N}, j \in \mathcal{R}}$ satisfies Eq. (3.20) or Eq. (3.21). Then, the coefficients $\hat{f}_{k, j}$ read, $\forall k \in \mathcal{N}^{*}$

$$
\left\{\begin{array}{l}
\hat{f}_{2 N-k, j}= \pm e^{\frac{-i \pi k}{N}} \hat{f}_{k, R-j}, \quad \text { if } j \in \mathcal{R}^{*}  \tag{3.22}\\
\hat{f}_{2 N-k, 0}= \pm \hat{f}_{k, 0}
\end{array}\right.
$$

with the established convention for the plus and minus signs.
Proof. Let us consider an even extension of the discrete source term, and fix $j \in \mathcal{R}^{*}$. On the one hand, due to Eq. (3.20), Eq. (3.21) and Lemma 3.2, we are able
to retrieve that, for $k \in \mathcal{N} \cup\{N\}$,

$$
\begin{aligned}
\hat{f}_{k, R-j} & =\sum_{n=0}^{2 N-1} f_{n, R-j} e^{-\frac{i \pi n k}{N}}=\sum_{n=0}^{2 N-1} f_{2 N-n-1, j} e^{-\frac{i \pi n k}{N}} \\
& =\sum_{m=0}^{2 N-1} f_{m, j} e^{\frac{-i 2 N \pi k}{N}} e^{\frac{i \pi m k}{N}} e^{\frac{i \pi k}{N}}=e^{\frac{i \pi k}{N}} \sum_{m=0}^{2 N-1} f_{m, j} e^{\frac{i \pi m k}{N}}
\end{aligned}
$$

On the other hand, due to a standard property of the DFT, we have that

$$
\hat{f}_{2 N-k, j}=\sum_{m=0}^{2 N-1} f_{m, j} e^{\frac{-i \pi m(2 N-k)}{N}}=\sum_{m=0}^{2 N-1} f_{m, j} e^{\frac{i \pi m k}{N}}, \forall j \in \mathcal{R}
$$

Hence, we deduce that

$$
\begin{equation*}
\hat{f}_{k, R-j}=e^{\frac{i \pi k}{N}} \hat{f}_{2 N-k, j} \tag{3.23}
\end{equation*}
$$

In addition, for $j=0$ and $k \in \mathcal{N} \cup\{N\}$, we obtain

$$
\begin{align*}
\hat{f}_{k, 0} & =\sum_{n=0}^{2 N-1} f_{n, 0} e^{-\frac{i \pi n k}{N}}=\sum_{n=0}^{2 N-1} f_{2 N-n, 0} e^{-\frac{i \pi n k}{N}} \\
& =\sum_{m=1}^{2 N} f_{m, 0} e^{\frac{-i 2 N \pi k}{N}} e^{\frac{i \pi m k}{N}}=\sum_{m=0}^{2 N-1} f_{m, 0} e^{\frac{i \pi m k}{N}}  \tag{3.24}\\
& =\hat{f}_{2 N-k, 0}
\end{align*}
$$

since, by periodicity, $f_{2 N, 0}=f_{0,0}$. The proof for the odd extension of the discrete source term is analogous.
Furthermore, we state the following proposition:
Proposition 3.3. Let us consider Problem (2.2), with $\Omega=[0,2 L]$ in the periodic setting. Then, if the source term $f$ is even (odd), the solution $u$ is endowed with the same properties, i.e. it is even (odd).

Note that Proposition 3.3 also holds true for the discrete problem (3.8), and $f_{h}, u_{h}$. From Lemma 3.2 and Proposition 3.3, we deduce that the discrete solution $u_{h}$ satisfies Eq. (3.22). For this reason, we can construct an efficient algorithm for the solution of a Poisson problem by HOFFT that consists in three steps:

1. Perform a DFT of the discrete source term for each $j$ in $\mathcal{R}^{*}$

$$
\hat{f}_{k, j}=\sum_{n=0}^{2 N-1} f_{n, j} e^{-\frac{i \pi n k}{N}}, \forall k \in \mathcal{N} \cup\{N\}
$$

with $f_{n, j}$ given by (3.21) for $n \geqslant N$.
2. Apply the pseudo-inverse of the symbol for each frequency

$$
\underline{\underline{U}}_{k}=\mathcal{S}_{k}^{+} \underline{\hat{F}}_{k}, \forall k \in \mathcal{N} \cup\{N\}
$$

3. Perform an inverse DFT for each $j$ in $\mathcal{R}^{*}$

$$
u_{n, j}=\frac{1}{2 N} \sum_{k=0}^{2 N-1} \hat{u}_{k, j} e^{\frac{i \pi n k}{N}}, \forall n \in \mathcal{N} \cup\{N\}
$$

with $\hat{u}_{k, j}$ given by (3.22) for $k \geqslant N+1$.
This algorithm relies on the evaluation of the symbol of the operator of the first $N+1$ frequencies only. Note, however, that the standard implementation of the DFT (or its inverse) by the FFT algorithm implies the evaluation of all 2 N frequencies. However, in Step 2, only $N+1$ inversions of the symbol are required. We will show in what follows that in multiple dimensions it is possible to optimise Steps 1 and 3, by considering an ad hoc extension of the sequence "dimension by dimension" when the FFT (or its inverse) is performed.
4. Extension to higher dimensions. The generalisation to two (or higher) dimensions is performed by tensorisation from the one-dimensional case. Therefore, most of the properties are directly inherited from the one-dimensional case, and we do not provide the proofs, for the sake of conciseness. Henceforth, we denote by $d>1$ the dimension of the computational domain and for simplicity of exposure we set $\Omega=[0, L]^{d}$.
4.1. Periodic boundary conditions. First, let us define $\mathcal{N}^{d}=\{0,1, . ., N-1\}^{d}$ and $\mathcal{R}^{d}=\{0,1, . ., R-1\}^{d}$. We introduce the set of points in the reference element $[0, h]^{d}$ as

$$
\underline{\xi}_{\mathbf{j}}=\left[\xi_{j_{1}}, \xi_{j_{2}}, . ., \xi_{j_{r}}\right]
$$

where $\xi_{i}$ corresponds to a 1D Gauss-Lobatto point for all $i \in \mathcal{R}$, and $\mathbf{j}$ is a multiindex in $\mathcal{R}^{d}$. Let us introduce the multi-index $\mathbf{n}=\left[n_{1}, n_{2}, . ., n_{d}\right] \in \mathcal{N}^{d}$. Then, the d-dimensional shape functions defined on any $\underline{x}=\left[x_{1}, x_{2}, . ., x_{d}\right] \in[0, L]^{d}$ read

$$
\begin{equation*}
\Phi_{\mathbf{n}, \mathbf{j}}(\underline{x})=\prod_{r=1}^{d} \varphi_{n_{r}, j_{r}}\left(x_{r}\right) \tag{4.1}
\end{equation*}
$$

where $\varphi_{n_{r}, j_{r}}\left(x_{r}\right)$ are shape function values defined as in Section (3.1). Therefore, the shape functions $\Phi_{\mathbf{n}, \mathbf{j}}$ satisfy, for all $\mathbf{p} \in \mathcal{R}^{d}$ and all $\mathbf{m} \in \mathcal{N}^{d}$,

$$
\begin{aligned}
\Phi_{\mathbf{m}, \mathbf{p}}\left(\left(\underline{\xi}_{\mathbf{j}}+\mathbf{n}\right) h\right) & =\Phi_{\mathbf{m}, \mathbf{p}}\left(\left(\xi_{j_{1}}+n_{1}\right) h,\left(\xi_{j_{2}}+n_{2}\right) h, . .,\left(\xi_{j_{d}}+n_{d}\right) h\right) \\
& =\prod_{r=1}^{d} \delta_{m_{r} n_{r}} \varphi_{n_{r}, p_{r}}\left(\xi_{j_{r}}\right)=\prod_{r=1}^{d} \delta_{m_{r} n_{r}} \delta_{p_{r} j_{r}}
\end{aligned}
$$

For simplicity of notation, we denote

$$
\sum_{\mathbf{n}}:=\sum_{n_{1}=0}^{N-1} \sum_{n_{2}=0}^{N-1} \ldots \sum_{n_{d}=0}^{N-1}, \quad \sum_{\mathbf{j}}:=\sum_{j_{1}=0}^{R-1} \sum_{j_{2}=0}^{R-1} \ldots \sum_{j_{d}=0}^{R-1}, \quad \sum_{\mathbf{n}, \mathbf{j}}:=\sum_{\mathbf{n}} \sum_{\mathbf{j}}
$$

Moreover, for any vector $V \in \mathbb{C}^{R^{d}}, V(\mathbf{i})$ is its i-th element, without assuming a specific one-dimensional re-ordering of the degrees of freedom with respect to the multi-indices. A similar strategy is used for any matrix $\boldsymbol{V} \in \mathbb{C}^{R^{d} \times R^{d}}$ : its element on
the $\mathbf{i}$-th line and $\mathbf{j}$-th column is denoted $\boldsymbol{V}(\mathbf{i}, \mathbf{j})$. From Eq. (4.1) we derive the following decomposition of the discrete source term $f_{h}$ and the discrete solution $u_{h}$ :

$$
f_{h}(\underline{x})=\sum_{\mathbf{n}, \mathbf{j}} f_{\mathbf{n}, \mathbf{j}} \Phi_{\mathbf{n}, \mathbf{j}}(\underline{x}), \quad u_{h}(\underline{x})=\sum_{\mathbf{n}, \mathbf{j}} u_{\mathbf{n}, \mathbf{j}} \Phi_{\mathbf{n}, \mathbf{j}}(\underline{x}),
$$

with

$$
f_{\mathbf{n}, \mathbf{j}}:=f_{h}\left(\left(\underline{\xi}_{\mathbf{j}}+\mathbf{n}\right) h\right) \quad u_{\mathbf{n}, \mathbf{j}}:=u_{h}\left(\left(\underline{\xi}_{\mathbf{j}}+\mathbf{n}\right) h\right), \quad \forall \mathbf{n} \in \mathcal{N}^{d}, \forall \mathbf{j} \in \mathcal{R}^{d}
$$

With these notations, the algebraic problem that must be solved reads: find $\left\{u_{\mathbf{n}, \mathbf{i}}\right\}$ such that

$$
\begin{equation*}
\sum_{\mathbf{n}} \sum_{\mathbf{j}} \hat{m}_{\mathbf{i}, \mathbf{i}} u_{\mathbf{n}, \mathbf{i}} \overline{v_{\mathbf{n}, \mathbf{i}}}+\sum_{\mathbf{n}} \sum_{\mathbf{i}} \sum_{\mathbf{j}} \hat{a}_{\mathbf{i}, \mathbf{j}} u_{\mathbf{n}, \mathbf{j}} \overline{v_{\mathbf{n}, \mathbf{i}}}=\sum_{\mathbf{n}} \sum_{\mathbf{i}} \hat{m}_{\mathbf{i}, \mathbf{i}} f_{\mathbf{n}, \mathbf{i}} \overline{v_{\mathbf{n}, \mathbf{i}}}, \tag{4.2}
\end{equation*}
$$

for all $\left\{v_{\mathbf{n}, \mathbf{i}}\right\}$, where $\left\{\hat{m}_{\mathbf{i}, \mathbf{i}}\right\}$ and $\left\{\hat{a}_{\mathbf{i}, \mathbf{j}}\right\}$ correspond to the elements of the mass and stiffness matrices, respectively, computed on the multidimensional reference element $[0, h]^{d}$, and where $u_{h}, v_{h}$ and $f_{h}$ are periodic in $\Omega$. Now, let $\mathbf{k} \in \mathcal{N}^{d}$. Since the source term is periodic in $[0, L]^{d}$, we can generalise the definition of an interpolation function (3.2) for higher dimensions as

$$
\begin{equation*}
\tilde{f}_{h}(\underline{x})=\frac{1}{N^{d}} \sum_{\mathbf{k}}\left(\sum_{\mathbf{j}} \hat{f}_{\mathbf{k}, \mathbf{j}} e^{\frac{i 2 \pi\left(\underline{x}-h \underline{\xi}_{\mathbf{j}}\right) \cdot \mathbf{k}}{L}} \sum_{\mathbf{n}} \varphi_{\mathbf{n}, \mathbf{j}}(\underline{x})\right) \tag{4.3}
\end{equation*}
$$

with $h N=L$ and

$$
e^{\frac{i 2 \pi\left(\underline{x}-h \underline{\xi}_{\mathrm{j}}\right) \cdot \mathbf{k}}{L}}=e^{\frac{i 2 \pi\left(x_{1}-h \xi_{j_{1}}\right) k_{1}}{L}} e^{\frac{i 2 \pi\left(x_{2}-h \xi_{j_{2}}\right) k_{2}}{L}} \cdots e^{\frac{i 2 \pi\left(x_{d}-h \xi_{j_{d}}\right) k_{d}}{L}}
$$

Note that this formula can be easily extended to more general, regular meshes by considering a different length $L$ depending on the direction. Eq. (4.3) is a generalisation of Eq. (3.2) to the multi-dimensional case. Therefore, the coefficients $\hat{f}_{k, j}, \forall j \in \mathcal{R}$, can be computed by DFT, as stated in the following proposition.

Proposition 4.1. Let $f_{h} \in C_{\sharp}^{0}\left([0, L]^{d}\right)$ and $\tilde{f}_{h} \in C_{\sharp}^{0}\left([0, L]^{d}\right)$ defined by Eq. (4.3). Let us denote

$$
\tilde{f}_{\mathbf{n}, \mathbf{j}}:=\tilde{f}_{h}\left(\left(\underline{\xi}_{\mathbf{j}}+\mathbf{n}\right) h\right) \quad \forall \mathbf{j} \in \mathcal{R}^{d}, \forall \mathbf{n} \in \mathcal{N}^{d}
$$

Then, for all $\mathbf{j}$ fixed in $\mathcal{R}^{d}$,

$$
\begin{align*}
f_{\mathbf{n}, \mathbf{j}}=\tilde{f}_{\mathbf{n}, \mathbf{j}} & \Longleftrightarrow \hat{f}_{\mathbf{k}, \mathbf{j}}=\sum_{\mathbf{n}} f_{\mathbf{n}, \mathbf{j}} e^{\frac{-i 2 \pi \mathbf{n} \cdot \mathbf{k}}{N}}, \forall \mathbf{k} \in \mathcal{N}^{d} \\
& \Longleftrightarrow f_{\mathbf{n}, \mathbf{j}}=\frac{1}{N^{d}} \sum_{\mathbf{k}} \hat{f}_{\mathbf{k}, \mathbf{j}} e^{\frac{i 2 \pi \mathbf{n} \cdot \mathbf{k}}{N}}, \forall \mathbf{n} \in \mathcal{N}^{d} \tag{4.4}
\end{align*}
$$

Similarly, we introduce the interpolation function of the discrete solution $u_{h}$ such that

$$
\tilde{u}_{h}(\underline{x})=\frac{1}{N^{d}} \sum_{\mathbf{k}}\left(\sum_{\mathbf{j}} \hat{u}_{\mathbf{k}, \mathbf{j}} e^{\frac{i 2 \pi\left(\underline{x}-h \underline{\xi}_{\mathbf{j}}\right) \cdot \mathbf{k}}{L}} \sum_{\mathbf{n}} \varphi_{\mathbf{n}, \mathbf{j}}(\underline{x})\right),
$$

where

$$
\begin{equation*}
\hat{u}_{\mathbf{k}, \mathbf{j}}=\sum_{\mathbf{n}} u_{\mathbf{n}, \mathbf{j}} e^{-\frac{i 2 \pi \mathbf{n} \cdot \mathbf{k}}{N}}, \forall \mathbf{k} \in \mathcal{N}^{d} \tag{4.5}
\end{equation*}
$$

For all $\mathbf{j} \in \mathcal{R}^{d}$ we have

$$
\begin{equation*}
\tilde{u}_{\mathbf{n}, \mathbf{j}}:=\tilde{u}_{h}\left(\left(\xi_{\mathbf{j}}+\mathbf{n}\right) h\right)=\frac{1}{N^{d}} \sum_{\mathbf{k}} \hat{u}_{\mathbf{k}, \mathbf{j}} e^{\frac{i 2 \pi \mathbf{n} \cdot \mathbf{k}}{N}}, \forall \mathbf{n} \in \mathcal{N}^{d} \tag{4.6}
\end{equation*}
$$

and, due to Eqs. (4.6) and (4.5), as well as Property 4.1, we retrieve

$$
u_{\mathbf{n}, \mathbf{j}}=\tilde{u}_{\mathbf{n}, \mathbf{j}}, \quad \forall \mathbf{n} \in \mathcal{N}^{d}, \forall \mathbf{j} \in \mathcal{R}^{d}
$$

Then, if we use a similar approach to the one proposed for the one-dimensional case, we can show that Eq. (4.2) is equivalent to solve

$$
\mathcal{S}_{\mathbf{k}} \underline{U}_{\mathbf{k}}=\underline{\hat{F}}_{\mathbf{k}}, \quad \forall \mathbf{k} \in \mathcal{N}^{d}
$$

where $\underline{\hat{U}}_{\mathbf{k}}(\mathbf{j})=\hat{u}_{\mathbf{k}, \mathbf{j}}$ and $\underline{\hat{F}}_{\mathbf{k}}(\mathbf{j})=\hat{f}_{\mathbf{k}, \mathbf{j}}$, and where the matrix $\mathcal{S}_{\mathbf{k}}$ is given by Proposition 4.2 below. As a straightforward generalisation of the one-dimensional case, the main steps of the algorithm to solve (4.2) read:

1. Perform a DFT of the discrete source term for each $\mathbf{j}$ in $\mathcal{R}^{d}$

$$
\hat{f}_{\mathbf{k}, \mathbf{j}}=\sum_{\mathbf{n}} f_{\mathbf{n}, \mathbf{j}} e^{\frac{-i 2 \pi \mathbf{n} \cdot \mathbf{k}}{N}}, \forall \mathbf{k} \in \mathcal{N}^{d}
$$

2. Solve for each frequency $\mathbf{k} \in \mathcal{N}^{d}$

$$
\begin{equation*}
\mathcal{S}_{\mathbf{k}} \underline{\hat{U}}_{\mathbf{k}}=\underline{\hat{F}}_{\mathbf{k}} \tag{4.7}
\end{equation*}
$$

3. Perform an inverse DFT for each $\mathbf{j}$ in $\mathcal{R}^{d}$

$$
u_{\mathbf{n}, \mathbf{j}}=\frac{1}{N^{d}} \sum_{\mathbf{k}} \hat{u}_{\mathbf{k}, \mathbf{j}} e^{\frac{i 2 \pi \mathbf{n} \cdot \mathbf{k}}{N}}, \forall \mathbf{n} \in \mathcal{N}^{d}
$$

We emphasise that the multi-dimensional DFT is implemented recursively from the one-dimensional DFT. Furthermore, Step 2 must be implemented with care. In fact, one possibility is to compute the pseudo-inverse of the symbol $\mathcal{S}_{\mathrm{k}}$ for each frequency, and then perform a matrix-vector multiplication to obtain $\underline{\hat{U}}_{\mathbf{k}}$. Note, however, that such an algorithm would imply a substantial computational cost. To give an idea, in 2D the matrix inversion would require $O\left(R^{6}\right)$ operations $\left(O\left(R^{3 d}\right)\right.$ in general $)$, whereas a matrix-vector multiplication requires $O\left(R^{4}\right)$ operations. In what follows, we propose a method that does not require matrix inversions and drastically reduces the complexity of the algorithm, based on SVD and tensorisation.
For the sake of conciseness, we denote $\boldsymbol{\mathcal { N }}_{k}=\boldsymbol{\mathcal { M }}^{-1} \mathcal{A}_{k}$, with $\boldsymbol{\mathcal { M }}$ and $\mathcal{A}_{k}$ associated with the 1D case, and defined in Eq. (3.13). We can also rewrite the one-dimensional symbol $\mathcal{S}_{k}:=\rho \mathbf{I}+\boldsymbol{\mathcal { N }}_{k}$, with $\mathbf{I}$ the identity matrix of size $R \times R$. The result below has been proved in [11].

Proposition 4.2.

$$
\begin{equation*}
\mathcal{S}_{\mathbf{k}}(\ell, \mathbf{m})=\rho \prod_{r=1}^{d} \delta_{l_{r} m_{r}}+\sum_{r=1}^{d} \boldsymbol{\mathcal { N }}_{k_{r}}\left(\ell_{r}, m_{r}\right) \prod_{q \neq r} \delta_{\ell_{q} m_{q}} \tag{4.8}
\end{equation*}
$$

For example, when $d=2$, the symbol reads

$$
\mathcal{S}_{\mathbf{k}}(\ell, \mathbf{m})=\rho \delta_{l_{1} m_{1}} \delta_{l_{2} m_{2}}+\boldsymbol{\mathcal { N }}_{k_{1}}\left(\ell_{1}, m_{1}\right) \delta_{\ell_{2} m_{2}}+\boldsymbol{\mathcal { N }}_{k_{2}}\left(\ell_{2}, m_{2}\right) \delta_{\ell_{1} m_{1}}
$$

This result is a direct consequence of the use of the Gauss-Lobatto nodes for quadrature formulae. Due to Proposition 4.2, it is possible to compute the eigenvalues and eigenvectors of the symbol $\mathcal{S}_{\mathbf{k}}$ starting from the eigenvalues and eigenvectors of the matrix $\boldsymbol{\mathcal { N }}_{k}$. Given $\mathbf{k} \in \mathcal{N}^{d}$, we denote by $\left\{\lambda_{\mathbf{k}, \mathbf{i}}, \underline{V}_{\mathbf{k}, \mathbf{i}}\right\}_{\mathbf{i} \in \mathcal{R}^{d}}$ the set of eigenvalues and eigenvectors of $\mathcal{S}_{\mathbf{k}}$ such that

$$
\mathcal{S}_{\mathbf{k}} \underline{V}_{\mathbf{k}, \mathbf{i}}=\lambda_{\mathbf{k}, \mathbf{i}} \underline{V}_{\mathbf{k}, \mathbf{i}}, \quad \forall \mathbf{k} \in \mathcal{N}^{d}, \forall \mathbf{i} \in \mathcal{R}^{d}
$$

When $d=2$, they are given in [11] and read

$$
\left\{\begin{array}{l}
\lambda_{\mathbf{k}, \mathbf{i}}=\rho+\nu_{k_{1}, i_{1}}+\nu_{k_{2}, i_{2}} \\
\underline{V}_{\mathbf{k}, \mathbf{i}}=\underline{W}_{k_{1}, i_{1}} \otimes \underline{W}_{k_{2}, i_{2}}
\end{array}\right.
$$

where $\otimes$ denotes the tensor product and $\left\{\nu_{k, i}, \underline{W}_{k, i}\right\}$ are the eigenvalues and corresponding eigenvectors of $\boldsymbol{\mathcal { N }}_{k_{r}}$. This tensorial structure is in fact general, as it is stated in the following Corollary (whose proof is very algebraic but simple, therefore it is omitted).

Corollary 4.3. Let $\left\{\nu_{k_{r}, i_{r}}, \underline{W}_{k_{r}, i_{r}}\right\}_{i_{r} \in \mathcal{R}}$ be the eigenvalues and eigenvectors of $\boldsymbol{\mathcal { N }}_{k_{r}}, r \in\{1,2, . ., d\}$. Then,

$$
\left\{\begin{array}{l}
\lambda_{\mathbf{k}, \mathbf{i}}=\rho+\sum_{r=1}^{d} \nu_{k_{r}, i_{r}}, \quad \forall \mathbf{i} \in \mathcal{R}^{d}, \\
V_{\mathbf{k}, \mathbf{i}}(\mathbf{m})=\prod_{r=1}^{d} W_{k_{r}, i_{r}}\left(m_{r}\right), \quad \forall \mathbf{i} \in \mathcal{R}^{d}
\end{array}\right.
$$

are the eigenvalues and corresponding orthogonal eigenvectors of $\mathcal{S}_{\mathbf{k}}$.
As a result of Eq. (4.3), the solution $\underline{\hat{U}}_{\mathbf{k}}$ in the frequency domain can be computed by means of an optimised algorithm that we give henceforth. It is based on tensorisation and on the use of internal variables.

Inversion of the symbol by SVD. As for the one-dimensional case, Eq. (4.7) can be rewritten, for any frequency $\mathbf{k} \in \mathcal{N}^{d}$, as

$$
\begin{equation*}
\underline{\hat{U}}_{\mathbf{k}}=\mathcal{S}_{\mathbf{k}}^{+} \underline{\hat{F}}_{\mathbf{k}}:=\sum_{\mathbf{p}} \lambda_{\mathbf{k}, \mathbf{p}}^{+} \underline{V}_{\mathbf{k}, \mathbf{p}} \underline{V}_{\mathbf{k}, \mathbf{p}}^{*} \mathcal{M}_{d} \underline{\hat{F}}_{\mathbf{k}} \tag{4.9}
\end{equation*}
$$

where $\boldsymbol{\mathcal { M }}_{d}$ denotes the mass matrix in d-dimensions and it can be rewritten as

$$
\boldsymbol{\mathcal { M }}_{d}(\mathbf{i}, \mathbf{m})=\prod_{r=1}^{d} \boldsymbol{\mathcal { M }}\left(i_{r}, m_{r}\right)
$$

Equation (4.9) can be rewritten as

$$
\begin{align*}
\hat{U}_{\mathbf{k}}(\mathbf{j}) & =\sum_{\mathbf{p}} \sum_{\mathbf{r}} \lambda_{\mathbf{k}, \mathbf{p}}^{+} V_{\mathbf{k}, \mathbf{p}}(\mathbf{j}) \overline{V_{\mathbf{k}, \mathbf{p}}(\mathbf{r})} \boldsymbol{\mathcal { M }}_{d}(\mathbf{r}) \hat{F}_{\mathbf{k}}(\mathbf{r}) \\
& =\sum_{\mathbf{p}} \lambda_{\mathbf{k}, \mathbf{p}}^{+} V_{\mathbf{k}, \mathbf{p}}(\mathbf{j}) \sum_{\mathbf{r}} \overline{V_{\mathbf{k}, \mathbf{p}}(\mathbf{r})} \boldsymbol{\mathcal { M }}_{d}(\mathbf{r}) \hat{F}_{\mathbf{k}}(\mathbf{r}) . \tag{4.10}
\end{align*}
$$

From Eq. (4.10) we see that the total number of operations required to compute all the components of $\underline{\hat{U}}_{\mathbf{k}}$ is $O\left(R^{3 d}\right)$, that is comparable to the cost of a symbol inversion by standard algorithms (e.g. by Gaussian elimination). For example, in 3 dimensions this inversion would require $O\left(R^{9}\right)$ operations and, considering that typical values of $R$ are larger than 3 in our applications, this prevents the method to be used naively. Opportunely, we have shown in Corollary 4.3 that the eigenvalues and eigenvectors in higher dimensions can be directly derived by tensorisation from those in 1D. This will be used to define an optimised algorithm. First, we introduce two intermediate variables, and we split Eq. (4.10) into three main operations:

- We define $\alpha_{\mathbf{k}}(\mathbf{p})$ as

$$
\begin{equation*}
\alpha_{\mathbf{k}}(\mathbf{p})=\sum_{\mathbf{r}} \overline{V_{\mathbf{k}, \mathbf{p}}(\mathbf{r})} \boldsymbol{\mathcal { M }}_{d}(\mathbf{r}) \hat{F}_{\mathbf{k}}(\mathbf{r}) \tag{4.11}
\end{equation*}
$$

- Then, we compute the scalar coefficients $\gamma_{\mathbf{k}}(\mathbf{p})$ as

$$
\gamma_{\mathbf{k}}(\mathbf{p}):=\lambda_{\mathbf{k}, \mathbf{p}}^{+} \alpha_{\mathbf{k}}(\mathbf{p})
$$

- Finally, the components $\hat{U}_{\mathbf{k}}(\mathbf{j})$ are retrieved as

$$
\begin{equation*}
\hat{U}_{\mathbf{k}}(\mathbf{j})=\sum_{\mathbf{p}} \gamma_{\mathbf{k}}(\mathbf{p}) V_{\mathbf{k}, \mathbf{p}}(\mathbf{j}) \tag{4.12}
\end{equation*}
$$

Now, we can take advantage of the properties of the eigenvectors $V_{\mathbf{k}, \mathbf{p}}(\mathbf{j})$. Due to Eq.(4.3), we can reduce the two multi-dimensional sums in Eq. (4.11) and Eq. (4.12) in successions of one-dimensional sums. In order to avoid cumbersome expressions, we consider $d=2$ henceforth. Note, however, that the extension of our analysis for $d>2$ is straightforward. The intermediate coefficient $\alpha_{\mathbf{k}}(\mathbf{p})$ is computed, for each $\mathbf{p}$, in $O(R)$ operations by

$$
\begin{align*}
\alpha_{\mathbf{k}}(\mathbf{p}) & =\alpha_{\mathbf{k}}\left(p_{1}, p_{2}\right):=\sum_{r_{1}, r_{2} \in \mathcal{R}} \mathcal{M}_{d}\left(r_{1}, r_{2}\right) \hat{F}_{\mathbf{k}}\left(r_{1}, r_{2}\right) \overline{V_{k_{1}, p_{1}}\left(r_{1}\right)} \overline{V_{k_{2}, p_{2}}\left(r_{2}\right)} \\
& =\sum_{r_{2} \in \mathcal{R}} \overline{V_{k_{2}, p_{2}}\left(r_{2}\right)} \sum_{r_{1} \in \mathcal{R}} \boldsymbol{\mathcal { M }}_{d}\left(r_{1}, r_{2}\right) \hat{F}_{\mathbf{k}}\left(r_{1}, r_{2}\right) \overline{V_{k_{1}, p_{1}}\left(r_{1}\right)}  \tag{4.13}\\
& =\sum_{r_{2} \in \mathcal{R}} \overline{V_{k_{2}, p_{2}}\left(r_{2}\right)} \beta_{\mathbf{k}}\left(p_{1}, r_{2}\right)
\end{align*}
$$

where $\beta_{\mathbf{k}}(\mathbf{p})$ is computed in $O(R)$ operations and is given by

$$
\beta_{\mathbf{k}}(\mathbf{p})=\beta_{\mathbf{k}}\left(p_{1}, p_{2}\right):=\sum_{r_{1} \in \mathcal{R}} \mathcal{M}_{d}\left(r_{1}, p_{2}\right) \hat{F}_{\mathbf{k}}\left(r_{1}, p_{2}\right) \overline{V_{k_{1}, p_{1}}\left(r_{1}\right)}
$$

Analogously, $\hat{U}_{\mathbf{k}}(\mathbf{j})$, for any given $\mathbf{j}$, is obtained in $O(R)$ operations as follows:

$$
\begin{align*}
\hat{U}_{\mathbf{k}}(\mathbf{j})=\hat{u}_{\mathbf{k}}\left(j_{1}, j_{2}\right) & =\sum_{p_{1}, p_{2} \in \mathcal{R}} \gamma_{\mathbf{k}}\left(p_{1}, p_{2}\right) V_{k_{1}, p_{1}}\left(j_{1}\right) V_{k_{2}, p_{2}}\left(j_{2}\right) \\
& =\sum_{p_{2} \in \mathcal{R}} V_{k_{2}, p_{2}}\left(j_{2}\right) \sum_{p_{1} \in \mathcal{R}} \gamma_{\mathbf{k}}\left(p_{1}, p_{2}\right) V_{k_{1}, p_{1}}\left(j_{1}\right)  \tag{4.14}\\
& =\sum_{p_{2} \in \mathcal{R}} V_{k_{2}, p_{2}}\left(j_{2}\right) \mu_{\mathbf{k}}\left(j_{1}, p_{2}\right),
\end{align*}
$$

with $\mu_{\mathbf{k}}(\mathbf{j})$ computed in $O(R)$ operations again, by

$$
\mu_{\mathbf{k}}(\mathbf{j})=\mu_{\mathbf{k}}\left(j_{1}, j_{2}\right):=\sum_{p_{1} \in \mathcal{R}} \gamma_{\mathbf{k}}\left(p_{1}, j_{2}\right) V_{k_{1}, p_{1}}\left(j_{1}\right) .
$$

Consequently, the overall complexity of the algorithm for the symbol inversion for each frequency is $O\left(R^{4}\right)$. For an arbitrary dimension $d$, the complexity is $O\left(R^{d+1}\right)$. Therefore, in 3D this represents $O\left(R^{5}\right)$ less operations than the naive approach, that is a tremendous gain.
4.2. Neumann or Dirichlet boundary conditions. The algorithm in the $d$ dimensional case can be directly deduced by tensorisation also when homogeneous Dirichlet or Neumann conditions are imposed on the boundaries. In order to perform the DFT, the source term is periodically and symmetrically extended in $d$ directions. This leads to the evaluation of a computational domain that is potentially $2^{d}$ times larger than the original domain. However, due to the symmetry properties of the extended source term, we will be able to reduce the main computations to the first $(N+1)^{d}$ frequencies. The extended discrete source term $\left\{f_{\mathbf{n}, \mathbf{j}}\right\}$ satisfies, for all $r \in$ $\{1, \cdots, d\}$,

$$
\begin{cases}f_{\mathbf{n}+\mathbf{n}_{r}, \mathbf{j}}= \pm f_{\mathbf{n}, \mathbf{j}+\mathbf{j}_{r}}, & j_{r} \neq 0,  \tag{4.15}\\ f_{\mathbf{n}+\mathbf{n}_{r}, \mathbf{j}}= \pm f_{\mathbf{n}, \mathbf{j}}, & j_{r}=0, \\ \mathbf{n}_{r}=\mathbf{e}_{r}\left(2 N-1-n_{r}\right), \mathbf{j}_{r}=\mathbf{e}_{r}\left(R-j_{r}\right) \\ \left.n_{r}\right)\end{cases}
$$

where $\mathbf{e}_{r}$ is the $r$-th vector of the canonical basis of $\mathbb{R}^{d}$ and $\left(n_{r}, j_{r}\right)$ is such that

$$
\mathbf{n}+\mathbf{n}_{r} \in\{0, \cdots, 2 N-1\}^{d}, \quad \mathbf{j}+\mathbf{j}_{r} \in\{0, \cdots R-1\}^{d}
$$

and where the even extension corresponds to Neumann BCs, whereas the odd extension is associated with Dirichlet BCs, as before.

Lemma 4.4. The DFT of the extended sequence $\left\{f_{\mathbf{n}, \mathbf{j}}\right\}$ satisfies, $\forall r \in\{1, \cdots, d\}$,

$$
\begin{cases}\hat{f}_{\mathbf{k}+\mathbf{k}_{r}, \mathbf{j}}= \pm \hat{f}_{\mathbf{k}, \mathbf{j}+\mathbf{j}_{r}} e^{\frac{-i \pi k}{N}}, & \text { if } j_{r} \neq 0, \quad \mathbf{k}_{r}=\mathbf{e}_{r}\left(2 N-k_{r}\right), \mathbf{j}_{r}=\mathbf{e}_{r}\left(R-j_{r}\right), \\ \hat{f}_{\mathbf{k}+\mathbf{k}_{r}, \mathbf{j}}= \pm \hat{f}_{\mathbf{k}, \mathbf{j}}, & \text { if } j_{r}=0, \quad \mathbf{k}_{r}=\mathbf{e}_{r}\left(2 N-k_{r}\right),\end{cases}
$$

with $\left(k_{r}, j_{r}\right)$ such that

$$
\mathbf{k}+\mathbf{k}_{r} \in\{0, \cdots, 2 N-1\}^{d}, \quad \mathbf{j}+\mathbf{j}_{r} \in\{0, \cdots R-1\}^{d}
$$

and with the usual convention for the plus and minus signs.

Therefore, given a direction $i \in\{1,2, . ., d\}$, the value of the DFT coefficients for the last $N-1$ coefficients in that direction are directly retrieved from the first $N$ coefficients, and the relationship depends on the frequency and the Gauss-Lobatto point taken into account.
Eventually, due to Lemma 4.4 and Proposition 3.3, the solution $\hat{u}_{\mathbf{k}, \mathbf{j}}$ inherits the same properties as $\hat{f}_{\mathbf{k}, \mathbf{j}}$. Therefore, the main steps of the optimised algorithm to solve (4.2), when homogeneous Neumann or Dirichlet conditions are considered, are

1. Perform a DFT of the discrete source term for each $\mathbf{j}$ in $\mathcal{R}$

$$
\hat{f}_{\mathbf{k}, \mathbf{j}}=\sum_{\mathbf{n} \in\{0, \ldots,(2 N-1)\}^{d}} f_{\mathbf{n}, \mathbf{j}} e^{\frac{-i \pi \mathbf{n} \cdot \mathbf{k}}{N}}, \forall \mathbf{k} \in(\mathcal{N} \cup\{N\})^{d}
$$

using Eq. (4.15) for evaluating $f_{\mathbf{n}, \mathbf{j}}$ when $\mathbf{n} \notin \mathcal{N}^{d}$;
2. Solve for each frequency

$$
\mathcal{S}_{\mathbf{k}} \hat{U}_{\mathbf{k}}=\underline{\hat{F}}_{\mathbf{k}}, \forall \mathbf{k} \in(\mathcal{N} \cup\{N\})^{d}
$$

3. Perform an inverse DFT for each $\mathbf{j}$ in $\mathcal{R}$

$$
u_{\mathbf{n}, \mathbf{j}}=\frac{1}{(2 N)^{d}} \sum_{\mathbf{n} \in\{0, . .,(2 N-1)\}^{d}} \hat{u}_{\mathbf{k}, \mathbf{j}} e^{\frac{i \pi \mathbf{n} \cdot \mathbf{k}}{N}}, \forall \mathbf{n} \in(\mathcal{N} \cup\{N\})^{d}
$$

where, thanks to Lemma 4.4,

$$
\begin{cases}\hat{u}_{\mathbf{k}+\mathbf{k}_{r}, \mathbf{j}}= \pm \hat{u}_{\mathbf{k}, \mathbf{j}+\mathbf{j}_{r}} e^{\frac{-i \pi k}{N}}, & \text { if } j_{r} \neq 0, \quad \mathbf{k}_{r}=\mathbf{e}_{r}\left(2 N-k_{r}\right), \mathbf{j}_{r}=\mathbf{e}_{r}\left(R-j_{r}\right) \\ \hat{u}_{\mathbf{k}+\mathbf{k}_{r}, \mathbf{j}}= \pm \hat{u}_{\mathbf{k}, \mathbf{j}}, & \text { if } j_{r}=0, \quad \mathbf{k}_{r}=\mathbf{e}_{r}\left(2 N-k_{r}\right)\end{cases}
$$

with the usual convention for signs, and with $\left(k_{r}, j_{r}\right)$ such that

$$
\mathbf{k}+\mathbf{k}_{r} \in\{0, \cdots, 2 N-1\}^{d}, \quad \mathbf{j}+\mathbf{j}_{r} \in\{0, \cdots R-1\}^{d} .
$$

It is possible to do an efficient implementation of Steps 1 and 3 that never requires the storage and the pre-computation of the odd or even extensions. On the contrary, Eq. (4.15) is used on-the-flight, for an improved performance in terms of storage and memory access time.

## 5. Numerical Results and complexity.

5.1. Convergence analysis. In order to demonstrate that the HOFFT method preserves the order of convergence of the underlying SEM discretisation, the method is tested against an exact solution of Problem (2.2) with $\rho=0$ and homogeneous Dirichlet boundary conditions, that reads

$$
u(\underline{x})=\prod_{i=1}^{d}\left(1-x_{i}\right)^{3} x_{i}^{3} \cos \left(k x_{i}\right), \quad \forall \underline{x} \in \Omega=[0,1]^{d}, d=2,3
$$

with $k=10$. The expression of the source term $f$ is directly obtained from (2.2) as $f(\underline{x})=-\Delta u(\underline{x})$. Figures 4 and 5 show the convergence error between the exact solution and the output of the HOFFT algorithm in relative $L^{2}(\Omega)$ and $H^{1}(\Omega)$ norm w.r.t. the space step $h$ and for different values of order $R$, in two and three dimensions, respectively. The convergence rate of the error in $L^{2}(\Omega)$ and $H^{1}(\Omega)$-norm corresponds

Figure 4 Convergence of the two-dimensional scheme w.r.t. the space step $h$, for different values of order $R$. Density $\rho=0$, homogeneous Dirichlet boundary conditions. Left: Relative $L^{2}(\Omega)$-error. Right: Relative $H^{1}(\Omega)$-error.


Figure 5 Convergence of the three-dimensional scheme w.r.t. the space step $h$, for different values of order $R$. Density $\rho=0$, homogeneous Dirichlet boundary conditions. Left: Relative $L^{2}(\Omega)$-error. Right: Relative $H^{1}(\Omega)$-error.

to the chosen order $R$. For the sake of completeness, we show in Figures 6 and 7 the convergence error between the exact solution and the output of our algorithm w.r.t. the space step $h$ in two dimensions and choosing density $\rho=1$, with homogeneous Dirichlet or Neumann boundary conditions, respectively.
5.2. Complexity of the algorithm. As it has been stated in the previous sections, this algorithm is remarkably efficient in multiple dimensions, for several reasons. First, an efficient algorithm - in $O\left(R^{d+1}\right)$ operations - has been deduced for Step 2 of the algorithm, that relies on the tensorisation properties of the underlying finite element discretisation. Secondly, Steps 1 and 3 can be performed with the FFT. Since the d-dimensional FFT corresponds to a 1D FFT having the size of the product of the dimensions, its complexity is $d(\log N) N^{d}$ (if the domain is divided into the same number of elements N for each direction). Consequently, the implementation of the FFT causes a further, sensible reduction of the computational cost.
We emphasise that this method is not limited to the solution of the Poisson-like problem with periodic boundary conditions. In fact, we have shown that, in case of Dirichlet or Neumann BCs, it is possible to employ HOFFT after extending symmetrically or anti-symmetrically the computational domain - i.e. the number of frequencies considered - in each dimension. However, thanks to the symmetry properties of the sequence considered and the Fourier transform, most operations only involve the first $N+1$ spatial frequencies (in each direction), and therefore the computational over-

Figure 6 Convergence of the two-dimensional scheme w.r.t. the space step $h$, for different values of order $R$. Density $\rho=1$, homogeneous Dirichlet boundary conditions. Left: Relative $L^{2}(\Omega)$-error. Right: Relative $H^{1}(\Omega)$-error.



Figure 7 Convergence of the two-dimensional scheme w.r.t. the space step $h$, for different values of order $R$. Density $\rho=1$, homogeneous Neumann boundary conditions. Left: Relative $L^{2}(\Omega)$-error. Right: Relative $H^{1}(\Omega)$-error.


cost of the algorithm is reduced. Besides, Steps 1 and 3 are disjoint for each order, whereas the operations involved in the inversion of the symbol (Step 2) are disjoint for each frequency. Therefore, the algorithm is extremely well-adapted to parallelisation. In particular, Steps 1 and 3 can be run in parallel for each order, whereas Step 2 can be performed in parallel for each frequency.
We solved the same test problem proposed in Section 5.1 with $N=64, R=6, \rho=0$ and homogeneous Dirichlet boundary conditions on a 12 -cores workstation (cores at 2.7 GHz and 64 GB of RAM at 1867 MHz ) using a straightforward shared-memory multi-threaded parallelisation of the algorithm. We observed that the computational time was divided by approximately 3.2 .
Figure 8 shows the computational cost of the sequential solution of the problem with homogeneous Dirichlet Boundary conditions in 3D on a 4-cores workstation (cores at 3.1 GHz and 16 GB of RAM at 1867 MHz ). The computational time is in accordance with the expected complexity with respect to the number of elements $N$ and the order $R$. Finally, note that the memory storage is minimised and, apart from the solution vector, only the eigenvector and eigenvalues of the matrices $\boldsymbol{\mathcal { N }}_{k}$ - that correspond to 1D symbols - must be stored for each scalar frequency $k$.
6. Discussion. In this article we have presented a novel, efficient numerical scheme, based on the use of the discrete Fourier transform, to solve the Poisson equa-

Figure 8 Computational cost of the three-dimensional scheme. Left: comparison for different values of elements. Right: comparison for different values of order $R$.



Figure 9 Computational domain $\Omega$ seen as the result of a smooth deformation map $\underline{\phi}$ applied on $\Omega_{0}$.

tion discretised with high-order SEM. As we have already mentioned above, due to the underlying SE discretisation, this method is restricted a-priori to the strong assumptions on the computational domain $\Omega$, that has to be a rectangle in 2 D or a rectangular parallelepiped in 3D. However, this does not represent a limitation for the specific problems that we aim to solve, i.e. the resolution of the elastodynamic equations in incompressible solids via a penalisation approach. In more detail, the strategy proposed in [9] consists in penalising the divergence-free constraint at each discrete time $t$ of the wave propagation. We solve

$$
\begin{equation*}
-\alpha \Delta p(t)=\operatorname{div} \underline{y}(t), \quad \text { in } \Omega, \quad \underline{\nabla} p(t) \cdot \underline{n}=0, \quad \text { on } \partial \Omega, \tag{6.1}
\end{equation*}
$$

where $\alpha$ is a small positive penalisation parameter and $y(t)$ is the known displacement field. In this context, we can consider a computational domain $\Omega$ that is more general than a regular quadrilateral or parallelepiped. The only requirement is that it can be mapped to uniform meshes of a rectangular parallelepiped $\Omega_{0}$ via a continuous transformation $\phi$ (see Fig. 9). In more detail, let us consider, instead of a laplacian operator in (6.1), a more general operator such as

$$
-\alpha \operatorname{div} \underline{\underline{A}} \underline{\nabla} p(t)=\operatorname{div} \underline{y}(t) \quad \text { in } \Omega, \quad J^{-1} \underline{\underline{F}}^{T} \underline{\underline{F}} \underline{\nabla} p(t) \cdot \underline{n}=0, \quad \text { on } \partial \Omega,
$$

where $\underline{\underline{A}}=J^{-1} \underline{\underline{F}}^{T} \underline{\underline{F}}$, with $\underline{\underline{F}}$ the gradient of the deformation map $\phi$ and $J$ Jacobian of the deformation. Then, in variational formulation, applying the Green formula we obtain
$\int_{\Omega}^{(6.2)} \alpha A \underline{\nabla} p \cdot \underline{\nabla} q \mathrm{~d} \Omega=\alpha \int_{\Omega_{0}} \underline{\nabla}_{\underline{\xi}}(p \circ \underline{\phi}) \cdot \underline{\nabla}_{\underline{\xi}}(q \circ \underline{\phi}) \mathrm{d} \Omega_{0}=\int_{\Omega_{0}} J((\operatorname{div} \underline{y}) \circ \underline{\phi})(q \circ \underline{\phi}) \mathrm{d} \Omega_{0}$.

Hence, we recover a homogeneous Laplace operator on a canonical computational domain, that is the standard problem suitable for the HOFFT solver proposed in this work. Note that this strategy is very specific to penalisation problems. Indeed, the matrix $\underline{A}$ is a penalisation parameter that can be chosen so that (6.2) holds and without losing the effectiveness of the penalisation procedure introduced in [9]. Finally, one possible extension of this work would be to understand whitin what limits the strategy that we have presented is compatible with the Fourier Continuation method of [8]. The development of Fourier Continuation methods may allow the HOFFT to be used in more general configurations.
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