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HIGH-ORDER DISCRETE FOURIER TRANSFORM FOR THE
SOLUTION OF THE POISSON EQUATION ∗

F. CAFORIO † AND S. IMPERIALE ‡

Abstract. The aim of this work is to propose a novel, fast, matrix-free solver for the Poisson
problem discretised with High-Order Spectral Element Methods (HO-SEM). This method is based
on the use of the Discrete Fourier Transform to reduce the problem to the inversion of the symbol
of the operator in frequency space. The solver proposed is endowed with several properties. First, it
preserves the efficiency of standard FFT algorithm; then, the matrix storage is minimised; a pseudo-
explicit Singular Value Decomposition (SVD) is used for the inversion of the symbols; finally, it
can be easily extended to multiple dimensions and non-periodic boundary conditions. In particular,
due to the underlying HO-SEM discretisation, the multi-dimensional symbol of the operator can be
efficiently computed from the one-dimensional symbol by tensorisation.
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1. Introduction. The objective of this work is to provide a fast method to solve
the Poisson partial differential equation (PDE) in bounded domains. This topic has
already been largely addressed in the literature (see [17, 11] or more recently [14, 3]).
However, to our best knowledge, there is no efficient algorithm that is adequate for
the specific applications we target. In more detail, we require a fast method that is
compatible (in a sense that will be specified in what follows) with high-order Finite
Element (FE) discretisations. The main application is the treatment of the incom-
pressibility condition for transient elastodynamic or Navier-Stokes PDEs (see [10]).
In these PDEs, although parameters may be heterogeneous and/or anisotropic, the
treatment of the incompressibility constraint is reduced to the solution of a Poisson
equation for a scalar unknown, i.e. the pressure, thanks to penalisation techniques.
Advanced methods involve the solution of these PDEs (Stokes or elastodynamics)
with high-order FE methods, and it can be shown that the pressure must be solved
in an suitable High-Order (HO) FE space, in order to satisfy a stability condition,
namely a discrete inf-sup condition (we refer to [6, 5] for further details).
A well-known FE method for Stokes flow and transient elastodynamics problems is
the so-called Spectral Element Method (SEM) (see [15] for Stokes equation, [13] for
seismic wave equations and [9] for elastodynamics). Two main assets of this type of
FE methods are the optimal rate of convergence achieved and mass-lumping. There-
fore, they represent a privileged choice for explicit discretisation of transient problems.
Furthermore, they are constructed in one-dimension from Lagrangian basis functions
supported on Gauss-Lobatto points, and their extension to two- and three-dimensions
is straightforward, since it is based on tensorisation.
Due to the aforementioned inf-sup condition, the choice of space discretisation for
the main unknown restricts the choice for the auxiliary variable, i.e. the pressure. In
more detail, it is shown in [5] that if (R + 1)-order continuous SEM are used for the
main unknown, and a regular rectangular mesh is considered, it is possible to use R
continuous SEM for the pressure, still keeping the optimal order of convergence, and
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the inf-sup constant does not depend on the size of the mesh. Note, however, that
[2] have provided numerical evidence that the inf-sup constant decays as the order of
polynomials increases.
In this paper we construct a fast, matrix-free solver for the Poisson problem discre-
tised with HO-SEM on uniform meshes. The main peculiarity of this method is that it
corresponds to the explicit computation of the inverse of the discrete Laplace operator
(computed with HO-SEM), hence accuracy and convergence properties of the solver
are directly inherited from those of the SEM.
The proposed method relies on the use of the Fast Fourier Transform (FFT), to reduce
the problem in the inversion of the – frequency-dependent – symbol of the operator.
When first-order finite elements are adopted, the symbol is scalar, its inversion is triv-
ial and the solution is recovered using inverse FFT (this is the classical fast method
presented in many textbooks, see for instance [11, 12]). When high-order FE are used,
the symbol is no-longer scalar, and its inversion is no longer trivial. The definition of
this symbol has been first introduced in ([8, 1]) for the discrete analysis of wave prop-
agation phenomena in periodic domains but, surprisingly, it has never been used as
an actual solver for the Poisson equation. The solver we construct has the following
algorithmic properties: first, it preserves the efficiency of standard FFT algorithm;
then, it minimises matrix storage; a pseudo-explicit Singular Value Decomposition
(SVD) is used for inversion of the symbols; finally, it is extended to the treatment of
Neumann and Dirichlet boundary conditions.
This paper is organised as follows. Section 2.1 contains the main features of the
Poisson-like partial differential equation that we aim to solve and its numerical ap-
proximation by standard Spectral Element Methods. Then, in Section 2.2 we recall the
standard method based on FFT. In Section 3 an efficient method for the solution of
the problem with high-order space approximation and periodic boundary conditions
(BCs) is described. This method is derived as a generalisation of the standard FFT
algorithm. This section also contains further details on the practical implementation
of the method. Sections 3.2 and 4 are devoted to the generalisation to other BCs,
e.g. Dirichlet and Neumann, and the extension to multiple dimensions, respectively.
Numerical results are shown in Section 5, along with some remarks on the complexity
of the solver – which is shown to be in O(Rd+1Nd logN) in dimension d on meshes
with Nd elements – and its parallelisability.

2. Statement of the problem and standard results.

2.1. Variational formulation for the Poisson problem. Let us consider a
generalisation of the Poisson equation in Ω ⊂ Rd: ρ u−∆u = f, with u and f scalar
functions, and ρ ∈ C is a constant with non zero imaginary part or with non negative
real part. We do not specify the conditions imposed on the boundary of Ω for the
moment. Given an admissible subspace V ⊂ H1(Ω), we want to solve the following
related variational formulation : Find u ∈ V such that

(2.1) ρm(u, v) + a(u, v) = `(v), ∀v ∈ V,

where

m(u, v) =
∫

Ω
u v dΩ, a(u, v) =

∫
Ω
∇u · ∇v dΩ, `(v) =

∫
Ω
f v dΩ.
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For the space discretisation, we introduce a finite-dimensional subspace Vh ⊂ V of
continuous functions. The discrete problem reads: Find uh ∈ Vh such that

(2.2) ρmh(uh, vh) + ah(uh, vh) = `h(vh), ∀ vh ∈ Vh,

where

mh(uh, vh) =
∫ Q

Ω
uh vh dΩ, ah(uh, vh) =

∫ Q

Ω
∇uh · ∇vh dΩ,

and we assume that there exists fh ∈ Vh such that `h(vh) = mh(fh, vh). Note that
the superscript Q on the integral signs denotes approximation by quadrature rule. We
recall that in one-dimension, given a function f , an (RQ + 1)−points quadrature rule
is based on a suitable set of points

{
ηk
}
in [0, 1] and weights

{
ωk
}
such that

(2.3)
∫

[0,h]
f(x) dx ≈

∫ Q

[0,h]
f(x) dx := h

RQ∑
k=0

f(ηk h)ωk.

We recall that if Gauss-Lobatto nodes are used, this formula is exact for polynomials
up to degree 2RQ − 1 (see for instance [16] for more details). Fast methods can be
used solve (2.2) , see for example the hierarchical matrix (H-matrix) method ([4]),
that is an efficient algorithm to compute approximate inverse matrices based on data-
sparse approximations of non-sparse matrices. Within this family of methods, the most
efficient one relies on the use of the Fast Fourier Transform (FFT). The use of this
method is, however, restricted to some assumptions on the computational domain – Ω
is a rectangle in 2-D, or a parallelepiped in 3-D – and to the use of Q1 finite elements
for constructing Vh (see for example [11, 12]). The next section is devoted to a recap
of this solver (in one-dimension). The solver we propose in this article represents a
generalisation of the aforementioned algorithm for high-order discretisation.

2.2. A fast solver based on FFT in one-dimension. The briefly recall the
standard Fast Fourier Transform (FFT), let us consider the one-dimensional case.
We assume that the computational domain is [0, L]. If ones uses P1 Lagrange shape
functions, we have

(2.4) uh(x) =
N∑
j=0

ujϕj(x), vh(x) =
N∑
j=0

vjϕj(x), fh(x) =
N∑
j=0

fjϕj(x)

as well as periodic boundary condition, i.e. uN ≡ u0. We assume that the source
term fh is continuous and L-periodic (i.e. it belongs to C0

] ([0, L])) and its values
fn := fh(xn) are given at the grid points

xn = nh, n ∈ N , N h = L,

where we have defined N =
{

0, 1, .., N − 1
}
. Based on these known values, we can

construct an interpolation function

(2.5) f̃h(x) =
1
N

∑
k∈N

f̂k e
i2πxk
N ,

that should agree with fh at the grid points. This is guaranteed by the use of the
Discrete Fourier Transform (DFT) of the function fh and its inverse, called Inverse
Discrete Fourier Transform (IDFT). It is possible to prove the proposition ([11]) below.
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Proposition 2.1. Let fh ∈ C0
] ([0, L]) and f̃h ∈ C0

] ([0, L]) be defined by (2.5).
Then,

fh(xn) = f̃h(xn), ∀n ∈ N ⇐⇒ f̂k =
∑
n∈N

fh(xn) e−
ik2πnh
L , ∀k ∈ N

⇐⇒ fh(xn) =
1
N

∑
k∈N

f̂k e
ik2πnh
L , ∀n ∈ N .

The basic ingredient to prove this proposition is the following orthogonality property:

(2.6)
∑
`∈N

e−
i`2πnh
L e−

ik2πnh
L = δk,`, ∀k, n ∈ N .

Derivation of the symbol of the operator. If we adopt for the computation
of each integral the midpoint rule, on an interval [a, b], a < b,∫ Q

[a,b]
g(x)dx =

b− a
2

(
g(0) + g(1)

)
,

then we end up with the finite-difference scheme (with the convention u−1 = uN−1)

(2.7) ρ un h−
1
h

(
un+1 + un−1 − 2un

)
= fn h n ∈ N .

Analogously, we can construct an interpolation function for the solution uh(x), that
reads

(2.8) ũh(x) =
1
N

∑
k∈N

ûk e
i2πxk
N and ûk =

∑
n∈N

un e
− ik2πnhL , ∀n ∈ N ,

and, therefore, thanks to Proposition 2.1, ũn := ũ(xn) = un, for all n ∈ N . Denoting
again, ũ−1 = ũN−1, we obtain that

(2.9) ρ ũn h−
1
h

(
ũn+1 + ũn−1 − 2 ũn

)
= f̃n h n ∈ N .

By definition of the interpolation functions in Eqs. (2.5) and (2.8) and due to the
orthogonality property (2.6), we get the following equations

(2.10) Skûk = f̂k, Sk :=
(
ρ− 2

h2 (cos(2πkh/L)− 1)
)
, ∀k ∈ N ,

where Sk is called the symbol of the operator associated with Eq. (2.7).

The algorithm. The complete algorithm for the solution of Problem (2.7) can
be deduced from (2.10) and can be resumed in three main steps:

1. Perform a DFT of the discrete source term for each element

f̂k =
∑
n∈N

fn e
− ik2πnhL , ∀k ∈ N ;

2. Apply the inverse symbol of the operator

ûk = S−1
k f̂k, k ∈ N ;
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3. Perform an inverse DFT of the solution for each frequency

un =
1
N

∑
k∈N

ûk e
ik2πnh
L , ∀n ∈ N .

This algorithm has several advantages. First, no storage of finite element matrices
is required (as for any finite difference schemes). Furthermore, the problem for each
frequency k is decoupled. Therefore, operations at each step can be performed in
parallel on the frequencies. At last, the first and third steps can be performed by Fast
Fourier Transform (FFT) algorithm. This algorithm is efficient: the computation of a
FFT of N points requires O(N logN) arithmetical operations.

3. The High-Order Spectral Element FFT solver in one-dimension.

3.1. Periodic boundary conditions. If higher-order approximation in space is
considered for the numerical solution of Eq. (2.2), the Fourier-based method described
above is not suitable and needs to be generalised. First, we introduce the framework
for higher-order spatial approximation of Eq. (2.2). This formulation is inspired by [1]
and [7]. For the sake of clarity, we consider a one-dimensional domain of size [0, L] and
impose periodic boundary conditions (BCs) at first. We refer the reader to Sections
3.2 and 4 for the extension to Neumann and Dirichlet BCs and to multiple dimensions,
respectively.
Let Vh,R be the approximation space for continuous piecewise R-order polynomials in
[0, L]. We introduce a basis of shape functions

{
ϕn,j

}
n∈N , j∈R with N = {0, 1, .., N −

1}, R = {0, 1, .., R− 1}, such that

Supp(ϕn,0) = [(n− 1)h, (n+ 1)h],∀n ∈ N ∗, Supp(ϕn,j) = [nh, (n+ 1)h],∀n ∈ N ,

with N ∗ := N \ {0}. In order to take into account periodicity, we also have

Supp(ϕ0,0) = [0, h] ∪ [L− h, L].

Moreover, we assume that the shape functions are obtained by translation, namely

∀x ∈ [0, h], ∀n ∈ N ∗, ∀j ∈ R∗,


ϕn,0(x+ nh) = ϕ0,0(x) ∈ PR([0, h]),

ϕn,0(x+ (n− 1)h) = ϕ1,0(x) ∈ PR([0, h]),

ϕn,j(x+ nh) = ϕ0,j(x) ∈ PR([0, h]),

(3.1)

where PR([0, h]) denotes the set of polynomials of degree R on [0, h] and with R∗ :=
R\{0}, and where, by periodicity again, ϕ0,0(x+L−h) = ϕ1,0(x), for x ∈ [0, h]. We
introduce the set of Gauss-Lobatto points

{
ξj
}
R
j=0, s.t. ξj ∈ [0, 1] for all j ∈ R and,

by definition of shape functions, we have

ϕm,i((ξj + n)h) = δmn δi j , ∀i, j ∈ R, ∀m,n ∈ N .

By way of illustration, Lagrange basis functions for R = 2 are depicted in Figure 1.
Then, fh, uh ∈ Vh,R can be rewritten as

fh(x) =
∑
n∈N

∑
j∈R

fn,j ϕn,j(x), uh(x) =
∑
n∈N

∑
j∈R

un,j ϕn,j(x),
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Figure 1 Shape functions for quadratic Lagrange polynomial interpolation on Gauss-
Lobatto points in [0, L].

with coefficients

fn,j := fh((ξj + n)h), un,j := uh((ξj + n)h) ∀j ∈ R,∀n ∈ N ,

and an analogous decomposition holds for vh ∈ Vh,R. We can introduce an interpola-
tion function of fh defined as

(3.2) f̃h(x) =
1
N

∑
k∈N

(∑
j∈R

f̂k,j e
i2π(x−hξj)k

L

∑
n∈N

ϕn,j(x)
)
.

As a consequence of our definition, we obtain

(3.3) f̃h((ξj + n)h) =
1
N

∑
k∈N

f̂k,j e
i2πnk
N , ∀j ∈ R,

since hN = L. Eq. (3.3) represents a generalisation of Eq. (2.5) for higher-order
spatial approximation. Therefore, the coefficients f̂k,j , for all j ∈ R, can be computed
by means of classical DFT. In particular, the following Proposition holds.

Proposition 3.1. Let fh and f̃h belongs to C0
] ([0, L]) be defined by Eq. (3.2). Let

f̃n,j := f̃h((ξj + n)h) ∀j ∈ R, ∀n ∈ N .

Then, we have, for all j fixed in R,

fn,j = f̃n,j ⇐⇒ f̂k,j =
∑
n∈N

fn,j e
− i2πnkN , ∀k ∈ N ,

⇐⇒ fn,j =
1
N

∑
k∈N

f̂k,j e
i2πnk
N , ∀n ∈ N .

(3.4)

Proposition 3.1 is a straightforward consequence of Proposition 2.1 and Eq. (3.3).
Following the approach in Section 2.2, we introduce the interpolation function of uh,

(3.5) ũn,j := ũh((ξj + n)h) =
1
N

∑
k∈N

ûk,j e
i2πnk
N , ∀j ∈ R,

where the coefficients ûk,j are given by

(3.6) ûk,j =
∑
n∈N

un,j e
− i2πnkN , ∀k ∈ N , ∀j ∈ R.
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As a consequence of Eqs. (3.5) and (3.6) and Proposition 3.1, we derive

(3.7) un,j = ũn,j , ∀n ∈ N , ∀j ∈ R.

We now manipulate the bilinear forms in Eq. (2.2). If the same quadrature formula is
used for each segment of size h, the bilinear form mh in Eq. (2.2) can be rewrite

mh(uh, vh) =
∑
n∈N

∫ Q

[nh,(n+1)h]
uh(x) vh(x) dx =

∑
n∈N

∫ Q

[0,h]
uh(x+ nh) vh(x+ nh) dx.

Consequently, by quadrature rule (Eq. (2.3)) and the definition of shape functions,
we obtain

∫ Q

[0,h]
uh(x+ nh) vh(x+ nh) dx = h

RQ∑
k=0

R∑
i,j=0

ωkϕ0,i(ηk h)ϕ0,j(ηk h)un,j vn,i,

where, for the sake of conciseness, we use the notations ϕ0,R(x) = ϕ1,0(x), and also
un,R = un+1,0, and by periodicity, uN−1,R = uN,0 = u0,0 (a same notation is used for
vn,i). Finally, one can show that

mh(uh, vh) =
∑
n∈N

R∑
i,j=0

m̂i,jun,j vn,i,

where m̂i,i denote the coefficients of the mass matrix in the reference element [0, h].
Similar treatment of the bilinear form ah gives

ah(uh, vh) =
∑
n∈N

R∑
i,j=0

âi,jun,j vn,i.

Note that the coefficients âi,j and m̂i,i do not depend on the index n, as a consequence
of the invariance of the discrete bilinear forms with respect to translations. This
property is fundamental for the derivation of the symbol of the operator. Furthermore,
due to the use of Gauss-Lobatto nodes both for the interpolation and the quadrature
rule (i.e.

{
ηk
}

=
{
ξk
}
), the mass matrix is diagonal. This property, named mass

lumping, is a fundamental feature of Spectral Element Methods (SEM), first proposed
by [15]. We make this choice for the rest of the article. Consequently, we obtain

mh(uh, vh) =
∑
n∈N

R∑
i=0

m̂i,iun,i vn,i,

and the algebraic system to solve is

(3.8)
∑
n∈N

R∑
i=0

m̂i,iun,i vn,i +
∑
n∈N

R∑
i,j=0

âi,jun,j vn,i =
∑
n∈N

R∑
i=0

m̂i,ifn,i vn,i.

Since Eq. (2.2) must be true for any vh ∈ Vh, it must hold true for any choice of vn,i,
v ∈ N , i ∈ {0, 1, .., R}. In particular, for vn,i = δi q δn `, with q ∈ R and ` ∈ N ,

(3.9) m̂q,q ul,q +
∑
j∈R∗

âq,j ul,j + âq,0 ul,0 + âq,R ul+1,0 = m̂q,q fl,q.
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Note that Eq. (3.9) is still true when we replace ul,j by ũl,j and fl,j by f̃l,j , due to Eq.
(3.7). Following the strategy of Section 2.2, we further replace ũl,j by their expression
in terms of ûk,j (Eq. (3.5)) and f̃l,j by their expression in terms of f̂k,j (Eq. (3.3)), for
all j ∈ R and observing that ũl,R = ũl+1,0 and f̃l,R = f̃l+1,0 by definition. Therefore,
Eq. (3.9) becomes, ∀q ∈ R,∑

k∈N

(
m̂q,q ûk,q e

i2πk`
N +

∑
j∈R∗

âq,j ûk,j e
i2πk`
N +

(
âq,0 + âq,R e

i2πk
N

)
ûk,0 e

i2πk`
N

)

=
∑
k∈N

m̂q,q f̂k,q e
i2πk`
N .

(3.10)

In particular, if q = 0, we obtain∑
k∈N

(
m̂0,0 ûk,0 e

i2πk`
N +

∑
j∈R∗

â0,j ûk,j e
i2πk`
N +

(
â0,0 + â0,R e

i2πk
N

)
ûk,0 e

i2πk`
N

)

=
∑
k∈N

m̂0,0 f̂k,0 e
i2πk`
N .

(3.11)

Furthermore, if q = R, Eq. (3.10) can be rewritten as

∑
k∈N

(
m̂R,R ûk,0 e

i2πk`
N +

∑
j∈R∗

âR,j ûk,j e
i2π(k−1)`

N +
(
âR,0 e

−i2πk
N + âR,R

)
ûk,0 e

i2πk`
N

)

=
∑
k∈N

m̂R,R f̂k,0 e
i2πk`
N ,

(3.12)

since Eq (3.6) and un,R = un+1,0 implies that ûk,R = ûk+1,0 and f̂k,R = f̂k+1,0. Let
us now define the vectors Ûk, F̂ k ∈ CR, such that

Ûk = (ûk,0 , ûk,1, .., ûk,R−1)T , F̂ k = (f̂k,0 , f̂k,1, .., f̂k,R−1)T ,

and the matrices Ak,M ∈ CR×R such that

(3.13) Ak =

[
ak Bk
B∗k Å

]
, M =

[
M 0

0 M̊

]
,

where ak, M∈ C, the vector Bk belongs to CR−1 and the matrices Å, M̊ belong to
C(R−1)×(R−1). They are given by

ak = â0,0 + âR,R + 2 â0,R cos(2πk/N), M = m̂0,0 + m̂R,R,

and

Bk,q = â0,q + âR,q e
i2πk/N , M̊q q∗ = m̂q,q∗ δq q∗ , Åq q∗ = âq,q∗ , q, q

∗ ∈ R∗.

Thereupon, Eqs. (3.10), (3.11) and (3.12) can be rewritten in compact form as

(3.14)
∑
k∈N

e
i2πk`
N (ρM + Ak) Ûk =

∑
k∈N

e
i2πk`
N M F̂ k, ∀l ∈ N .
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Figure 2 Redistribution of the source term in matrix form. Row index corresponds to
the element, column index refers to the Gauss-Lobatto node in the reference element.

By orthogonality of the factors e
i2πkl
N (Eq. (2.6)), we can further simplify Eq. (3.14),

(ρM + Ak) Ûk = M F̂ k, ∀k ∈ N .

Ultimately, the solution Ûk, for every frequency k ∈ N , is computed as

(3.15) Ûk = S−1
k F̂ k ∀k ∈ N ,

where the symbol of the operator Sk reads

Sk = (ρ I+ M−1 Ak).

The algorithm. In order to solve (3.8), we can derive an algorithm based on
Eqs. (3.4), (3.15) and (3.6). The main steps of this algorithm read:

1. Perform a DFT of the discrete source term for each order j fixed in R

f̂k,j =
∑
n∈N

fn,j e
− i2πnkN , ∀k ∈ N ;

2. Apply the inverse symbol of the operator

(3.16) Ûk = S−1
k F̂ k, ∀k ∈ N ;

3. Perform an inverse DFT for each order j fixed in R

un,j =
1
N

∑
k∈N

ûk,j e
i2πnk
N , ∀n ∈ N .

A crucial aspect of this method concerns the definition of an efficient algorithm to
compute the coefficients fn,j and f̂k,j . To this end, we re-organise the source term
vector in matrix form, in which the row index corresponds to the element, whereas
the column index refers to the Gauss-Lobatto point in the reference element of size
h. Then, the terms f̂k,j are obtained by DFT column by column (using the FFT
algorithm). See Figure 2 for a schematic illustration of the procedure.
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Inversion of the symbol by SVD. In this section we anticipate the difficulties
that will be encountered in multiple dimensions, namely the inversion of the symbol
of the operator Sk in Eq. (3.16). We now derive a pseudo-explicit inversion of this
matrix by means of Singular Value Decomposition (SVD). For this purpose, let us
denote by

{
V k,i, λk,i

}
i∈R the set of eigenvectors and eigenvalues of Sk. They satisfy

the generalised eigenvalue problem Sk V k,i = λk,iMV k,i for all i ∈ R. Since Sk is
hermitian and positive-definite, all eigenvalues λk,i are positive and real for all k > 0,
and all eigenvectors V k,i are orthonormal with respect to the scalar product by M,
i.e.

V ∗k,jMV k,i = δij , ∀i, j ∈ R.

After some standard algebra, we obtain

Sk =
∑
i∈R

λk,i V k,i V
∗
k,iM =⇒ S−1

k =
∑
i∈R

λ−1
k,i V k,i V

∗
k,iM.

Therefore, Eq. (3.16) can be rewritten as

(3.17) Ûk =
∑
i∈R

λ−1
k,i V k,i V

∗
k,iM F̂ k.

At this stage, Eq. (3.17) requires the same computational cost as Eq. (3.16), since the
computation of the eigenvalues and eigenvectors of a matrix implies the same number
of operations as the multiplication by an inverse matrix. Nevertheless, we will show
in Section 4 that the generalisation to higher dimensions becomes very efficient, due
to tensorisation.

3.2. Neumann and Dirichlet Boundary conditions. When linear interpo-
lation is used, it is standard to use, in the definition of the interpolation function (2.5),
the Discrete Sine Transform (DST) for Dirichlet BCs, or Discrete Cosine Transform
(DCT) for Neumann BCs. If a high-order approximation is used, It is not possible
to use DCT or DST and we explicitly “double” the computational domain and the
discrete source term fh in order to extend it into a periodic one and perform DFT.
According to the BC imposed, we perform an even (for Neumann BCs) or odd (for
Dirichlet BCs) extension of our source term (that is set to 0 at the end-points of the
interval for antisymmetric extensions). See Figure 3 for a graphical illustration of this
procedure in one-dimension. Therefore, we need to take into account 2N frequencies
for each direction, instead of N frequencies for the periodic case. However, thanks to
symmetry properties of the DFT, we are able to restrict most operations to N + 1
frequencies, as shown in what follows.
Henceforth, we extend the analysis for a one-dimensional, complex-valued discrete
source term fh. Note that, after doubling the computational domain and performing
an even (or odd) extension of the source term, depending on the BCs considered, the
sequence

{
fn,R−j

}
n∈N ,j∈R satisfies, for any given n ∈ N ,

(3.18)

{
fn,R−j = f2N−n−1,j , if j ∈ R∗,

fn,0 = f2N−n,0,

for an even extension, and

(3.19)

{
fn,R−j = −f2N−n−1,j , if j ∈ R∗,

fn,0 = −f2N−n,0,
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Figure 3 Illustration of a periodic extension of a discrete, one-dimensional function
at Gauss-Lobatto nodes. Left: comparison between original function and its even
expansion (for Neumann BCs); right: comparison between original function and its
odd expansion (for Dirichlet BCs). Gauss-Lobatto nodes for N=2 elements, 5th-Order
Lagrange polynomials.
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for an odd extension. Henceforth, we use the symbol ± for the sake of conciseness,
where + is associated with Neumann conditions, whereas − corresponds to Dirichlet
conditions. We define the coefficients f̂k,j following Eq. (3.4). Given j ∈ R, they read

f̂k,j =
2N−1∑
n=0

fn,j e
− iπnkN , ∀k ∈ {0, 1, .., 2N − 1}.

From the properties of the sequence
{
fn,j

}
n∈N ,j∈R we can deduce some symmetry

properties of the coefficients f̂k,j , as stated in the following lemma. These properties
allow to reduce the number of frequencies considered for the construction of the symbol
of the operator. Due to the use of high-order polynomial interpolation, this symmetry
is not trivial.

Lemma 3.2. Let
{
fn,j

}
n∈N ,j∈R be a complex-valued sequence. If the sequence

satisfies Eq. (3.18) or Eq. (3.19), the coefficients f̂k,j read, ∀k ∈ N ∗

(3.20)

{
f̂2N−k,j = ±e−iπkN f̂k,R−j , if j ∈ R∗,

f̂2N−k,0 = ±f̂k,0,

with the established convention for the plus and minus signs.
Proof. Let us consider an even extension of the discrete source term, and fix

j ∈ R∗. On the one hand, due to Eq. (3.18), Eq. (3.19) and Lemma 3.2, we are able
to retrieve that, for k ∈ N ∪ {N},

f̂k,R−j =
2N−1∑
n=0

fn,R−j e
− iπnkN =

2N−1∑
n=0

f2N−n−1,j e
− iπnkN

=
2N−1∑
m=0

fm,j e
−i2Nπk

N e
iπmk
N e

iπk
N = e

iπk
N

2N−1∑
m=0

fm,j e
iπmk
N .
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On the other hand, due to a standard property of DFT, we have that

f̂2N−k,j =
2N−1∑
m=0

fm,j e
−iπm(2N−k)

N =
2N−1∑
m=0

fm,j e
iπmk
N , ∀j ∈ R.

Hence, we deduce that

(3.21) f̂k,R−j = e
iπk
N f̂2N−k,j .

In addition, for j = 0 and k ∈ N ∪ {N}, we obtain

f̂k,0 =
2N−1∑
n=0

fn,0 e
− iπnkN =

2N−1∑
n=0

f2N−n,0 e
− iπnkN

=
2N∑
m=1

fm,0 e
−i2Nπk

N e
iπmk
N =

2N−1∑
m=0

fm,0 e
iπmk
N

= f̂2N−k,0,

(3.22)

since, by periodicity, f2N,0 = f0,0. The proof for odd extension of the discrete source
term is analogous.
Furthermore, we state the following proposition:

Proposition 3.3. Let us consider Problem (2.1), with Ω = [0, 2L]. Then, if the
source term f is periodic of period L and even (odd), the solution u is endowed with
the same properties, i.e. it is periodic of period L and even (odd).
Note that Proposition 3.3 also holds true for the discrete problem (3.8), and fh, uh.
From Lemma 3.2 and Proposition 3.3, we deduce that the discrete solution uh satisfies
Eq.(3.20). For this reason, we can construct an efficient algorithm for the solution of
a Poisson problem by HO-DFT that consists in three steps:

1. Perform a DFT of the discrete source term for each order j fixed in R∗

f̂k,j =
2N−1∑
n=0

fn,j e
− iπnkN , ∀k ∈ N ∪ {N};

with fn,j given by (3.19) for n  N .
2. Apply the inverse symbol of the operator for each frequency

Ûk = S−1
k F̂ k, ∀k ∈ N ∪ {N};

3. Perform an inverse DFT for each order j fixed in R∗

un,j =
1

2N

2N−1∑
k=0

ûk,j e
iπnk
N , ∀n ∈ N ∪ {N}.

with ûk,j given by (3.20) for k  N + 1.
This algorithm relies on the evaluation of the symbol of the operator of the first N+1
frequencies only. Note, however, that the standard implementation of DFT (or its
inverse) by FFT algorithm implies the evaluation of all 2N frequencies. However, in
Step 2, only N+1 inversions of the symbol are required. We will show in what follows
that in multi-dimensions it is possible to optimise Steps 1 and 3, by considering an ad
hoc extension of the sequence “dimension by dimension” when the FFT (or its inverse)
is performed.
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Remark Note that the Ak are all invertible, except for the case k = 0. Indeed, if
k = 0, the constant vector is an eigenvector of A0 associated with the eigenvalue 0.
Therefore, if ρ = 0, then Sk = Ak and Ûk is computed using a pseudoinverse of Ak,
i.e.

(3.23) Ûk =
∑
i∈R
λk,i 6=0

λ−1
k,i V k,i V

∗
k,iM F̂ k.

Eq. (3.23) corresponds to setting the mean value of the solution equal to zero.

4. Extension to higher dimensions. The generalisation to two (or higher)
dimensions is performed by tensorisation from the one-dimensional case. Therefore,
most of the properties are directly inherited from the one-dimensional case, and we
do not provide the proofs, for the sake of conciseness. Henceforth, we denote by d > 1
the dimension of the computational domain.

4.1. Periodic boundary conditions. First, let us define N d = {0, 1, .., N−1}d
and Rd = {0, 1, .., R − 1}d. We introduce the set of points in the reference element
[0, 1]d as

ξ
j

= [ξj1 , ξj2 , .., ξjr ],

where ξi corresponds to a 1-D Gauss-Lobatto point for all i ∈ R, and j is a multi-
index in Rd. Let us introduce the multi-index n = [n1, n2, .., nd] ∈ N d. Then, the
d-dimensional shape functions defined on x = [x1, x2, .., xd] ∈ [0, L]d read

(4.1) Φn,j(x) =
d∏
r=1

ϕnr,jr (xr),

where ϕnr,jr (xr) are shape functions defined as in Section (3.1). Therefore, the shape
functions Φn,j satisfy, for all p ∈ Rd, and all m ∈ N d,

Φm,p((ξ
j
+ n)h) = Φm,p((ξj1 + n1)h, (ξj2 + n2)h, .., (ξjd + nd)h)

=
d∏
r=1

δmr nr ϕnr,pr (ξjr ) =
d∏
r=1

δmr nr δpr jr .

For simplicity of notation, we denote

∑
n

:=
N−1∑
n1=0

N−1∑
n2=0

...

N−1∑
nd=0

,
∑
j

:=
R−1∑
j1=0

R−1∑
j2=0

...

R−1∑
jd=0

,
∑
n,j

:=
∑
n

∑
j

,

moreover for any vector V ∈ CRd V (i) its ith element without assuming a specific one-
dimensional re-ordering of the degree of freedoms with respect to the multi-indices.
A similar strategy is used for matrices V ∈ CRd×Rd , its element on the ith line and
jth column is denoted V (i, j). From Eq. (4.1) we derive the following decomposition
for the discrete source term fh and the discrete solution uh:

fh(x) =
∑
n,j

fn,j Φn,j(x), uh(x) =
∑
n,j

un,j Φn,j(x),
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with

fn,j := fh
(
(ξ
j
+ n)h

)
un,j := uh

(
(ξ
j
+ n)h

)
, ∀n ∈ N d, ∀j ∈ Rd.

With these notations the algebraic problem that must be solved reads: find {un,i}
such that

(4.2)
∑
n

∑
j

m̂j,jun,i vn,i +
∑
n

∑
i

∑
j

âi,jun,j vn,i =
∑
n

∑
i

m̂i,ifn,i vn,i,

for all {vn,i}, where {m̂j,j} and {âi,j} correspond to the elements of the mass and
stiffness matrices, respectively, computed on the multidimensional reference element
[0, h]d. Now let k ∈ N d. Since the source term is periodic in [0, L]d, we can generalise
the definition of an interpolation function (3.2) for higher dimensions as

(4.3) f̃h(x) =
1
Nd

∑
k

(∑
j

f̂k,j e
i2π(x−hξ

j
)·k

L

∑
n

ϕn,j(x)
)
,

with hN = L and

e
i2π(x−hξ

j
)·k

L = e
i2π(x1−hξj1 ) k1

L e
i2π(x2−hξj2 ) k2

L · · · e
i2π(xd−hξjd ) kd

L .

Note that this formula can be easily extended to more general, regular meshes by con-
sidering a different length L depending on the direction. Eq. (4.3) is a generalisation
of Eq. (3.2) to the multi-dimensional case. Therefore, the coefficients f̂k,j , ∀j ∈ R,
can be computed by DFT, as stated in the following proposition.

Proposition 4.1. Let fh ∈ C0
] ([0, L]d) and f̃h ∈ C0

] ([0, L]d) defined by Eq. (4.3).
Let us denote

f̃n,j := f̃h
(
(ξ
j
+ n)h

)
∀j ∈ Rd, ∀n ∈ N d.

Then, for all j fixed in Rd ,

fn,j = f̃n,j ⇐⇒ f̂k,j =
∑
n

fn,j e
−i2πn·k

N , ∀k ∈ N d,

⇐⇒ fn,j =
1
Nd

∑
k

f̂k,j e
i2πn·k
N , ∀n ∈ N d.

(4.4)

Similarly, we introduce the interpolation function of the discrete solution uh such that,
for all j ∈ Rd fixed,

(4.5) ũn,j := ũh
(
(ξj + n)h

)
=

1
Nd

∑
k

ûk,j e
i2πn·k
N , ,∀n ∈ N d,

where

(4.6) ûk,j =
∑
n

un,j e
− i2πn·kN , ∀k ∈ N d.

Due to Eqs. (4.5) and (4.6) as well as Property 4.1, we retrieve

un,j = ũn,j, ∀n ∈ N d,∀j ∈ Rd.
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Then with by similar process as in the one-dimensional case, it is possible to show
that, solving (4.2), is equivalent to solve

Ûk = S−1
k F̂k, ∀k ∈ N d,

where Ûk(j) = ûk,j and F̂k(j) = f̂k,j and where the matrix Sk will be given by
Proposition 4.2 below. As a straightforward generalisation of the one-dimensional
case, the main steps of the algorithm to solve (4.2) read:

1. Perform a DFT of the discrete source term for each order j fixed in Rd

f̂k,j =
∑
n

fn,j e
−i2πn·k

N , ∀k ∈ N d;

2. Solve for each frequency k ∈ N d

(4.7) Sk Ûk = F̂k;

3. Perform an inverse DFT for each order j fixed in Rd

un,j =
1
Nd

∑
k

ûk,j e
i2πn·k
N , ∀n ∈ N d.

We emphasise that the multi-dimensional DFT is implemented recursively from the
one-dimensional DFT. Furthermore, Step 2 must be implemented with care. In fact,
one possibility is to inverse the symbol Sk for each frequency, and then perform a
matrix-vector multiplication to obtain Ûk. Note, however, that such an algorithm
would imply a substantial computational cost. To give an idea, in 2-D the matrix
inversion would require O(R6) operations (O(R3d) in general), while matrix-vector
multiplication requires O(R4) operations. In what follows, we propose a method that
requires neither matrix inversion nor storage and drastically reduces the complexity
of the algorithm, based on SVD and tensorisation.
For the sake of conciseness, we denote Nk = M−1 Ak, with M and Ak associated
with the 1-D case, and defined in Eq. (3.13). We also can rewrite the one-dimensional
symbol Sk := ρ I+ Nk, with I the identity matrix of size R×R. The result below is
proven in [8].

Proposition 4.2.

Sk
(
`,m

)
= ρ

d∏
r=1

δlrmr +
d∑
r=1

Nkr (`r,mr)
∏
q 6=r

δ`qmq .(4.8)

For example, when d = 2, the symbol reads

Sk
(
`,m

)
= ρ δl1m1 δl2m2 + Nk1(`1,m1) δ`2m2 + Nk2(`2,m2) δ`1m1 .

This result is a direct consequence of the use of the Gauss-Lobatto nodes for quadra-
ture formulae. Due to Proposition 4.2, it is possible to compute the eigenvalues and
eigenvectors of the symbol Sk starting from eigenvalues and eigenvectors of the matrix
Nk. Given k ∈ N d, we denote

{
λk,i, V k,i

}
i∈Rd the set of eigenvalues and eigenvectors

of Sk such that

Sk V k,i = λk,i V k,i, ∀k ∈ N d, ∀i ∈ Rd.
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When d = 2 they are given in [8] and reads{
λk,i = ρ+ νk1,i1 + νk2,i2 ,

V k,i = W k1,i1
⊗W k2,i2

,

where ⊗ denotes the tensor product and where {νk,i,W k,i} are the eigenvalues and
corresponding eigenvectors of Nkr . This tensorial structure is in fact general, as stated
by the Corollary below (which proof is very algebraic but simple and is omitted).

Corollary 4.3. Let
{
νkr,ir ,W kr,ir

}
ir∈R

be the eigenvalues and eigenvectors of
Nkr , r ∈ {1, 2, .., d}. Then,

λk,i = ρ+
d∑
r=1

νkr,ir , ∀i ∈ Rd,

Vk,i(m) =
d∏
r=1

Wkr,ir (mr), ∀i ∈ Rd.

are the eigenvalues and corresponding orthogonal eigenvectors of Sk.
As a result of Eq. (4.3), the solution Ûk in the frequency domain can be computed
with an optimised algorithm that we give henceforth. It is based on tensorisation and
the use of internal variables.

Inversion of the symbol by SVD. As for the one-dimensional case, Eq. (4.7)
can be rewritten, for any frequency k ∈ N d, as

(4.9) Ûk = S−1
k F̂k =

∑
p

λ−1
k,p V k,p V

∗
k,pMd F̂k,

where Md denotes the mass matrix in d-dimensions, and it can be rewritten as

Md(i,m) =
d∏
r=1

M(ir,mr).

Equation (4.9) can be re-written,

Ûk(j) =
∑
p

∑
r

λ−1
k,pVk,p(j)Vk,p(r)Md(r)F̂k(r)

=
∑
p

λ−1
k,pVk,p(j)

∑
r

Vk,p(r)Md(r)F̂k(r).
(4.10)

From Eq. (4.10), we see that the total number of operations required to compute all
the components of Ûk is O(R3d), that is comparable to the cost of symbol inversion by
standard algorithms (e.g. by Gaussian elimination). As an illustration, this inversion
would require O(R9) operations in 3 dimensions, and since typical value of R are larger
than 3 in our application this prevents the method to be used naively. Fortunately, we
have shown in Corollary 4.3 that the eigenvalues and eigenvectors in higher dimensions
can be directly derived by tensorisation from those in 1-D. This will be used to define
an optimised algorithm. First, we introduce two intermediate variables, and we split
Eq. (4.10) into three main operations:

• We define αk(p) as

(4.11) αk(p) =
∑
r

Vk,p(r)Md(r)F̂k(r);
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• Then, we compute the scalar coefficients γk(p) as

γk(p) := λ−1
k,p αk(p);

• Finally, the components Ûk(j) are retrieved as

(4.12) Ûk(j) =
∑
p

γk(p)Vk,p(j).

Now, we can take advantage of the properties of the eigenvalues Vk,p(j). Due to
Eq.(4.3), we can reduce the two multi-dimensional sums in Eq. (4.11) and Eq. (4.12)
in successions of one-dimensional sums. In order to avoid cumbersome expressions,
we consider d = 2 henceforth. Note, however, that the extension of our analysis for
d > 2 is straightforward. The intermediate coefficient αk(p) is computed, for each p,
in O(R) operations by

αk(p) = αk(p1, p2) :=
∑

r1,r2∈R
Md(r1, r2)F̂k(r1, r2)Vk1,p1(r1)Vk2,p2(r2)

=
∑
r2∈R

Vk2,p2(r2)
∑
r1∈R

Md(r1, r2)F̂k(r1, r2)Vk1,p1(r1)

=
∑
r2∈R

Vk2,p2(r2)βk(p1, r2),

(4.13)

where βk(p) is computed in O(R) operations and is given by

βk(p) = βk(p1, p2) :=
∑
r1∈R

Md(r1, p2) F̂k(r1, p2)Vk1,p1(r1).

Analogously, Ûk(j), for a given j, is obtained in O(R) operations as follows

Ûk(j) = ûk(j1, j2) =
∑

p1,p2∈R
γk(p1, p2)Vk1,p1(j1)Vk2,p2(j2)

=
∑
p2∈R

Vk2,p2(j2)
∑
p1∈R

γk(p1, p2)Vk1,p1(j1)

=
∑
p2∈R

Vk2,p2(j2)µk(j1, p2),

(4.14)

with µk(j) again computed in O(R) operations by

µk(j) = µk(j1, j2) :=
∑
p1∈R

γk(p1, j2)Vk1,p1(j1).

Consequently, the overall complexity of the algorithm for the symbol inversion for each
frequency is O(R4). For arbitrary dimension d the complexity is O(Rd+1). Therefore,
in 3-D this represents O(R5) less operations than the naive approach, that is a tremen-
dous gain.

4.2. Neumann or Dirichlet boundary conditions. The algorithm in the d-
dimensional case can be directly deduced by tensorisation also when homogeneous
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Dirichlet or Neumann conditions are imposed at the boundaries. In order to perform
the DFT, the source term is periodically and symmetrically extended in d directions.
This leads to the evaluation of a computational domain that is potentially 2d times
larger than the original domain. However, due to the symmetry properties of the
extended source term, we will be able to reduce the main computations to the first
(N + 1)d frequencies. The extended discrete source term

{
fn,j
}
satisfies, for all r ∈

{1, · · · , d},

(4.15)

{
fn+nr,j = ±fn,j+jr , jr 6= 0, nr = er(2N − 1− nr), jr = er(R− jr),

fn+nr,j = ±fn,j, jr = 0, nr = er(2N − nr),

where er is the r−th vector of the canonical basis of Rd and (nr, jr) is such that

n+ nr ∈ {0, · · · , 2N − 1}d, j+ jr ∈ {0, · · ·R− 1}d,

and where the even extension corresponds to Neumann BCs, while the odd extension
is associated with Dirichlet BCs, as before.

Lemma 4.4. The DFT of the extended sequence
{
fn,j
}
satisfies, ∀r ∈ {1, · · · , d},{

f̂k+kr,j = ±f̂k,j+jr e
−iπk
N , if jr 6= 0, kr = er(2N − kr), jr = er(R− jr),

f̂k+kr,j = ±f̂k,j, if jr = 0, kr = er(2N − kr),

with (kr, jr) such that

k+ kr ∈ {0, · · · , 2N − 1}d, j+ jr ∈ {0, · · ·R− 1}d

and with the usual convention for the plus and minus signs.
Therefore, given a direction i ∈ {1, 2, .., d}, the value of the DFT coefficients for the
last N − 1 coefficients in that direction are directly retrieved from the first N coef-
ficients, and the relationship depends on the frequency and the Gauss-Lobatto point
taken into account.
Eventually, due to Lemma 4.4 and Proposition 3.3, the solution ûk,j inherits the same
properties of f̂k,j. Therefore, the optimised algorithm to solve (4.2), when homoge-
neous Neumann or Dirichlet conditions are considered, is

1. Perform a DFT of the discrete source term for each order j fixed in R

f̂k,j =
∑

n∈{0,..,(2N−1)}d
fn,j e

−iπn·k
N , ∀k ∈ (N ∪ {N})d,

using Eq. (4.15) for evaluating fn,j when n /∈ N d;
2. Solve for each frequency

Sk Ûk = F̂k, ∀k ∈ (N ∪ {N})d;

3. Perform an inverse DFT for each order j fixed in R

un,j =
1

(2N)d
∑

n∈{0,..,(2N−1)}d
ûk,j e

iπn·k
N , ∀n ∈ (N ∪ {N})d,
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Figure 4 Convergence of the two-dimensional scheme w.r.t. the space step h, for
different values of order R. Left: Relative L2(Ω)-error. Right: Relative H1(Ω)-error.
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where, thanks to Lemma 4.4,{
ûk+kr,j = ±ûk,j+jr e

−iπk
N , if jr 6= 0, kr = er(2N − kr), jr = er(R− jr),

ûk+kr,j = ±ûk,j, if jr = 0, kr = er(2N − kr),

with the usual convention for signs, and with (kr, jr) such that

k+ kr ∈ {0, · · · , 2N − 1}d, j+ jr ∈ {0, · · ·R− 1}d.

It is possible to do an efficient implementation of Steps 1 and 3 that never requires
the storage and the pre-computation of the odd or even extensions. On the contrary,
Eq. (4.15) is used on-the-flight, for an improved performance in terms of storage and
memory access time.

5. Numerical Results, complexity and parallelisation.

5.1. Convergence analysis. In order to demonstrate that the HO-DFTmethod
preserves the order of convergence of the underlying SEM discretisation, the method
is tested against an exact solution of Problem (2.1) with ρ = 0 and homogeneous
Dirichlet Boundary conditions, that reads

u(x) =
d∏
i=1

(1− xi)3 x3
i cos(k xi), ∀x ∈ Ω = [0, 1]d, d = 2, 3,

with k = 10. Figures 4 and 5 show the convergence error between the exact solution
and the output of the HO-SEM algorithm in relative L2(Ω) and H1(Ω) norm w.r.t.
the space step h in two and three dimensions, for different values of order R. The
convergence rate of the error in L2(Ω) and H1(Ω)-norm corresponds to the chosen
order R.

5.2. Complexity of the algorithm. As it has been stated in the previous
sections, this algorithm is remarkably efficient in multiple dimensions, for multiple
reasons. Firstly, an efficient algorithm – in O(Rd+1) operations – has been deduced
for Step 2 of each algorithm, that relies on the tensorisation properties of the un-
derlying finite elements. Secondly, Steps 1 and 3 can be performed by FFT. Since
d-dimensional FFT corresponds to a 1-D FFT having the size of the product of the
dimensions, its complexity is d(logN)Nd (if the domain is divided into the same
number of elements N for each direction). Consequently, the implementation of FFT
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Figure 5 Convergence of the three-dimensional scheme w.r.t. the space step h, for
different values of order R. Left: Relative L2(Ω)-error. Right: Relative H1(Ω)-error.
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Figure 6 Computational cost of the three-dimensional scheme. Comparison for dif-
ferent numbers of threads.
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causes a further, sensible reduction of the computational cost.
We emphasise that this method is not limited to the solution of the Poisson-like
problem with periodic boundary conditions. In fact, we have shown that, in case of
Dirichlet or Neumann BCs, it is possible to employ HO-DFT after extending sym-
metrically or anti-symmetrically the computational domain – i.e. the number of fre-
quencies considered – in each dimension. However, thanks to symmetry properties of
the sequence considered and Fourier Transform, most operations only involve the first
N + 1 spatial frequencies (in each direction), and therefore the computational over-
cost of the algorithm is reduced. Besides, Steps 1 and 3 are disjoint for each order,
whereas the operations involved in the inversion of the symbol (Step 2) are disjoint for
each frequency. Therefore, the algorithm is extremely well-adapted to parallelisation.
In particular, Steps 1 and 3 can be run in parallel for each order, whereas Step 2 can
be performed in parallel for each frequency. Figure 6 depicts a performance analysis
when multi-threading is used. Note that the performance is optimal for 8 threads and
worsens for 16 threads on a 12-cores workstation (cores at 2.7 GHz and 64 GB of RAM
at 1867 MHz). Figure 7 shows the computational cost of the sequential solution of
the problem with homogeneous Dirichlet Boundary conditions in 3-D on a 4-cores
workstation (cores at 3.1 GHz and 16 GB of RAM at 1867 MHz). The computational
time is in accordance with the expected complexity with respect to the number of
elements N and the order R. Finally, note that the memory storage is minimised and,
apart from the solution vector, only the eigenvector and eigenvalues of the matrices
Nk – that correspond to 1-D symbols – must be stored for each scalar frequency k.
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Figure 7 Computational cost of the three-dimensional scheme. Left: comparison for
different values of elements. Right: comparison for different values of order R.
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