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Abstract. In recent years, we are witnessing the spread of many and
various modern real-time applications implemented on computer net-
works such as video conferencing, distance education, online games, and
video streaming. These applications require the high quality of different
network resources such as bandwidth, delay, jitter, and packet loss rate.
In this paper, we propose an improved quantum chaotic animal migration
optimization algorithm to solve the multicast routing problem(Multi-
Constrained Least Cost MCLC). We used a quantum representation of
the solutions that allow the use of the original AMO version without
discretization, as well as improving AMO by introducing chaotic map to
determine the random numbers. These two contributions improve the di-
versification and intensification of the algorithm. The simulation results
show that our proposed algorithm has a good scalability and efficiency
compared with other existing algorithms in the literature.

Keywords: Animal Migration Optimization, Quantum Representation,
Chaotic Maps, Quality of Service (QoS), Multicast routing.

1 Introduction

The evolution of computer networks has been accompanied by the emergence
of a new range of real-time multimedia network applications that exchange and
share data, images, videos, sound files, etc. These applications require multicast
transmissions with strict QoS guarantees as essential capabilities, where the same
data streams are delivered from the source node to a selected group of nodes
simultaneously. The most important requirements of QoS parameters are cost,
delay, delay jitter, bandwidth, and packet loss rate. Therefore, it is essential
to use the different network resources in a rational way. The QoS multicast
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routing problem (MCLC) is a nonlinear combinatorial optimization problem for
transmission in the areas of networks. It is proved to be NP-Hard [1] and has
recently attracted an increasing attention from researchers. Its main objective
consists in finding the optimal multicast routing tree by minimizing the cost
under multiple constraints such as delay, delay-jitter, bandwidth, and packet
loss rate. It was approached by various algorithms based on meta-heuristics such
as Genetic Algorithm (GA), Tabu Search (TS), Particle Swarm Optimization
(PSO), Bat Algorithm (BA), and Optimization Based on Biogeography (BBO).

Hwang et al. [2] proposed a GA-based algorithm for multicast routing prob-
lem without constraints, the optimization of the multicast tree is achieved through
a serial path selection, by crossover and mutation operation. Results showed that
the proposed algorithm is able to find a better solution than the RSR algorithm.
Haghighat et al. [3] proposed a novel QoS-based multicast routing algorithm
based on the GA to find a multicast tree with least cost satisfying the con-
straints of delay and bandwidth. Simulation results showed that the proposed
algorithm outperformed other algorithms.

Youssef H et al. [4] present a TS algorithm to build the near optimal solution,
their algorithm starts with an initial feasible solution and builds a tree of the
sink for each destination with the shortest path of Dijkstra algorithm, in each
iteration the algorithm refines the tree at a lower cost. Experimental results
showed that TS is able to find better solutions that other reported multicast
algorithms. Ghaboosi and Haghighat [5] used the PRA, which is a progressive
method. They construct solutions by the combination of elements of a couple of
solutions chosen randomly (an initial solution and a guide one) using systematic
and deterministic rules.

Liu et al. [6] proposed a PSO algorithm to solve the QoS multicast routing
problem by means of serial path selection to obtain a feasible multicast tree by
exchanging paths in the vector. Experimental results indicated that the proposed
algorithm can converge to the optimal or near the optimal solution with lower
computational cost. It also appeared that PSO outperformed GA on QoS the
tested multicast routing problem. Qu et al. [7] developed a PSO algorithm based
on the jump (JPSO), such that each particle moves either based on its position,
either based on a chosen attractor, once the particle reaches his new position, it
performs a local search to improve its position.

Mahseur and Boukra [8] proposed two approaches to solve the MCLC Prob-
lem, the first one is based on BBO and the second on BA, the results of their
experimentation are encouraging in comparison with other existing algorithms.
Meraihi et al. [9] proposed an improved chaotic binary bat algorithm to solve
the QoS multicast routing problem. Simulation results reveal the efficiency of
the proposed algorithm compared with some other existing algorithms in the
literature.

In this paper, we have applied a new meta-heuristic called Animal Migration
Optimization (AMO) to resolve the problem of MCLC. To improve diversifica-
tion and intensification, we have used the quantum representation of solutions
and integrated the chaotic maps in some characteristic equations of AMO.
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The rest of the paper is organized as follows. section 2 presents the math-
ematical multicast routing problem formulation followed by Section 3 which
describes the AMO algorithm. In Section 4, we propose the improved quantum
chaotic animal migration optimization algorithm. In section 5 we study three
scenarios, we investigate the performance of our algorithm in first one, the con-
vergence and scalability in the second one, and the robustness and speed in the
last one. Finally section 6 summarizes the findings.

2 Multicast Routing Problem formulation

Throughout this work, the communication network is modeled as a directed
weighted graph G = (V,E) where V denotes the set of nodes, and E denotes
the set of the edges representing wireless links between nodes. |V | = n is the
number of nodes and |E| = l is the number of links in the network. Each link
e = (i, j) ∈ E that connects node i with node j is associated with link cost
C(e) : E → R+, link delay D(e) : E → R+,link delay jitter J(e) : E → R+, link
bandwidth B(e) : E → R+, and link packet loss rate PL(e) : E → R+ , where
R+ is the set of all nonnegative real numbers. We assume that s ∈ V represents
the source node and M ⊆ {V − {s}} represents a set of multicast destination
nodes such that s and M construct a multicast tree T (s,M).

The multicast tree has the following parameters [10], [11]:
The total cost of the multicast tree T (s,M), denoted by Cost(T (s,M)), is de-
fined as the sum of the costs of all links in that tree. It can be given by:

Cost(T (s,M)) =
∑

e∈T (s,M)

C(e) (1)

The total delay of the path PT (s,m), denoted by
Delay(PT (s,m)), is simply the sum of the delays of all links along the path:

Delay(PT (s,m)) =
∑

e∈PT (s,m)

D(e) (2)

Where PT (s,m) denotes the routing path of the multicast tree T (s,M) that
connects the source node s with the destination node m ∈ M (clearly PT (s,m)
is a subset of T (s,M)).
The delay jitter of the path PT (s,m) , denoted by Jitter(PT (s,m)), is defined
as the sum of the delays-jitter of all links along the path and can be given by:

Jitter(PT (s,m)) =
∑

e∈PT (s,m)

J(e) (3)

The bandwidth of the path PT (s,m), denoted by
B(PT (s,m)), is defined as the minimum required bandwidth at any link along
PT (s,m):

B(PT (s,m)) = min
e∈PT (s,m)

(B(e)) (4)
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The Packet loss rate of the path from source node s to destination node m,
denoted by PL(PT (s,m)) is given by:

PL(PT (s,m)) = 1−
∏

e∈PT (s,m)

(1− PL(e)) (5)

The MCLC problem can be formulated as follows:

Minimize Cost(T (s,M)) (6)

Subject to:
Delay(PT (s,m)) ≤ Dmax (7)

Jitter(PT (s,m)) ≤ Jmax (8)

Min(B(PT (s,m))) ≥ Bmin (9)

PL(PT (s,m)) ≤ PLmax (10)

3 Animal Migration Optimization AMO

Animal Migration Optimization Algorithm (AMO), developed by Li et al. in 2014
[12], is a novel interesting nature-inspired metaheuristic optimization algorithm
used to solve various optimization problems. This optimization algorithm is in-
spired by the migration behavior of animals in groups to ensure their survival.
These animals can be found in several families such as mammals, birds, fish,
reptiles, amphibians, insects, and crustaceans. These families are leaving their
current habitats and migrating to other geographically distant habitats that can
provide better living conditions. There are several reasons for migration such as
food shortage, drought, reproduction, and seasonal change. For simplicity, AMO
uses the following two idealized rules [12]:

1. The leading animal with high position quality will be kept for the next
generation;

2. The number of animals in the group is fixed, and the animal leaving the
group will be replaced by a new individual with a probability Pa.

AMO algorithm works based on two processes. In the first process, the algorithm
simulates how the groups of animals move from the current position to the new
position. In the second process, the algorithm simulates how some animals leave
the group and some join the group during the migration.
Each individual i changes its current position during the iteration G + 1 by
changing the components of its vector Xi according to one of the neighbors
according to the following formula:

Xi,G+1 = Xi,G + δ.(Xneighborhood,G −Xi,G) (11)

Where δ is a parameter defined according to the problem treated, and the neigh-
boring individual is randomly selected from the neighbors. Remember that the



IQCAMO for QoS multicast routing problem 5

topology and the size of the population are fixed. An animal is asked to leave
the group with probability Pa and replaced by another obtained by the following
formula:

Xi,G+1 = Xr1,G + rand.(Xbest,G −Xi,G) + rand.(Xr2,G −Xi,G) (12)

4 IQCAMO for QoS multicast routing

4.1 Improved Quantum Chaotic AMO algorithm

In order to improve the effectiveness and the robustness of the AMO algorithm,
we have proposed two modification methods. The first modification method in-
troduces the quantum representation of the solutions to allow the use of the
original AMO version without discretization.
The second modification method adopts the chaotic map to overcome the prob-
lem of choosing the right value of the two random numbers used in equation 12.
There are several chaotic maps like logistic map, circle map, tent map, piecewise
map, iterative map, Chebyshev map, sine map, sinusoidal map etc. Logistic map
is the most representative chaotic map with simple operations and well dynamic
randomness [13]. So this chaotic behavior map is adopted in this paper to gen-
erate the two random numbers at each iteration. The random number generated
by a logistic map is given by:

CMt+1 = aCMt(1− CMt), t = 0, 1, 2 . . . (13)

Where CMt is the chaotic map value at the t-th iteration, it is in [0, 1]. Here a
is a control parameter and 0 < a < 4. The chaotic system is very sensitive to
the initial values, to make the logistic map in a complete chaos, we adopt the
parameter a = 4 and CMt does not belong to {0, 0.25, 0.5, 0.75, 1} otherwise
the logistic equation does not show chaotic behavior [14]. In our experiments,
we take CM0 = 0.7 . Algorithm 1 describes the pseudo-code of the IQCAMO
algorithm for multicast routing problem.

4.2 Representation of the solution

The solution representation of the i-th Qbit individual is defined by a real vector
Qt

i = (qti1, q
t
i2, . . . , q

t
im), j = 1, 2 . . . ,m, where m represents the length of the

vector which is equal to the total number of links in the network.
The Qbit vector Qi is defined as follows:αt

i1 α
t
i2 . . . α

t
im

βt
i1 β

t
i2 . . . β

t
im

 (14)

The binary representation of the solution which is a multicast tree is a binary vec-
tor Xt

i = (xti1, x
t
i2, . . . , x

t
im), j = 1, 2 . . . ,m, where xtij = 0 or 1, which indicates
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Algorithm 1 The pseudo-code of the IQCAMO Algorithm

1: Introduce the problem data
2: Optimize the graph
3: Initialize QPopulation
4: Initialize generation number G = 0
5: while (G < Gmax) do
6: for i = 1 to NP do
7: δ = Li/Lmax

8: for j = 1 to |E| do
9: Qi,j,G+1 = Qi,j,G + δ.(Qneighborhood of i,j,G −Qi,j,G)

10: if Qi,j,G+1 < 0 then
11: Qi,j,G+1 = 0
12: end if
13: if Qi,j,G+1 > Π/2 then
14: Qi,j,G+1 = Π/2
15: end if
16: end for
17: end for
18: for i = 1 to NP do
19: Repair infeasible solutions
20: Evaluate Fitness(Qi,G+1)
21: if Fitness(Qi,G+1) < Fitness(Qi,G) then
22: Qi = Qi,G+1

23: end if
24: end for
25: for i = 1 to NP do
26: Calculate Pai
27: if rand < Pai then
28: for j = 1 to |E| do
29: Qi,j,G+1 = Qr1,j,G + CM1(G + 1).(Qbest,j,G − Qi,jG) + CM2(G +

1).(Qr2,j,G −Qi,j,G)
30: if Qi,j,G+1 < 0 then
31: Qi,j,G+1 = 0
32: end if
33: if Qi,j,G+1 > Π/2 then
34: Qi,j,G+1 = Π/2
35: end if
36: end for
37: end if
38: end for
39: for i = 1 to NP do
40: Repair infeasible solutions
41: Evaluate Fitness(Qi,G+1)
42: if Fitness(Qi,G+1) < Fitness(Qi,G) then
43: Qi = Qi,G+1

44: end if
45: end for
46: Store Qbest
47: G = G+ 1
48: end while
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whether the corresponding link i is selected or not to construct the multicast
tree. The binary vector Xt

i is defined as follows:

xij =


1; if rand(0, 1) > |αt

ij |2 (i is selected to construct the multicast tree).

0; otherwise .
(15)

4.3 Initial population

Before the generation of the initial population, we delete all link with bandwidths
less than the bandwidth constraint Bmin. The initial population is produced by
the Depth First Search (DFS) method, we take the source node and connect
it randomly to one of its successors and compare it with the set of destination
nodes M , if it is a destination so it is a valid path, otherwise we redo the same
approach until obtaining a solution in natural form. If the path is saturated
(blocked road), we restart the operation from the source node. Each connection
of a node, a check is made to avoid the construction of loops.

5 Simulation results

The performances of the proposed approach are studied and compared with
the implemented algorithms: GA [2] and JPSO [7]. The three algorithms were
implemented using Visual C++ on a PC Intel Core 2 Duo 2.0 GHz. The nodes
are randomly distributed in a rectangle of 4000km x 2400km, links are generated
according to the topology model Waxman [15]. In this model, the existence of
a link between two nodes u and v depends on a probability p(u, v) given by
the following formula: P (u, v) = B exp(−l(u, v)/AL) Where: l(u, v) represents
the Euclidean distance between two nodes u and v. L is the maximum distance
between any two points in the network. B is a parameter that controls the
number of links in the network. A is a parameter that controls the number of
short links in the network. A and B are set to 0.8 and 0.7 respectively like in [7].
The cost, delay, packet loss rate and bandwidth of the links are taken randomly
in the interval [1, 100], [1ms, 30], [0.0001, 0.01] and [2Mbps, 10] respectively. The
thresholds constraints ∆, ξ, and δ are set to 120ms, 60ms and 0.05 respectively.
The bandwidth required by the flow to send β is randomly generated in the
interval [2Mbps, 10] [15]. The source and destination nodes are selected randomly
from the network. We perform tree scenarios:

1. In the first scenario,and in order to evaluate the performance of each algo-
rithm, we evaluate the cost of the multicast tree while varying the number
of nodes in the network with 10% of destinations;

2. In the second scenario, we observe the cost of the best solution for each
algorithm according to the number of iterations and the size of network to
study the convergence and scalability of algorithms;
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3. In the third scenario, we have varied the number of destination nodes to eval-
uate for each algorithm the cost of the optimal solution and the convergence
time in order to study the robustness and speed of algorithms.

5.1 Results of the first scenario

In the first scenario, we varied the size of the network from 20 to 120 nodes.
Each time, the source node and the destinations (10% of the nodes) are chosen
randomly. The results are represented in Figure 1.

Figure 1 shows the multicast tree cost of GA, JPSO, and IQCAMO, according
to the network size. First, we observe that the multicast tree cost increases with
the increase of the network size. Second, we observe that the multicast tree cost
generated by IQCAMO is less than the other multicast tree costs.

Fig. 1. The cost of the multicast tree while varying the number of nodes in the network.

5.2 Results of the second scenario

In the second scenario, we have study three kinds of networks: small network(50
nodes), medium network (200 nodes), and large network (500 nodes) with 10%
destinations, then we evaluated the optimal solution of each algorithm during
the iterations. The results are represented in Figures: 2, 3, and 4.

Figure 2 shows solutions obtained by the three algorithms in a small network,
we observe that the solutions proposed by JPSO are the best.

We observe in Figure 3 and Figure 4 that our algorithm has the best speed
of convergence; this is provided by the use of quantum principles.
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Fig. 2. Convergence of algorithms in a small network .

Fig. 3. Convergence of algorithms in a medium network .

5.3 Results of the third scenario

In the third test, we study the cost of multicast routing and the convergence
time by varying the number of destination nodes. The results are represented in
Figure 5 and Figure 6.

Figure 5 shows the multicast tree cost of GA, JPSO, and IQCAMO while
varying the number of destination nodes. We observe that IQCAMO gives the
best routing cost. This is due to the use of the quantum representation and the
chaotic maps which are more efficient in exploring large search space. Figure
6 shows that the convergence time increases while increasing the number of
destination nodes and we observe that IQCAMO gives the best convergence
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Fig. 4. Convergence of algorithms in large network.

Fig. 5. The cost of the multicast tree while varying the number of destination nodes.

time. Thus, the proposed approach is more robust and fast. This is due to the
use of the quantum mechanism and the chaotic maps which are more efficient in
exploring large search space.

5.4 Friedman test

In order to study the difference between the three algorithms in terms of mul-
ticast tree cost, we use the Friedman test. The results are given in table 1.
We observe that the significance level is less than 5%, so the null hypothesis
H0 is rejected which implies that the Friedman test is significant. Furthermore,
IQCAMO is classed as the best algorithm in terms of multicast tree cost.
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Fig. 6. The convergence time while varying the number of destination nodes.

Friedman test

Algo Mean Rank

GA 2.70
JPSO 2.01

IQCAMO 1.30

Test statistics

N 64
Chi-Square 73.495

df 2
Asymp.sig .000

Table 1. Friedman test.

6 Conclusion

In this paper, we have applied a new meta-heuristic called AMO on multicast
routing problem which is an NP-hard problem. we used a quantum representa-
tion of the solutions that allowed us to use the original AMO version without
discretization, as well as improving AMO by introducing chaotic Maps into the
calculation of some equations. these two contributions improve the diversifica-
tion and intensification of the algorithm. we performed an optimization on the
graph representing the network and another on the initial population which ac-
celerated the exploration of the search space. To evaluate the performance of our
solution we tested three comparative scenarios with two other algorithms: in the
first scenario, we compared the multicast tree cost with varying the network size
and using 10% as destinations. We notice that IQCAMO produces the minimum
cost, In the second scenario, we study the convergence of the three algorithms;
we observe that IQCAMO is the best. In the last scenario, we evaluate the cost
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and the convergence time while varying the size of the set of destination nodes.
We found that our approach has an ability to deliver the best results. The exper-
imental results lead to conclude that our algorithm increases the overall research
capacity. As future work, we intend to investigate the multi-objective aspect of
the problem. Indeed, to have a better resolution of the problem, other objectives
must be considered, like delay, bandwidth, jitter etc.
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