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The computational analysis of RiboNucleic Acids (RNAs) has inspired multiple
algorithmic developments, essentially due to the combinatorial nature of the abstract
RNA structure representations. While RNA structure prediction has received most
of the attention, multiple contributions to Biology and Bioinformatics discuss the
rational design of RNAs. Here, we address the problem of RNA positive design.
It asks for randomly sampling RNAs that satisfy specific constraints and multiple
prescribed properties from a controlled (e.g. uniform) probability distribution.

An RNA molecule can be abstracted as a sequence S of length n over the al-
phabet Σ = {A,C,G,U}. Typically, specific constraints and properties are required
for the cellular function of specific RNAs; e.g. the GC-content (number of C and G)
must be restricted, or certain sub-words (motifs) must be present or excluded (at
arbitrary positions) [14]. Moreover, RNAs may fold into specific structures, mate-
rializing hydrogen bonds as a set of base pairs (i, j) ∈ [1, n]2. An RNA can adopt
a structure if for each of its base pairs (i, j), the letters Si and Sj are compatible,
i.e. {Si, Sj} ∈ {{A,U}, {G,C}, {G,U}}. The constraints induced by base pair form
a compatibility graph G = (V,E), containing a vertex for each position [1, n] and
an edge for each base pair. Complex sequence properties, like the GC-content or
the free-energy of each target, can be expressed via features. We define feature
functions F : Σ∗ → N, mapping each sequence to a set of integer values. Each
feature F is defined additively over a set of atomic functions {φi}i, each return-
ing a bounded integer value depending on the letters assigned to a specific subset
of positions. Moreover, assuming a linear number of φi, F takes values in O(n).

Problem statement. Given a compatibility graph G = (V,E) and a set of objective
values f?1 , · · · , f?d for the d features F1, · · · , Fd, return t sequences, drawn uniformly
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at random from the sequences S in Σn that satisfy Eq. (1) (if such sequences exist
at all):

∀(i, j) ∈ E : Si and Sj are compatible and ∀1 ≤ ` ≤ d : F`(S) = f?` . (1)

Notably, this problem is a case of uniform sampling from a constraint satisfaction
problem with interesting properties; already note that the global constraints F`(S) =
f?` add complexity beyond typical sampling from a constraint network with local
constraints (having constantly bounded arity) [4, 9].

Our approach is ultimately based on counting the admissible sequences. We
establish a recursive decomposition of the set of admissible sequences, which we
exploit to count and, in turn, generate uniformly at random. This approach relies
on dynamic programming, and is akin to the recursive method introduced in the
context of enumerative combinatorics [13, 6].

Computational complexity aspects. Earlier work in RNA design sampling [11] fo-
cused on a less general version of the problem without feature-based global con-
straints (d = 0); this leaves the compatibility constraints due to G. If G contains
any odd cycle, Eq. (1) cannot be satisfied [7]; otherwise, G is bipartite. If G consists
of a single component, the number of admissible sequences is exactly twice the num-
ber of independent sets in G [10], implying the #P-hardness of counting the number
of admissible sequences [8]. While this does not formally imply hardness, the enu-
meration and uniform random generation problems share a deep connection [12], so
this result strongly suggests hardness for our generation problem.

FPT solution based on tree decomposition. In precomputation, we perform clus-
ter tree elimination [3], based on an, arbitrarily oriented, tree-decomposition T =
(VT , ET ) of G = (V,E) [10]. Formulated as a classic dynamic programming scheme,
we define the number of admissible assignments for u under assignment A, for each
node u ∈ VT , which is identified with a set of positions, and for all (locally admissi-
ble) partial assignments A := p1 → b1, · · · , pk → bk of letters in Σ to the positions
u:

M [u;A] =
∑

partial assignment A′ of positions u↑

s.t. ∀(p, p′) ∈ E : (A ∪A′)[p] comp. w/ (A ∪A′)[p′]

∏
(u,v)∈ET

M [v; (A ∪A′)|v] (2)

where u↑ is a shorthand for u ∩ p(u), p(u) being the parent of u in T , and A|u
denotes the restriction of an assignment A to u, A[p] is the value assigned to p by A.
The total number of admissible sequences is then given by M [r;∅], for r the root of
T . Due to the unambiguous decomposition, we directly generate samples based on
Eq. (2): From an initial state (r;∅), return ⊥ if M [r;∅] = 0. Otherwise, from any
state (u;A), choose an assignment A′ with probability

∏
vM [v; (A∪A′)|v]/M [u;A],

and recurse over states (v; (A ∪A′)|v) until the leaves are reached.
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The matrix M can be computed in time Θ(n · m · |Σ|w+1), with n the RNA
length, m the number of input structures, and w := maxu∈T |u| − 1 the tree-width
of T . Notably, we can decrease the time complexity to O(n ·min(w,m) ·2w+1 + t ·n ·
min(w,m)), including the generation of t sequences, since: i) each of the connected
components (CCs) can be treated independently; ii) adjacent positions in G must
be assigned to compatible letters, allowing ≤ 2 letters for each position once a first
position is assigned in the CC; iii) T can be adapted in such a way that |u↑| = 1,
while preserving the tree width.

Integrating additive features. A naive approach to capture d integer-valued features
would be to modify Eq.(2) to compute M [u;A, f1 · · · fd], the number of assignments
to the subtree u, under partial assignment A, such that Fi = fi,∀i ∈ [1, d]. Such
a classified DP algorithm could use explicit convolution products, along with a
suitable backtrack to ensure prescribed values for the features, as done in the context
of context free languages [5]. This would increase the time complexity to O(n1+2d ·
2w

′+1 +m · n1+d · t), w′ being the width of a tree decomposition for G′, a version of
G augmented with hyperedges for the set of positions used by atomic functions φ.

Alternatively, we used multidimensional Boltzmann sampling [2], a tech-
nique that relaxes the constraint, induces a suitable distribution and performs a
rejection step to target specific feature values. The algorithm first extends (2) to
induce a Boltzmann-Gibbs distribution over the feature values, parametrized by

weights w1, . . . , wd, such that P(S;w1, . . . , wd) ∝
∏

`w
F`(S)
` . The complexity of sam-

pling in this distribution remains mainly the same as the one of Eq. (2) although
being based on G′, leading to an increased tree width w′. Note that this distribu-
tion is uniform within the set of sequences having a given vector of feature values.
Rejecting all sequences with wrong feature values thus yields an exact algorithm
for our problem. Since typically, induced distributions are concentrated, often
Gaussian with square-root deviations in Θ(

√
n), the success rate can be optimized

by shifting the sample means to the targeted objectives. For this purpose, one can
perform learning by iterative updates of the weights or apply more advanced strate-
gies. For example DFT allows to compute M [r;∅, f?1 , · · · , f?d ] in time O(dn log n),
which can even test the existence of a solution. Finally, by tolerating a positive
target deviation ε > 1/

√
n, one expects only a constant number of rejections per

sample; even with zero tolerance, this number goes up to (only) Θ(nd/2).

Constraining sequence motifs. Forbidding a set of subwords W of length ≤ k could
be achieved by adding k-ary constraints for each k successive sequence positions to
the binary complementarity constraints to the objective (1), potentially increasing
the tree width. Alternatively, we could adapt a strategy based on building an
Aho-Corasick automaton [1] for the sequences, which can be transformed into a
deterministic finite automaton (DFA)M for the language W, as done for the single
target design [14]. Instead of considering assignments to nucleotides in Σ, we now
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consider assignments to Q × Σ, where Q are the states M. We then restrict the
value of any pair of consecutive positions to valid transitions of M and forbid the
acceptance states of M in the assignments (at each position). This modification
results in a complexity of O(n ·m · (|Σ| · |Q|)w′′+1), where w′′ is the tree width taking
the additional dependencies (between successive positions) into account. Again, as
previously done [14], a similar strategy would let us enforce subwords at arbitrary
positions.

Open Questions Various questions remain open, among them: the detailed com-
plexity of generation, the convergence to the concentrated distribution and sufficient
conditions, and how to (better) ensure uniformity within a range of values? More-
over: is there a maximum tree width w of bi- or k-secondary structures? How does
w change due to adding a Hamiltonian path? Finally, how to include negative design
aspects? How is w affected by typical negative design constraints (e.g. forbidding
all small stable off-target hairpins)?
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