N
N

N

HAL

open science

Adaptive Kalman Filter for Actuator Fault Diagnosis

Qinghua Zhang

» To cite this version:

Qinghua Zhang. Adaptive Kalman Filter for Actuator Fault Diagnosis. Automatica, 2018, 93, pp.333-
342. 10.1016/j.automatica.2018.03.075 . hal-01909657

HAL Id: hal-01909657
https://inria.hal.science/hal-01909657
Submitted on 31 Oct 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/hal-01909657
https://hal.archives-ouvertes.fr

Adaptive Kalman Filter for Actuator Fault Diagnosis

Qinghua Zhang *

A Inria, IFSTTAR, Université de Rennes, Campus de Beaulieu, 35042 Rennes Cedex, France
Email: qginghua.zhang@inria.fr

Abstract

An adaptive Kalman filter is proposed in this paper for actuator fault diagnosis in discrete time stochastic time varying systems.
By modeling actuator faults as parameter changes, fault diagnosis is performed through joint state-parameter estimation in the
considered stochastic framework. Under the classical uniform complete observability-controllability conditions and a persistent
excitation condition, the exponential stability of the proposed adaptive Kalman filter is rigorously analyzed. In addition to the
minimum variance property of the combined state and parameter estimation errors, it is shown that the parameter estimation
within the proposed adaptive Kalman filter is equivalent to the recursive least squares algorithm formulated for a fictive
regression problem. Numerical examples are presented to illustrate the performance of the proposed algorithm.
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1 Introduction

In order to improve the performance and the reliabil-
ity of industrial systems, and to satisfy safety and envi-
ronmental requirements, researches and developments in
the field of fault detection and isolation (FDI) have been
continuously progressing during the last decades [13].
Model-based FDI have been mostly studied for linear
time invariant (LTI) systems [11, 6, 22, 14, 8], whereas
nonlinear systems have been studied to a lesser extent
and limited to some particular classes of systems [7,
27, 3]. This paper is focused on actuator fault diagno-
sis for linear time-varying (LTV) systems, including the
particular case of linear parameter varying (LPV) sys-
tems. The problem of fault diagnosis for a large class of
nonlinear systems can be addressed through LTV /LPV
reformulation and approximations [19, 25]. It is thus
an important advance in FDI by moving from LTI to
LTV/LPV systems.

In this paper, actuator faults are modeled as parameter
changes, and their diagnosis is achieved through joint
estimation of states and parameters of the considered
LTV/LPV systems. Usually the problem of joint state-
parameter estimation is solved by recursive algorithms
known as adaptive observers, which are most often stud-
ied in deterministic frameworks for continuous time sys-
tems [20, 28, 4, 9, 17, 26, 10, 1]. Discrete time systems
have been considered in [12, 23, 24], also in determin-
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istic frameworks. In order to take into account random
uncertainties with a numerically efficient algorithm, this
paper considers stochastic systems in discrete time, with
an adaptive Kalman filter, which is structurally inspired
by adaptive observers [28, 12], but with well-established
stochastic properties.

The main contribution of this paper is an adaptive
Kalman filter for discrete time LTV /LPV system joint
state-parameter estimation in a stochastic framework,
with rigorously proved stability and minimum variance
properties. Its behavior regarding parameter estimation,
directly related to actuator fault diagnosis, is well an-
alyzed through its relationship with the recursive least
squares (RLS) algorithm.

The recent paper [24] addresses the same joint state-
parameter estimation, but in a deterministic framework,
ignoring random uncertainties. The adaptive observer
designed by these authors consists of two interconnected
Kalman-like observers, as a natural choice in the consid-
ered deterministic framework. In contrast, the adaptive
Kalman filter proposed in the present paper involves two
interconnected parts, one based on the classical Kalman
filter for state estimation, and the other on the RLS al-
gorithm for parameter estimation, resulting from an op-
timal design in the considered stochastic framework.

Different adaptive Kalman filters have been studied in
the literature for state estimation based on inaccurate
state-space models. Most of these algorithms address the
problem of unknown (or partly known) state noise co-
variance matrix or output noise covariance matrix [21, 5],
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whereas the case of incorrect state dynamics model is
treated as incorrect state covariance matrix. In contrast,
in the present paper, the new adaptive Kalman filter is
designed for actuator fault diagnosis, by jointly estimat-
ing states and parameter changes caused by actuator
faults.

The adaptive Kalman filter presented in this paper has
also been motivated by hybrid system fault diagnosis. In
[29] an Adaptive Interacting Multiple Model (AdIMM)
estimator has been designed for hybrid system actua-
tor fault diagnosis based on the adaptive Kalman filter
and the classical IMM estimator, but without theoret-
ical analysis of the adaptive Kalman filter. The results
of the present paper fill this missing analysis. Actuator
fault diagnosis has also been addressed in [31] with sta-
tistical tests in a two-stage solution, which is not suit-
able for an incorporation in the AdIMM estimator for
hybrid systems.

Preliminary results of this study have been presented in
the conference paper [30]. The present manuscript con-
tains enriched details, notably the new result in Section 6
about the equivalence between the parameter estimation
within the proposed adaptive Kalman filter and the clas-
sical RLS algorithm formulated for a fictive regression
problem. More numerical examples are also presented to
better illustrate the proposed algorithm.

This paper is organized as follows. The considered prob-
lem is formulated in Section 2. The propose adaptive
Kalman filter algorithm is presented in Section 3. The
stability of the algorithm is analyzed in Section 4. The
minimum variance property of the algorithm is analyzed
in Section 5. The relationship with the RLS algorithm
is presented in Section 6. Numerical examples are pre-
sented in Section 7. Concluding remarks are made in
Section 8.

2 Problem statement

The discrete time LTV system subject to actuator faults
considered in this paper is generally in the form of !

z(k) = A(k)z(k—1) + B(k)u(k) + ®(k)0 + w(k) (1a)
y(k) = C(k)x(k) + v(k), (1b)
where kK = 0,1,2,... is the discrete time instant index,

z(k) € R™ is the state, u(k) € R the input, y(k) € R™
the output, A(k), B(k),C(k) are time-varying matrices
of appropriate sizes characterizing the nominal state-
space model, w(k) € R™ v(k) € R™ are mutually in-
dependent centered white Gaussian noises of covariance
matrices Q(k) € R"*™ and R(k) € R™*™, and the term

L There exists a “forward” variant form of the state-space
model, typically with z(k+1) = A(k)z(k)+B(k)u(k)+w(k).
While this difference is important for control problems, it is
not essential for estimation problems, like the one considered
in this paper. The form chosen in this paper corresponds to
the convention that data are collected at k = 1,2,3,... and
the initial state refers to z(0).

® (k)0 represents actuator faults with a known matrix
sequence ®(k) € R™*P and a constant (or piecewise con-
stant with rare jumps) parameter vector 6 € RP.

A typical example of actuator faults represented by the
term ®(k)0 is actuator gain losses. When affected by
such faults, the nominal control term B(k)u(k) becomes

B(k) (I — diag(0))u(k) = B(k)u(k) — B(k)diag(u(k))0

where I is the [ x [ identity matrix, the diagonal matrix
diag(#) contains gain loss coefficients within the interval
[0,1], and ®(k) € R"*! (p=I) is, in this particular case,

D(k) = —B(k)diag(u(k)). (2)

Though the theoretic analyses in this paper assume a
constant parameter vector #, numerical examples in Sec-
tion 7 show that rare jumps of the parameter vector
(rare occurrences of actuator faults) are well tolerated
by the proposed adaptive Kalman filter, at the price of
transient errors after each jump.

The problem of actuator fault diagnosis considered in
this paper is to characterize actuator parameter changes
from the input-output data sequences u(k), y(k), and the
matrices A(k), B(k),C(k), Q(k), R(k), (k).

This characterization of actuator parameter changes will
be based on a joint estimation algorithm of states and pa-
rameters. In the fault diagnosis literature, diagnosis pro-
cedures typically include residual generation and resid-
ual evaluation [2]. In this paper, the difference between
the nominal value of the parameter vector ¢ and its re-
cursively computed estimate can be viewed as a resid-
ual vector, and its evaluation can be simply based on
some thresholds or on more sophisticated decision mech-
anisms. In this sense, this paper is focused on residual
generation only.

An apparently straightforward solution for the joint es-
timation of z(k) and 6 is to apply the Kalman filter to
the augmented system

lx(k) _[Aw) @(k)] w(k-1)] , [BR)] B+ w(k)]
o(k) 0 I, ||6(k-1) 0 0
N e®)|
y(k) = [C(k) 0] l&(k) + (k).

However, to ensure the stability of the Kalman filter, this
augmented system should be uniformly completely ob-
servable and uniformly completely controllable regard-
ing the state noise [16, 15]. Notice that, even in the case
of time invariant matrices A and C, the augmented sys-
tem is time varying because of ®(k), which is typically
time varying. The uniform complete observability of an
LTV system is defined as the uniform positive definite-
ness of its observability Gramian [16, 15]. In practice, it



is not natural to directly assume properties (observabil-
ity and controllability) of the augmented system (a more
exaggerated way would be directly assuming the stabil-
ity of its Kalman filter, or anything else that should be
proved!).

In contrast, in the present paper, the classical uniform
complete observability and uniform complete controlla-
bility are assumed for the original system (1), in terms
of the Gramian matrices defined for the [A(k), C'(k)] pair
and the [A(k), Q2 (k)] pair. These conditions, together
with a persistent excitation condition (see Assumption 3
formulated later), ensure the stability of the adaptive
Kalman filter presented in this paper.

3 The adaptive Kalman filter

In the adaptive Kalman filter, the state estimate
#(k|k) € R™ and the parameter estimate (k) € R are
recursively updated at every time instant k. This algo-
rithm involves also a few other recursively updated aux-
iliary variables: P(k|k) € R™*™ Y(k) € R"*P S(k) €
RPXP and a forgetting factor A € (0,1).

At the initial time instant k£ = 0, the initial state x(0) is
assumed to be a Gaussian random vector

1‘(0) NN(xo,P()) (3)

Let 6y € RP be the initial guess of 8, A € (0, 1) be a cho-
sen forgetting factor, and w be a chosen positive value for
initializing S(k), then the adaptive Kalman filter con-
sists of the initialization step and the recursion steps de-
scribed below. Each part of this algorithm separated by
horizontal lines will be commented after the algorithm
description.

Initialization

P(O[0)=P, T(0)=0 S(0) =wl, (4a)
6(0) = 6, £(0[0) = z (4b)

Recursions for £k =1,2,3,...

P(klk—1) = A(k)P(k—1|k—1)AT (k) + Q(k)  (5a)
Y(k) = C(k)P(k|k — 1)CT (k) + R(k) (5b)
K(k) = P(k|lk — 1)CT (k)21 (k) (5¢)

P(klk) = [I, — K(k)C(k)|P(k|k — 1) (5d)

+ [In — K(k)C (k)] (k) (5e)

Q(k) = Ck)A(K)Y (k—1) + C(k)D(k) (5)

A(k) = AZ(k) + Q(k)S(k—1)Q" (k)] (58)

(k) = S(k—1)QT (k)A(k) (5h)
S(k) = %S(k‘—l)

%S(k DOT(WAR)QR)S(E-1)  (51)

+ B(k)u(k) + <I>(k)9(k 1)] (5))
0(k) = 0(k—1) +T(k)j(k) (5k)
&(k|k) = A(k)&(k—1k—1) + B(k)u(k)
+ ®(k)0(k—1) + K (k)j(k)
+ Y (k)[O(k) — 6(k—1)]. (51)

Recursions (5a)-(5d) compute the covariance matrix
P(klk) € R™™ of the state estimate, the innova-
tion covariance matrix (k) € R™*™ and the state
estimation gain matrix K(k) € R™ ™. These for-
mulas are identical to those of the classical Kalman
filter. Inspired by the recursive least square (RLS)
estimator with an exponential forgetting factor, recur-
sions (5e)-(bi) compute the parameter estimate gain
matrix I'(k) € RP*™ through the auxiliary variables
T (k) € R™*P Q(k) € R™*P S(k) € RP*P. The relation-
ship with the RLS estimator will be formally analyzed
in Section 6. Equation (5j) computes the innovation
g(k) € R™. Finally, recursions (5k)-(51) compute the
parameter estimate and the state estimate.

Part of equation (51), namely,
Z(klk) ~ A(k)z(k—1|k—1) + B(k)u(k) + K(k)g(k)

can be easily recognized as part of the classical Kalman
filter, with the traditional prediction step and update
step combined into a single step. The term ®(k)A(k—1)
corresponds to the actuator fault term ®(k)6 in (1la),
with ¢ replaced by its estimate O(k—1). The extra term
T(k)[A(k) — 6(k—1)] is for the purpose of compensating
the error caused by 0(k—1) # 6. This term is essential
for the analysis of the properties of the adaptive Kalman
filter in the following sections. It has also been intro-
duced in the deterministic adaptive observer in [12], and
its continuous time counterpart in [28].



4 Stability of the adaptive Kalman filter

The main purpose of this section is to prove that the
mathematical expectations of the state and parameter es-
timation errors tend exponentially to zero when k — co.
In other words, the deterministic part of the error dy-
namics system is exponentially stable.

Another purpose of this section is to prove that the
recursively computed matrices P(k|k), Y (k),S(k) are
all bounded, so are the state and parameter estimation
gain matrices K (k) and I'(k).

Assumption 1 The matrices A(k), B(k),C(k), ®(k),
Q(k), R(k) and the input u(k) are upper bounded, Q(k)
is symmetric positive semidefinite, and R(k) is symmet-
ric positive-definite with a strictly positive lower bound,
forallk > 0. O

For controlled systems, boundedness is usually ensured
by controllers, in particular the input can be saturated or
constrained, like in the case of Model Predictive Control
(MPC).

Assumption 2 The [A(k),C(k)] pair is uniformly
completely observable, and the [A(k), Q2 (k)] pair is uni-
formly completely controllable, in the sense of the uni-

form positive definiteness of the corresponding Gramian
matrices. [16, 15]. O

As the lack of observability and/or controllability cor-
responds to non-minimal state space models, it can be
avoided by using minimal state space models.

Assumption 3 The signals contained in the matrix
O (k) are persistently exciting in the sense that there exit
an integer h > 0 and a real constant a > 0 such that,
for all integer k > 0, the matrix sequence Q(k) driven by
O (k) through the linear system (5e)-(5f), satisfies

h—1
SO (k+ )27 (k+5)Qk +5) > al,.  (6)
s=0

O

The generation of Q(k) through (5e)-(5f) can be viewed
as a linear filter in state-space form, filtering the sig-
nals contained in the matrix ®(k). When the vector 6
has no more than components than output sensors, i.e.,
p < m, the matrix Q(k) € R™*P has no more columns
than rows, then each term in the sum of (6) is typically
of full rank. When p > m, Assumption 3 means that the
signals contained in ® (k) must vary sufficiently over the
time. In the case of time invariant systems (with con-
stant matrices A, C, K), like the classical persistent exci-
tation conditions for system identification or parameter
estimation [18], Assumption 3 implies a sufficient num-
ber of frequency components in the signals contained in
D(k).

Proposition 1 The matrices P(k|k), Y (k),2(k), K (k),
Q(k) all have a finite upper bound, and (k) has a strictly
positive lower bound. O

Proof. The proof based on classical results is quite

straightforward. The recursive computations (5a)-(5d)
for ¥(k), K(k), P(k|k) are identical to the correspond-
ing part in the classical Kalman filter, hence like in
the classical Kalman filter theory [16, 15], the bound-
edness of P(k|k) is ensured by the complete uniform
observability of the [A(k), C(k)] pair and the complete
uniform controllability of the [A(k), Q2 (k)] pair stated
in Assumption 2. As simple corollaries of this result
and Assumption 1, the matrices ¥ (k) and K (k) are also
bounded.

Equation (5b) implies (k) > R(k). The covariance ma-
trix R(k) is assumed to have a strictly positive lower
bound, that is also a lower bound of X(k).

Again under the complete uniform observability and
the complete uniform controllability conditions, the ho-
mogenous part of the Kalman filter, corresponding to
the homogenous system

((k) = [In — K(K)C(R)]A(F)¢(k—1), (7)

is exponentially stable [16, 15]. This result implies that
T (k) driven by bounded ®(k) through (5e) is bounded.
It is then follows from (5f) that (k) is also bounded. O
Notice that S(k) was missing in Proposition 1. It is the
object of the following proposition.

Proposition 2 The matriz S(k) recursively computed
through (51) has a finite upper bound and a strictly posi-
tive lower bound for all k > 0. O

Proof. In order to show the upper and lower bounds of
S(k), let us first study another recursively defined matrix
sequence

M(0)=S"10)=w'I,>0 (8)
MM (k—1) + QT ()21 (k)Q(k).  (9)

=
Il

It will be shown later that S(k) = M ~*(k), but for the
moment this relationship is not used.

According to Proposition 1, Q(k) is upper bounded
and X(k) has a strictly positive lower bound, hence
QT (k)2 ~1(k)Q(k) is upper bounded. Then M (k) recur-
sively generated from (9) with A € (0, 1) is also upper
bounded. The lower bound of M (k) is investigated in
the following.

Repeating the recursion of M (k) in (9) yields

k—1
M(k) = AM©0)+ Y N (k- )5 (k — )k — 5)
j=0

For 0 < k < h, M(k) > A"M(0).
For k > h, let [k/h] denote the largest integer smaller
than or equal to k/h, and break the sum Zf;& into sub-



sums of h terms, then

[k/h] (i—1)h+(h—1)

ZZ

=(i—1)h+0
[k/h] (l 1)h+(h-1)

>Z)\mlz

j=(i—1)h+0

NOT(k — )7k — j)Q(k — §)

QT (k=57 (k= )k — j)

(k/h]

> Z )\ihfla]'p
i=1

where the last inequality is based on Assumption 3 (per-
sistent excitation). The geometric sequence sum in this
last result can be explicitly computed, so that

h=1(1 _ hlk/h]
M(/{)Z a 1(7)\2\ >Ip2a>\h_1lp-

Therefore, M (k) has a strictly positive lower bound for
either 0 < k < hork > h.

Now take the matrix inverse of both sides of equation (9),
and apply the matrix inversion formula

(A+VvIBY) = A AWV (B v ATty Tty ATt

with A = AM(k—1), B=%"1(k) and V = Q(k), then

M= k) =—M"'(k-1) - <

+Qk)M~

“Hk—=1)QT (k) [AE(k)

Hk=1)Q7 (k)] Q) M (k1)

This recursion in M ~!(k) coincides exactly with that
of S(k) as formulated in (5i). Moreover, as defined in
(8), M(0) = S~%(0), hence M~*(k) = S(k) for all k =
0,1,2,....It then follows from the already proved upper

and lower bounds of M (k) that S(k) has also a finite
upper bound and a strictly positive lower bound. O

Define the state and parameter estimation errors

lI>

Z(k|k)
(k)

z(k) —
0—0(k

lI>

(k|k)
)

The main result of this section is stated in the following
proposition.

Proposition 3 The mathematical expectations Ez(k|k)
and Eé(k) tend to zero exponentially when k — oo. O

In other words, the state and parameter estimates of
the adaptive Kalman filter converge respectively to the
true state xz(x) and to the true parameter 6 in mean.
It also means that the deterministic part of the error
dynamic system, ignoring the random noise terms, is
exponentially stable.

Proof. Tt is straightforward to compute from (1), (5j)
and (51) that

Z(k|k) = A(k)Z(k—1k—1) + ®(k)0(k—1) 4+ w(k)
K(k)j(k) = T(k)[0(k) — 0(k—1)]

[I ~ K(K)C(R)[A(K)Z(k—1]k—1) + ®(k)0(k—1)]
(

T(k )[9 k) = 6(k—1)]
[ K(k)C(k)|w(k) — K(k)v(k),

and from (5j) and (5k) that
O(k) = 0(k—1) — T(k)j(k) (12)
= 0(k—1) — T(k)C(k)[A(k)E(k—1|k—1) + ®(k)f(k—1)]

—T(k)C(k)w(k) — T(k)v(k) (13)
Like in [28], define

E(k) £ E(k|k) = T(k)b(k). (14)

Simple substitutions lead to

K(k)C(R)[A(K)E(k—1]k—1) + D(k)8(k—1)]

()[ (k) — O(k—1)]
K(k)C(F)]w(k) -

Y(k)B(k).

§(k) —[

[ K (k)v(k)

In this last result, according to (14), replace Z(k—1|k—1)
with

F(k—1k—1) = £(k—1) + T(k—1)0(k—1),  (15)

then

The content of the curly braces {---
T (k) satisfies (5e). Then

(k) = [In — K(K)O (k)| A(k)E(k—1)
+ [l = K(K)C(R)]w(k) — K (k)v(k).

} is zero, because

(16)

The noises w(k) and v(k) are assumed to have zero mean
values (centered noises), then

E¢(k) =

Like (7), this recurrent equation is exponentially stable,
hence E&(k) — 0 for any initial value E€(0). In fact,

[In = K(F)C () A(K)ES(E—1).



starting from

E¢(0) = EZ(0) — Y(0)EA(0) = 0,

it is recursively shown that EE(k) = 0 for all k > 0.
In (13) replace Z(k—1|k—1) with (15), then

where Q(k) is as defined in (5f), and

e(k) 2 C(k)Ak)E(k—1) + C(k)w(k) +v(k). (18)
It was already shown E£(k) = 0 for all k£ > 0, therefore
Ee(k) = 0.

Take the mathematical expectation at both sides of (17)
and denote

(k) 2 Ed(k), (19)
then

(k) = [I, — T(k)Q(K)] 0(k—1). (20)

Before analyzing the convergence of g(k) governed by
(20), let us combine the two equations (5h) and (5i) into

I, —T'(k)QE)]S(k—1). (21)
Accordingly, M (k) = S~1(k) satisfies 2
M(k) =AM (k—1)[I, — T(k)Q(k)]~*. (22)

Let us define the Lyapunov function candidate

ViR 2 (3() MEIR), (23)

it then follows from (20) and (22) that

T =
Vk) = (O(k:—l)) 1, — D(k)Q(k)] T AM (k—1)0(k—1)

—\ (0(/4571))T M(k—1)8(k—1)

—_ T =
)\ (G(k—l)) QT (TT(RM(k—1)0(k—1).  (24)

2 According to Proposition 2, S(k) is positive definite for all
k > 0, hence (21) implies that the matrix [I, — I'(k)Q2(k)] is
invertible.

By recalling (5h), (5g) and M(k—1) = S~Y(k—1), it
yields

(k) £ QT ()T (k)M (k1) (25)
= QT (k)A(K)QUE) (26)
= QT (k) [AZ(k) + Qk)S(k—1)Q" (k)] k), (27

which is a symmetric positive semidefinite matrix. Then
(24) becomes

V(k) = AV(E—1) — A (5(k71)>T =(k)0(k—1)
<AV (k—1), (28)

= T =
implying that V (k) = (Q(k)) M (k)0(k) converges to

zero exponentially. It is already shown that M (k) is lower
and upper bounded, with a strictly positive lower bound,

E0(k) = 0(k) then converges to zero exponentially.
Finally, it follows from (14) that

Ei(k|k) = BE(k) + Y(k)EO(K) = T(k)EO(K),  (29)

it is then concluded that the mathematical expectations

Ei(k|k) and EO(k) tend to zero exponentially when k —
Q. O

In addition to the already established fact that Ee(k) =
0, the following lemma characterizes more completely
the properties of the error sequence e(k) defined in (18).
This lemma will be useful in Section 6.

Lemma 1 The sequence e(k) € R™ defined in (18) is
identical to the innovation sequence (k) of the standard
Kalman filter applied to the fault-free (corresponding to
0 =0) system (1), which is a white Gaussian noise with
its covariance matriz X(k) as computed in (5b). O

The proof of this lemma is non trivial. It is presented in
Appendix A in order not to shade the main results of
this paper.

5 Minimum covariance of combined estimation
errors

The following result is a generalization of the minimum
variance property of the classical Kalman filter.
Proposition 4 In the adaptive Kalman filter (5), re-
lax the Kalman gain K (k) computed through the recur-
rent equations (5a)-(5d) to any matriz sequence L(k) €
R™*™_ Consider the combined state and parameter esti-
mation error (k) = Z(klk) — Y(k)8(k). Its covariance
matriz depending on the gain sequence L(k) and denoted
by cov[¢(k)|L] reaches its minimum when L(k) = K(k),
in the sense of the positive definiteness of the difference
matric:

cov[§(k)[L] — cov[E(k)|K] > 0 (30)



for any L(k) € R™>*™. O

This result means that v cov[¢(k)|L]v > vTcov[f(lc) |Kv

for any vector v € R™. In fact, the term Y(k)0(k) is
the part of the state estimation error Z(k|k) due to the
parameter estimation error 6(k) (this part would be
zero if the parameter estimate (k) was replaced by the
true parameter value 6, and then the adaptive Kalman
filter (5) would be reduced to the standard Kalman fil-
ter). Therefore, the meaning of this proposition is that
the remaining part of the state estimation error reaches
its minimum variance if the Kalman gain K (k) is used.
Proof.

Following (16) where K (k) is replaced by L(k), and
noticing that £(k—1),w(k) and v(k) are pairwise inde-
pendent, compute the covariance matrix of £(k):

cov[¢(k)|L] = E[¢(k)ET ()]
=[I, — L(k )C(k)]A(k:)cov[ (k—1)|L]

- AT(k)[L, — L(k)C (k)"
+ [In — L(k )C(k)]Q(k)[I — L(k)C(K)]"
+ L(k)R(K)LT (k) (31)

For shorter notations, let us denote
(k) & A(k)cov[E(k—1)[LIAT (k) + Q(k),  (32)

which is independent of L(k) (of course, II(k) depends
on L(k—1)). Then

cov[g (k)| L] = [In — L(k)C ()KL, — L(k)C (k)]
+ L(k)R(k) L™ (k). (33)
Define also
H(k) 2 C(B)I(k)CT (k) + R(k). (34)
Because C(k)II(k)CT (k) > 0 and R(k) > 0 (R(k) is a
positive definite matrix, see Assumption 1), H (k) is also
positive definite, and thus invertible.
Rearrange (33) as
cov[g (k)| L] = [L(k) — LI(k)CT (k) H " (k)| H (k)
(LK) = T(K)CT (k) H (k)] + (k)
—(k)CT (k)H " (k)C (k)TI(). (35)

The equivalence between (33) and (35) can be shown by
first developing (35) and then by incorporating (34).

The matrix H (k) is positive definite, hence the first term
in (35) (a symmetric matrix product) is positive semidef-
inite, that is,
[L(k) = TL(k)CT (k) H " (k)] H (k)
-[L(k) = TI(k)CT (k) H (k)T > 0.

When L(k) is chosen such that this inequality becomes
equality, i.e., the first term of (35) is zero, cov[{(k)]
reaches its minimum, since the other terms in (35) are
independent of L(k). This optimal choice of L(k), de-
noted by L. (k), is

L. (k) 2 TI(R)CT (k) H (k). (36)

It remains to show that L, (k) is identical to the Kalman
gain K (k) in order to complete the proof.

Rewrite (33) while incorporating (34):

cov[£(k)|L] = T(k) — L(k)C(k)TI(k) — TI(k)CT (k) LT (k)
+ L(k)H(E)LT (k). (37)
In the particular case L(k) = L.(k) = I(k)CT (k)H ' (k),

cov[é(k)|L.] = TI(k) — 21(k)CT (k
I(k)CT (k) H " (k) H (k)[TT(k

= II(k) — II(K)CT (k)H " (k)C (k)TI(K) (

= [I, — L.(k)C(k)|IL(k) (39)

Assemble (32), (34), (36) and (39) together, for L = L.,

(k) = A(k)cov[é(k—1)| L. AT (k) + Q(k)

(40a)

H(k) = C(K)II(K)CT (k) + R(k) (40Db)
L.(k) =(k)CT (k)H (k) (40c)
cov([§(k)| L] = [In — L. (k)C(K)]TI(K). (40d)

These equations allow recursive computation of
cov[¢(k)|L.] and the other involved matrices. It turns
out that these recursive computations are exactly the
same as those in (5a)-(5d), with TI(k), H(k), L.(k)
and cov[{(k)|L.] corresponding respectively to P(k|k —
1), %(k), K(k) and P(k|k).
It remains to show that these two recursive computa-
tions have the same initial condition, i.e. cov[£(0)|L] =
P(0]0), in order to conclude L. (k) = K (k) for all k£ > 0.

Because YT(0) = 0 as specified in (4a), and according to
the definition of £(k) in (14),

£(0) = #(0/0) — Y(0)4(0) = 2(0]0), (41)
hence

cov[€(0)|L.] = cov[£(0|0)] = P(0]0). (42)
Therefore, L.(k) = K(k) for all k > 0.

It is then established that the covariance matrix
cov[¢(k)|L] reaches its minimum when L(k) = K (k). O



6 Equivalence to recursive least squares param-
eter estimator

The following proposition states that the parameter es-
timation within the adaptive Kalman filter is equivalent
to the classical recursive least squares (RLS) estimation
formulated for a fictive regression problem.

Proposition 5 Consider the linear regression
z(k) = Q(k)0 + (k) (43)

where

o the matriz of regressors Q(k) € R™*P is as defined in
(51),

e the regression parameter vector 6 € RP is equal to the
vector 0 appearing in the term ® (k)6 of system (1),

o the error term (k) € R™ is equal to the innovation
sequence of the standard Kalman filter applied to the
fault-free (0 = 0) system (1), which is a white Gaus-
sian noise with its covariance matriz X(k) as computed
in (5b).

Then the RLS estimate éRLS(k) for the linear regres-

sion (43) is identical to the parameter estimate O(k) com-

puted in (5k), i.e., Ogps(k) = 0(k) for allk > 0, provided
the two algorithms are appropriately initialized and use

the same forgetting factor \. O

Proof. The classical RLS estimator (see, e.g., [18]) ap-
plied to the linear regression (43) is

A(k) = PD2(k) + Q(k)S(k—1)QT (k)] ! (44a)
I'(k) = S(k—1)QT (k)A(k) (44b)
S(k) = %5(1@—1)

—ES(k—l)QT(k)A(k)Q(k)S(k—1) (44c)

A
Oris(k) = Orrs(k—1)
+ (k) [2(k) — Q(k)Orps (k—1)] (44d)

with the initial values Orps(0) = 6y and S(0) = wlp,
chosen as those appearing in (4a) and (4b).

Because Q(k), ¥ (k) and A are the same as those appear-
ing in (5), so are A(k),S(k) and T'(k) computed with
identical formulas (the initial value S(0) = wlI, is also
assumed identical in the two algorithms).

Define
Oris(k) 2 0 — Orps(k), (45)
then (44d) leads to

OrLs(k) = Oris(k—1) — T(k)[2(k) — Q(k)0rLs (k—1)]

Substitute z(k) with (43), then

Oris(k) = OrLs(k—1) — D(E)[Q(k)0rLs(k—1) + (k)]
= I, — T(k)Q(k)]Orps (k—1) — T'(k)e (k).

On the other hand, for the adaptive Kalman filter, the
parameter estimate error 6(k) was defined in (11), and it
was shown that 6 (k) satisfies the recurrent equation (17),
which is similar to (46) satisfied by frps (k). According to
Lemma 1 formulated at the end of Section 4, e(k) = (k)

for all £ > 0, hence indeed the two recurrent equations
(17) and (46) are identical.

Moreover, for the initialization of the two algorithms
it has been chosen that 6(0) = Orrs(0) = 6o, hence
0(0) = Orrs(0). Therefore, (k) = Orrs(k) for all & > 0.
As O(k) = 0— (k) and Ogps(k) = 0 — Ors(k), it is then
concluded that (k) = Orps(k) for all & > 0. O

This result allows to well understand the role played by
the forgetting factor A. Like in the classical RLS algo-
rithm, it controls how fast past observations are forgot-
ten. As illustrated by the second numerical example in
the following section, the smaller )\ is, the faster past
observations are forgotten, and the faster the transient
behavior of the algorithm is, but the more sensitive the
result is to noises.

7 Numerical examples

Randomly generated examples are first presented to il-
lustrate the statistical properties of the proposed adap-
tive Kalman filter, before a more concrete example.

7.1 Randomly generated examples

Consider a piecewise constant system randomly switch-
ing within 4 third order (n = 3) state-space models with
one input (I = 1) and 2 outputs (m = 2). Each of the 4
state-space models is randomly generated with the Mat-
lab code (requiring the System Identification Toolbox):
zreal =rand(1,1)*1.2-0.6; pmodul =rand(1,1)*0.1+0.4;
pphase = rand(1,1)*2%pi; preal = rand(1,1)-0.5;
ssk = idss(zpk(zreal, [pmodul.*exp(1li*pphase)

pmodul . xexp (-1i*pphase) preal] ,rand(1,1)+0.5,1));

In the simulation for £ = 0,1,2,...,1000, the actual
model at each instant k£ randomly switches among the 4
randomly generated state-space models, which are kept
unchanged. The random switching sequence among the 4
state-space models is plotted in Figure 1. The input u(k)
is randomly generated with a Gaussian distribution and
the standard deviation equal to 2. The noise covariance
matrices are chosen as Q(k) = 0.113 and R(k) = 0.051
for k > 0. The matrix ®(k) is as in (2) so that € repre-
sents actuator gain loss. During the numerical simula-
tion running from k£ = 0 to k = 1000, a gain loss of 50%
at the time instant k£ = 500 is simulated, corresponding
to a jump of @ (a scalar parameter) from 0 to 0.5. The
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Fig. 1. Random switching index among 4 state-space models.
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Fig. 2. The simulated “true” parameter # and parameter
estimate 0(k) by the adaptive Kalman filter.
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Fig. 3. Histogram per instant k of the parameter estimation
error of the adaptive Kalman filter.

result of parameter estimation by the adaptive Kalman
filter is presented in Fig. 2.

The above results are based on a single numerical sim-
ulation trial. In order to statistically evaluate the per-
formance of the proposed method, 1000 simulated trials
are performed, each corresponding to a different set of
4 state-space models and to a different random realiza-
tion of the input and noises. At each time instant k, the
histogram of the parameter estimation error based on
the 1000 simulated trials is generated, and all the his-
tograms are depicted as a 3D illustration in Fig, 3. The
histograms are normalized so that they are similar to
probability density functions.

7.2 Lateral dynamics of a remotely piloted aircraft

Consider a remotely piloted aircraft as described in [6,
page 188]. Its linearized lateral dynamics discretized
with the sampling period of 0.1s is described by a state-

space equation with

[ side slip ]
roll rate
rudder
z(k) = | yaw rate |, u(k) =
aileron
bank angle
| yaw angle |
[ 0.9157 —0.0369 —3.0853 —0.9486 0 |
—0.0017 0.4264 0.2500 0.0020 0
A= 0.0342 —0.0005 0.8816 —0.0172 0 ;
—0.0002 0.0673 0.0144 1.0001 0
| 0.0018 —0.0000 0.0950 —0.0006 1.0000 |

[ 1.5686 0
—0.1751 1.2208 01000
B = 0.0204 0 , C=100010
0  —0.1432 00001

|—0.0474 0

The two actuators (rudder and aileron) are subject to
failures leading to gain losses, respectively represented
by the two components 6 and 65 of the parameter vector
. Accordingly the matrix ®(k) is expressed as in (2).

Numerical simulations are made for k = 1,2,...,1000.
At the beginning 6; = 0, = 0. At £ = 300, 6; changes
from 0 to 0.2, and at k = 600, 65 changes from 0 to 0.1.
The other simulation parameters are: the state and out-
put noise covariance matrices @ = 0.0175, R = 0.01/3,
the initial state g = 0, the covariance of the initial
state Py = I5, the initial matrix S(0) = Iz, the ini-
tial parameter estimate #(0) = 0, and the two inputs
are randomly generated. In order to illustrate the effect
of the forgetting factor A, three simulations are made
with A = 0.9,0.97 and 0.99. The results of the adaptive
Kalman filter corresponding to these different values of
A are shown in Figure 4, where the solid lines represent
the parameter estimates 6; (k) and 5 (k), and the dashed
lines indicate the true actuator gain losses of the simu-
lator. After each parameter change, the parameter esti-
mates converge after a transient depending on the for-
getting factor A\: a smaller \ leads to a faster transient
with a higher sensitivity to noises, whereas a larger A
results in a slower transient with smoother estimates.

8 Conclusion

Unlike classical adaptive Kalman filters, which have
been designed for state estimation in case of uncertain-
ties about noise covariances, the adaptive Kalman filter
proposed in this paper is for the purpose actuator fault
diagnosis, through joint state-parameter estimation. It
is applicable to LTV/LPV systems. The stability and
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Fig. 4. Simulated remotely piloted aircraft actuator fault
diagnosis with different forgetting factors, (a): A = 0.9, (b):
A =0.97, (¢): A = 0.99. Solid lines: estimates 0; (k) and 02 (k)
of actuator gain losses, dashed lines: true actuator gain losses
of the simulator.

minimum variance properties of the adaptive Kalman
filter have been rigorously analyzed. Through LTV /LPV
reformulation and approximations, this method for ac-
tuator fault diagnosis is also applicable to a large class
of nonlinear systems.

The basic structure of this algorithm is not new, because
it has been used in some variant forms in deterministic
frameworks as adaptive observers. However, to the au-
thor’s knowledge, this paper presents the first version in
a stochastic framework, with rigorously established sta-
tistical and stability properties. In particular, it is shown
that the proposed adaptive Kalman filter provides a re-
cursive estimation of actuator fault parameters equiva-
lent to the recursive least squares estimator formulated
for a fictive regression problem.

By restricting the parameter vector 6 to a finite set of
possible values, it would be possible to address the joint
state-parameter estimation problem as a hybrid system
filtering problem. Such a multi-mode formulation would
have the advantage of better dealing with frequent pa-
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rameter changes. As actuator faults are typically rare
events, the diagnosis method proposed in this paper is
a better trade-off between algorithm simplicity and effi-
ciency.

A Proof of Lemma 1

Warning on notations. In this appendix, the notations

like xz(k), Z(k|k), &(k|k —1) etc., unless otherwise spec-
ified, are about the fault-free system and its standard
Kalman filter, to be distinguished from those in the main
body of this paper about the system subject to actuator
faults and its adaptive Kalman filter.

The standard Kalman filter (as known in classical text-
books, different from the adaptive Kalman filter pre-
sented in this paper) is applied to the faull-free system,
characterized by the state space model (1) with the term
@ (k)0 being omitted. More clearly, the state equation of
the fault-free system is

(k)

A(R)z(k—1) + Bk)u(k) +w(k). (A1)

This Kalman filter is based on the same gain K (k) and
on the related matrix sequences as computed in (5a)-
(5d) within the adaptive Kalman filter (5).

State estimation is usually expressed in two steps,
namely prediction and update, as

&(klk—1) = A(k)z(k—1|k—1) + B(k)u(k) (A.2a)
2(k|k) = &(klk — 1) + K(k)e(k) (A.2b)

where the innovation (k) is defined as
e(k) £ y(k) — C(k)2(k|k — 1). (A.3)

It is known from the classical Kalman filter theory that
this innovation sequence is a white Gaussian noise with
its covariance matrix equal to X(k) as computed in (5b),
if the Kalman gain K (k) and the related matrix se-
quences are computed as in (5a)-(5d) from the system
matrix A(k) and the noise covariance matrices Q (k) and

R(k).

Eliminating &(k|k) from the recursions (A.2) yields

#(klk —1) = A(k)i(k — 1|k — 2) + A(k)K (k—1)e(k—1)
+ B(k)u(k) (A4)

Subtract this equation from the corresponding sides of
equation (A.1), then

z(klk—1) = A(k)z(k — 1|k — 2) — A(k)K (k—1)e(k—1)
+ w(k), (A.5)

where

F(klk — 1) 2 2 (k) — 2(k|k — 1). (A.6)



Substitute y(k) with (1b) in (A.3), yielding

e(k) =C(k)z(k|lk —1) +v(k), (A.7)
and insert this result in (A.5), then
Z(klk—1) = Ak)[I, - K(k—1)K(k—1)C(k-1)]
“Z(k =1k —2) — AK)K(E—1)v(k—1) + w(k),
(A.8)

The two equations (A.7) and (A.8) charaterize the stan-
dard Kalman innovation (k) driven by the two noises
w(k) and v(k). This characterization of (k) is still far
from the definition of e(k) in (18).

Plug (A.8) into (A.7), then

(k) = C(k){A(K)[I,, — K(k—1)K(k—1)C(k—1)]
&k =1k —2) — A(k)K (k—1)v(k—1)
+w(k)} + v(k)

= C(k)A(k){[I, - K(k—1)K(k—1)C(k—1)]
(k= 1|k —2) = K(k—1)v(k—1)}

+ C(k)yw(k) + v(k). (A.9)
Denote
F(k|k) 2 x(k) — & (klk). (A.10)
Subtract z(k) from both sides of (A.2b), then
—i(klk) = —i(klk — 1) + K(k)e (k). (A.11)

Inverse the signs of the two sides of this equality, and
replace (k) with (A.7), then

#(klk) = (I, — K(k)C(k))E(klk — 1) — K(k)o(k).
(A.12)

Replacing k by k—1 yields

F(k—1lk—1) = [I, — K(k—1)C(k—1)]3(k — 1|k — 2)
~K(k—1o(k—1). (A.13)

This result allows to continue (A.9) as

e(k) = C(k)A(R)E(k—1]k—1) + C(k)yw(k) + v(k).
(A.14)

This expression of (k) is similar to that of e(k) in (18).
It remains to show that z(k|k) = £(k) for all K > 0 in
order to prove that e(k) and e(k) are identical.

Subtract (A.2a) from the respective sides of (A.1), then

F(k|k —1) = A(R)E(k—1k—1) + w(k).  (A.15)
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Inserting this result into (A.12) yields

F(klk) = [I, — K(k)C ()] AMk)Z(k—1]k—1)

+ [, — K(k)C(k)w(k) — K (k)o(k). (A.16)

This recurrent equation satisfied by Z(k|k) is exactly the
same as (16) satisfied by £(k). It remains to check if their
initial values £(0) and Z(0]|0) are identical.

Because Y(0) = 0 as specified in (4a), and according to
the definition of £(k) in (14),

£(0) = £(0[0) — Y (0)8(0) = #(00). (A.17)

Recall that, in this appendix, the notations like
x(k), &(k|k) and Z(k|k—1) refer to the fault-free sys-
tem and the standard Kalman filter applied to it, so
do Z(k|k) and Z(k|k—1), except those in (A.17), which
are indeed about the system subject to actuator faults
formulated in (1) and its adaptive Kalman filter (5), be-
cause (A.17) is derived from (14), which was introduced
in the analysis of the adaptive Kalman filter. By assum-
ing the same initial state 2(0) for both system (1) and
the fault-free system, and by choosing the same initial
state estimate £(0|0) for both adaptive and standard
Kalman filters, the two initial estimation errors then
have the same value £(0]0) = x(0) — Z(0]|0). Therefore,
the two sequences £(k) and Z(k|k) generated by the
same recurrent equation (16) and (A.16) with the same
initial value are indeed equal for all k¥ > 0. This result
completes the proof that (k) = e(k) for all k& > 0, by
recalling (18) and (A.14).

In practice, only the input and output of system (1)
are available, whereas the fault-free system, formulated
for the purpose of analysis, is fictive. There is no need
to really implement the standard Kalman filter for the
fault-free system. The purpose of this lemma is to show
that the error sequence e(k) appearing in equation (17)
is a white Gaussian noise of covariance matrix 3(k), as it
is equivalent to the innovation sequence of the standard
Kalman filter.

O
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