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Vérification déductive via débogage fantôme
Résumé : Nous présentons une nouvelle approche de vérification de programmes que nous appelons
Débogage Fantôme. Cette approche apporte des gains notables lorsque la structure syntaxique du code
source du programme à vérifier ne correspond pas à la structure de son exécution, notamment lorsque cette
dernière est récursive. Nous présentons un fondement théorique de notre approche sur une variante de
jeux transfinis, qui nous permet de spécifier et prouver des propriétés fines sur les comportements infinis
des programmes. En utilisant la structure du jeu, nous montrons également que notre approche peut être
appliquée à des propriétés relationnelles comme la simulation entre les programmes. Notre approche
est formalisée par un développement dans l’outil Why3, qui nous permet de valider mécaniquement la
correction de la logique à la Hoare qui sous-tend notre approche.

Mots-clés : Vérification déductive, exécutions infinies, simulation, jeux
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4 M. Clochard, A. Paskevich, C. Marché

1 Introduction
We propose a method for deductive program verification that relies on external auxiliary programs to
make explicit the underlying algorithmic structure of the target program and supports fine-grained ver-
ification of non-terminating behaviors. Our method is based on transfer of correctness properties from
auxiliary programs to the verification target. The core of our approach, presented in Section 2, amounts
to writing an auxiliary program that controls the execution of the verification target, in a way that en-
sures the correctness transfer. To achieve this, we only need the small-step operational semantics of the
programming language. We then use a weakest precondition calculus to prove the auxiliary program.
We observe that the additional structure of the auxiliary program, notably recursive structure, can lead to
notable verification gains. Moreover, since the proof technique only requires structure for the auxiliary
program, it can be applied to unstructured target code.

The theoretical foundation of our approach uses the framework of games, as presented in Section 3.
This let us generalize our approach with respect to the interpretation of non-determinism. A universal
interpretation of non-determinism, commonly termed demonic, is used to prove program correctness for
every possible behavior. On the other hand, an existential, angelic, interpretation is used to prove the
existence of specific behaviors, or the existence of valid implementation choices. The use of games to ob-
tain a Hoare logic or a weakest pre-condition calculus for programs using both kinds of non-determinism
is not new, and notably appears in [2] and [6]. We show in Section 4 that our approach can be used to
prove at least three kinds of properties: program correctness, existence of a given behavior for a given
program, and, finally, simulation between two programs. Note that the third one is a relational property,
and can be leveraged for proving compiler correctness. We expect that this framework can also be used
to prove other relational properties, like determinism.

A consequence of our game framework is that we can smoothly support non-terminating recursion
within auxiliary programs, and continuations to represent control structures like break or continue.
Moreover, we make our framework applicable to fine-grained verification of infinite behavior by us-
ing two techniques. The first one is to use the least upper bound to represent infinite behavior, typically
via the trace of all observable events. We use this technique to distinguish distinct infinite behaviors.
The second one is to support a divergence handling mechanism in our auxiliary programs, which catches
divergence as if it was an exception. This mechanism works even if the diverging auxiliary program
represents a finite run of the underlying program, and as a bonus extends to both transfinite auxiliary
recursive programs and transfinite plays.

Not all the elements that we present here are new. We mentioned before that the framework of
games is a classical method to represent dual non-determinism, and combines well with Hoare logic.
Moreover, if we view auxiliary program constructions as proof rules, then the approaches for machine-
code verification in the style of [8] match our approach for an auxiliary While programming language
augmented with well-founded recursion. Our own contributions are summarized as follows:

• We show through examples that the method of verification based on auxiliary programs can be used
as a general method to reduce verification effort, which includes the case of a structured program-
ming language. This method notably applies well to the proof of Schorr-Waite algorithm [10]. In
particular, we argue that this verification style should not be limited to the niche of assembly-like
languages.

• We provide a game-based weakest pre-condition calculus for auxiliary programs that supports both
arbitrary recursive functions and fine-grained specification and proof of non-terminating behaviors.
This weakest pre-condition calculus applies to transfinite auxiliary programs, and does not require
a correlation between divergence of the auxiliary program and of the verification target.

• We show that our approach applies not only to the usual correctness and behavior existence proper-
ties, but also to relational properties like simulation. As we do not require any correlation between

Inria



Deductive Verification via Ghost Debugging 5

the structure of the target code and the auxiliary code, we can apply this method for arbitrary
simulation results.

• In order to provide stronger guarantees about our results, we mechanized the Hoare logic underly-
ing our language for auxiliary programs using the Why3 tool. The development is available online
at URL http://toccata.lri.fr/gallery/hoare_logic_and_games.en.html

2 Informal Presentation of the Approach

2.1 Toy Example: McCarthy’s 91 Function
We consider a toy example, based on the famous “91 function” of McCarthy [7]. It is defined by the
recursive equation

f(n) = if n ≤ 100 then f(f(n+ 11)) else n− 10 (1)

Although the recursion scheme is tricky, it can be shown that the recursive evaluation of f(n) terminates
for every integer n, and more precisely that f(n) = spec(n) where

spec(n) = if n ≤ 100 then 91 else n− 10 (2)

The correctness of the program code (1) with respect to the post-condition (2) can be proved in a fraction
of a second by automated program verifiers existing nowadays (Dafny, F?, KeY, Why3, etc.) using any
modern SMT solver as a backend (see, for example, http://toccata.lri.fr/gallery/mccarthy.en.
html). The termination of f(n) is just as easy to prove using the appropriate variant (i.e., decreasing
measure) 101− n.

The code below is an iterative variant of (1), obtained by some manual de-recursification, using an
extra variable e to represent the number of pending recursive calls.

e = 1; r = n;

while (1) {

if (r > 100) { r = r - 10; e = e - 1;

if (e = 0) break; }

else { r = r + 11; e = e + 1; }

}

Formally proving that this iterative program is terminating and computes spec(n) (the result being in r)
is significantly harder than on the recursive code: it requires to discover a more complex variant to prove
its termination, and it also requires to discover a non-trivial loop invariant.

The approach we present in this paper aims at proving this kind of low-level imperative code without
requiring more complex annotations than a more high-level and less efficient code. It amounts to re-
interpret the iterative program into a more abstract program, on which we can reason more easily: in
this case as simply as the original recursive definition (1). The basic idea is first to make more explicit
the operational semantics of the iterative code, by introducing a CONT procedure that behaves similarly
to the “continue” action in a debugger. For this, we identify specific execution points to the code that
correspond to break points:

P0: e = 1; r = n;

while (1) {

P1: if (r > 100) { r = r - 10; e = e - 1; P2: if (e = 0) break; }

else { r = r + 11; e = e + 1; }

}

P3:
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6 M. Clochard, A. Paskevich, C. Marché

The break points must be chosen in such a way that the evolution of the symbolic state of the target
program between two break points can be computed statically, e.g., via symbolic execution. In particular,
break points must break loops.

The procedure CONT then operates on the variables e and r plus the special variable pc representing
the current point of execution, pc = i meaning that execution is at point Pi. In a Hoare-style formal
verification setting, the effect of CONT can be specified with the precondition 0 ≤ pc < 3 and the following
set of post-conditions (where primed variables denote values in the post-state):

pc = 0 → pc′ = 1 ∧ e′ = 1 ∧ r′ = n
pc = 1 ∧ r > 100 → pc′ = 2 ∧ e′ = e− 1 ∧ r′ = r − 10
pc = 1 ∧ r ≤ 100 → pc′ = 1 ∧ e′ = e+ 1 ∧ r′ = r + 11
pc = 2 ∧ e = 0 → pc′ = 3 ∧ e′ = e ∧ r′ = r
pc = 2 ∧ e 6= 0 → pc′ = 1 ∧ e′ = e ∧ r′ = r

We can then define an auxiliary procedure whose only effect is to call CONT a certain number of times,
while mimicking the original recursive structure of the code (1). This is what we call a ghost debugger.

let rec aux ()

requires { pc = 1 ∧ e > 0 }

variant { 101− r }

ensures { pc′ = 2 ∧ r′ = spec(r) ∧ e′ = e− 1 }

= CONT(); (* pc is now 1 or 2 *)

if pc = 1 then (aux(); CONT(); aux())

let main ()

requires { pc = 0 }

ensures { pc′ = 3 ∧ r′ = spec(n) }

= CONT(); aux(); CONT()

Notice the similarity of the structure of aux with the initial recursive equation (1). At the meta level,
we note that the effect of execution of main is necessarily equivalent to a sequence of calls to CONT.
Since the contract of main implies that it executes from point P0 to point P3, we can deduce that the
post-condition r′ = spec(n) is necessarily valid on the low-level code. We call that a transfer property:
whatever the structure of the ghost debugger program, since it only modifies the state of the low-level
code through CONT, any property proved in the contract of the ghost program is also valid for the low-
level code. The ghost debugger given above is proved nearly as-is by the Why3 program verifier, modulo
a few syntactic details.

The approach we present hence amounts to add to arbitrary code a structure that is better compatible
with the proof. Note that since we did not exploit the structure of the iterative program, the same method
would have worked for the same program written in an unstructured language like assembly. Although
we do not gain much for this particular simple example, we obtain simpler proofs for other iterative
algorithm which mimics a recurrence. A typical example is the Schorr-Waite algorithm. We have proved
it using the approach presented here 1, using the Why3 program verifier. Comparing with a direct proof
made with the same tool 2, the proof is slightly shorter and use simpler concepts, notably because we do
not have to represent the stack. Also, note that the example proved using our approach contains a lot of
annotations for the CONT() procedure, whose generation can be automated, and generalize over record
size. So a compact equivalent proof would be even smaller.

1http://toccata.lri.fr/gallery/schorr_waite_via_recursion.en.html
2http://toccata.lri.fr/gallery/schorr_waite.en.html
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Deductive Verification via Ghost Debugging 7

2.2 Example: Reasoning on Infinite Behaviors

We consider an example based on parsing of well-parenthesized words, also known as the Dyck language
D. Parsing such words can be done via a counter, like in the following C one-liner:

n = 0; while(n >= 0) if(getchar() = ’(’) n++; else n--;

If we restrict our attention to inputs made of infinite streams of parenthesis characters, then the above
program has essentially three possible behaviors:

1. Terminating executions. In that case, the program terminates after reading w′)′ from the input,
where w ∈ D.

2. Non-terminating executions for which the value of variable n tends to infinity. This happens when
the program read the entirety of an infinite input made of blocks shaped as w′(′, with w ∈ D.

3. Non-terminating executions for which n always comes back to a finite value. This last scenario
happens when the program returns the entirety of an infinite input partitioned in two: first a finite
prefix made of w′(′ blocks, with w ∈ D, and an infinite suffix made of ′(′w′)′ blocks.

In order to verify those properties, first and foremost we must have some mean to talk about the
sequence of input operations performed by the program. We obtain this in plain Hoare logic by baking
the whole sequence of input operations within an auxiliary variable inputs.

In fact, we can also use this value to describe the behavior of the program over non-terminating
executions. We characterize the observable behavior of a non-terminating program through the value of
the variable inputs after an infinite execution takes place. We can do so because the variable inputs
only grows during execution, so it makes sense to consider its “limit” state after an infinite number
of execution steps as the least upper bound of the intermediate values. We claim this is an adequate
description of the observable behavior as this least upper bound is exactly the potentially infinite sequence
of input operations performed by the program during that particular infinite execution. Hence a simple
specification style for such properties is to add a case in post-conditions for non-terminating execution,
referring to the inputs variable. Nakata & Uustalu [9] follow a similar approach to develop a trace-based
Hoare logic for potentially non-terminating While programs.

For the verification perspective, let us first focus on the terminating behaviors of the above program,
and then add ingredients for non-terminating behaviors. Verifying the terminating behaviors is exactly
checking the partial correctness. We can readily apply the ghost debugging method to that proof. As
before, we first identify specific execution points in the original program:

P0: n = 0; while(n >= 0) P1:if(getchar() = ’(’) n++; else n--; P2:

The procedure CONT for that annotated program can be specified by the pre-condition 0 ≤ pc < 2 and the
post-condition

pc = 0 → pc′ = 1 ∧ n′ = 0 ∧ inputs′ = inputs
pc = 1 ∧ n < 0 → pc′ = 2 ∧ n′ = n ∧ inputs′ = inputs
pc = 1 ∧ n ≥ 0 → pc′ = 1 ∧ ( (n′ = n+ 1 ∧ inputs′ = inputs+′ (′)

∨(n′ = n− 1 ∧ inputs′ = inputs+′)′) )

Input non-determinism is modeled by the disjunction in the third case. Note that alternatively, we could
make CONT produce a result value to distinguish the distinct possibilities. We end the proof by verifying
a ghost debugger, whose only effect is to call CONT for some amount of times. This annotated procedure,
given in Figure 1, is verified as-is (modulo syntactic details) by Why3.

RR n° 9219



8 M. Clochard, A. Paskevich, C. Marché

let rec aux ()

requires { pc = 1 ∧ n ≥ 0 }

ensures { pc′ = 1 ∧ n′ = n− 1 ∧ ∃w ∈ D. inputs′ = inputs+ w+′)′ }
= let n0, inputs0 = n, inputs in

while true do

invariant { pc = 1 ∧ n0 = n ∧ ∃w ∈ D. inputs = inputs0 + w }

CONT(); (* read ’(’ or ’)’ *)

if(n < n0) then return else aux()

done

let main()

requires { pc = 0 }

ensures { pc′ = 2 ∧ ∃w ∈ D. inputs′ = inputs+ w+′)′ }
= CONT(); aux(); CONT()

Figure 1: Ghost debugger for partial correctness of Dyck language parser

Since we are only proving partial correctness, we did not provide variants for recursive procedures
and loops. As before, the transfer property ensures the partial correctness of our one-liner as a conse-
quence. Note that the proof we propose use simple annotations (partition of the input in a few blocks),
and corresponds directly to the representation of D by the following grammar:

D ::= ε | DD | (D)

We claim that this approach is more natural than a direct proof via a loop invariant. Indeed, a proof
in that style would involves more complex arguments, based on a decomposition of the input in n blocks.
Those blocks corresponds in fact to the stack of aux(), which must be made explicit in the annotation.
Moreover, the auxiliary recursive function enjoys a nice property with respect to non-terminating behav-
iors: infinite recursion cause the second possible behavior, and infinite loop cause the third one. Hence
we follow the verification mechanisms suggested by this disjunction. We control which non-terminating
behaviors may occurs from the potentially non-terminating program constructions of the ghost debugger.

To this end, we treat non-termination as an exceptional behavior. In other words, we consider that
non-terminating constructions raise an exception upon non-termination, containing a witness of the non-
terminating run. We take that witness to be the relevant part of the non-termination trace. In the case of
loops, this is the sequence of values taken by each variable at each iteration, while this is the sequence of
values taken at each level of the infinite recursion stack for divergent recursive function execution. We
can then analyze the witness content to determine the potential values of inputs, which is the least upper
bound of the values of inputsi in the witness.

Note that to achieve our verification goal, we need to have information about the content of those
witnesses. Indeed, if we have no information at all, we cannot do better than partial correctness state-
ments. A first source of constraints over witnesses come from loop invariants and recursive function
pre-conditions, which must hold for each elements of the sequence. Second, we know that inputs only
grows along the sequence, and that the value of inputs is the least upper bound of values along that se-
quence. Third, we know that the first element of that sequence corresponds to the state before the loop or
the call to recursively defined function. However, those constraints alone do not give us the desired block
decomposition of the sequence. For that purpose, we equip the loop and the recursive function definition
with a progression relation, which must hold between consecutive iterations or recursive calls. We can
then exploit this relation between consecutive elements of the sequence of values. Note that the progres-
sion relation is the natural generalization of a decreasing measure for total correctness. We recover the

Inria
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let rec aux()

requires { pc = 1 ∧ n ≥ 0 }

ensures { pc′ = 1 ∨ pc′ =∞ }

ensures { pc′ = 1→ n′ = n− 1 ∧ ∃w ∈ D. inputs′ = inputs+ w+′)′ }
ensures { pc′ =∞→ ∃N, (pi)0≤i<N , (wj)j∈N.
inputs′ = inputs+

∑
0≤i<N (pi +

′ (′) +
∑

0≤j (
′(′+wj+

′)′) }

progress { inputs with fun i i’ => ∃w ∈ D. i′ = i+ w +′ (′ }
= let n0, inputs0 = n, inputs in

try

while true do

invariant { pc = 1 ∧ n0 = n ∧ ∃w ∈ D. inputs = inputs0 + w }

progress { inputs with fun i i’ => ∃w ∈ D. i′ = i+′ (′+w+′)′ }
CONT();

if(n < n0) then return else (aux(); if(pc = ∞) then return)

done

with Diverges (pci,ni,inputsi)i∈N -> ()

end-try

let main()

requires { pc = 0 }

ensures { pc′ = 2 ∨ pc′ =∞ }

ensures { pc′ = 2→ ∃w ∈ D. inputs′ = inputs+ w+′)′ }
ensures { pc′ =∞→
(∃(wj)j∈N. inputs′ = inputs+

∑
0≤j (wj +

′ (′))

∨ (∃N, (pi)0≤i<N , (wj)j∈N.
inputs′ = inputs+

∑
0≤i<N (pi +

′ (′) +
∑

0≤j (
′(′+wj+

′)′))

}

= try CONT(); aux (); CONT()

with Diverges (pci,ni,inputsi)i∈N -> ()

end-try

Figure 2: Ghost debugger for verification of all behaviors of Dyck language parser

same reasoning principle if the progression relation is the inverse of a well-founded relation, as in that
case such sequences cannot exist.

We give a ghost debugger following that methodology in Figure 2, using as progression relations
the existence of a single block shaped as ′(′+w+′)′ for loops and as w +′ (′ for recursion. We verified
this program using the Why3 tool. In order to encode the divergence handling mechanism, we added
before the loop/call to recursively defined function a non-deterministic code fragment that chooses in a
non-deterministic manner either to do nothing or to simulate non-termination of the subsequent program
construction, by assuming an infinite sequence of states with the property mentioned above.

Finally, note that for simplicity the code given in Figure 2 omits a few administrative details. First, we
need non-trivial handlers for divergence in order to carry out an effective proof in Why3, which supplies
proof indications to the automated theorem provers (but does not affect the state). Second, we need to
ensure that non-terminating executions of the ghost debugger indeed map to non-terminating execution
of the original program. In itself, mapping non-terminating execution to terminating execution is not a
problem for the verification procedure, as the state of all variables is then well-defined upon divergence,
and the ghost debugger may even perform subsequent calls to CONT(). However, we want divergent
behaviors to match here, as we need to obtain a divergent status (pc′ = ∞) in the post-condition. We
achieve that goal by adding a timer to the status variables, which increase by 1 each time CONT() is

RR n° 9219



10 M. Clochard, A. Paskevich, C. Marché

called. We then characterize effective divergence by testing whether the timer is unbounded over the state
sequence, which is obviously the case here.

2.3 Example: Proving Simulation between Source and Assembly
Our last example shows how our approach applies to verifying simulation between two programs, more
precisely the input and output of a compilation pass. The core idea is that our ghost debugger program
can be used to verify multiple programs at once, in which case the transfer property will give us a sim-
ulation result. For verifying the result of a compilation, this amounts to have state variables for both
programs, and two procedures to update the state of respective programs. Indeed, the ghost debugger is
then equivalent to a cascade of interleaved calls to the two respective update functions. As those calls
are independent, this is equivalent to performing them in parallel. We then claim the following transfer
property: any property proved in a contract of the ghost debugger is also true for simultaneous executions
of the source and compiled programs. In particular, if the ghost debugger prove that executing both in
parallel with equal inputs eventually leads to a terminating state with equal output, or non-terminating
state with equal traces of observable effects, then the two programs must behave the same on equal inputs.
This means that such a ghost debugger can be used as a compilation certificate.

We focus here on a simple case, the compilation of lazy Boolean conjunction b1 && b2 to a stack
machine. We assume that the stack machine state is made of a code pointer, a stack, and a store assigning
values to variable. We consider here a compilation schema that map Boolean expressions to sequence of
instructions that jump to label ExitTrue if the expression is true, and to label ExitFalse otherwise. In
that setting, we can compile Boolean conjunction b1 && b2 directly as:

S: c1
M: c2

where c1 jump to M or ExitFalse when b1 evaluates to true or false, respectively, and c2 jumps to
ExitTrue or ExitFalse when b2 evaluates to true or false, respectively.

We represent the state of the compiled program by three variables pc, stack, and store, corresponding
to the code pointer, the stack and the store of the machine. For the source program, we represent the state
as an environment env assigning values to variables, and a decomposition of the code to be executed as an
evaluation context evalContext and an evaluation focus evalFocus. The evaluation context represent
what should be executed once evalFocus has finished executing. The evaluation focus can either be
an effective fragment of the source program, in which case the next step is to analyze that fragment to
execute it, or the result of an intermediate operation, in which case the next step is to recover the next step
from the context.

To update the state, we introduce two abstract procedures STEP_SRC and STEP_TGT which respec-
tively mimic the small-step semantics of the source and of the target language. We do not provide their
specification as they are both extremely verbose and not informative. We can then prove compilation
of lazy conjunction b1 && b2 the following way. First, we introduce abstract procedures proof_1 and
proof_2 that represent the simultaneous execution of b1/c1 and b2/c2 correctly with respect to the chosen
compilation schema. In other words, we suppose that proof_1 and proof_2 are already existing compi-
lation certificates for sub-expressions. Then, we build a ghost debugger proof_conj that represent the
simultaneous execution of b1 && b2 and its compiled pendant, and prove that the simultaneous execution
respect the compilation schema. The full ghost debugger is given in Figure 3. This is verified nearly as-is
(modulo syntactic details) by Why3. Note that we do not need to use STEP_TGT as the code to process
conjunction is entirely included in the compiled program for sub-expression, while we need STEP_SRC

to perform administrative context changes in the source program. However, we would use STEP_TGT to
prove cases where the compiled program includes extra instruction, like for addition.

Note that we consider that proof_i procedures are abstract here only because we do not look at the

Inria



Deductive Verification via Ghost Debugging 11

val proof_1() : bool

requires { store = env ∧ evalFocus = toEval(b1) ∧ pc = S }

ensures { pc′ = if result then M else ExitFalse }

ensures { evalFocus′ = evaluated(result) ∧ evalContext′ = evalContext }

ensures { stack′ = stack ∧ store′ = store ∧ env′ = env }

val proof_2() : bool

requires { store = env ∧ evalFocus = toEval(b2) ∧ pc = M }

ensures { pc′ = if result then ExitTrue else ExitFalse }

ensures { evalFocus′ = evaluated(result) ∧ evalContext′ = evalContext }

ensures { stack′ = stack ∧ store′ = store ∧ env′ = env }

let proof_conj() : bool

requires { store = env ∧ evalFocus = toEval(b1 && b2) }

ensures { pc′ = if result then ExitTrue else ExitFalse }

ensures { evalFocus′ = evaluated(result) ∧ evalContext′ = evalContext }

ensures { stack′ = stack ∧ store′ = store ∧ env′ = env }

= STEP_SRC();

let b = proof_1() in

STEP_SRC(); b && proof_2()

Figure 3: Ghost debugger for simulation between source/compiled program (lazy conjunction case)

content of the bi/ci. In order to prove a complete simulation result, we need to interface them to actual
ghost debugger, which depends on the actual bi/ci. In particular, notice that we can carry out the proof
by proving components for each compilation case, and then interface them together. We claim that using
this technique, we can not only provide certificates for the full compilation but also verify statically the
compiler. The method is to prove the components statically, then use them to prove that the compiler
necessarily create a ghost debugger that satisfy the intended contract. In particular, the compiler do not
need to create that ghost debugger, so it can be represented as ghost data. This method is closely related
to the proof method followed for the proof of the CakeML compiler [5], which exploit a program logic
for the machine code.

If we wanted to use such a methodology to prove the correctness of an effective compiler, we would
also need to prove preservation of divergent behaviors. We can achieve that objective by exploiting the
divergence handling mechanism introduced in Section 2.2, which let us match divergent execution traces
for the source and compiled programs. We expect that this methodology should be especially interesting
to certify compilation of (mutually) recursive functions, for which we can use a ghost debugger with
recursive structure. We expect to be able to exploit the same stack elimination phenomenon as for the
previous examples, hence avoiding to state relational properties between execution stacks.

Finally, we remark that with a few changes, the methodology presented here can support non-
determinism in the source or the compiled program. Indeed, the desired simulation property in presence
of non-determinism is that any behavior of the compiled program is a behavior of the source program.
In other words, we need to be able to re-construct an execution of the source program from an execution
of the compiled program. We can achieve a transfer property that corresponds exactly to such execution
reconstruction by adding arguments to the STEP_SRC procedure, which determines the non-deterministic
decision for the source program. This mean that the non-deterministic decisions for the source language
are now taken from the ghost debugger, and not by the execution of the source program. In particular,
this leads to a transfer property of existential nature with respect to the source program.

If we view again the ghost debugger as an interleaving of calls to STEP_SRC and STEP_TGT, we cannot
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12 M. Clochard, A. Paskevich, C. Marché

fully re-order the calls in that setting as STEP_SRC has arguments which typically depends on the behavior
of previous calls to STEP_TGT. However, we can re-order the calls so that all calls to STEP_TGT happens
before the calls to STEP_SRC. Due to our divergence handling mechanisms, this makes sense even if the
number of calls to STEP_TGT is infinite. Then, the ghost debugger become equivalent to executing the
compiled program up to some point (or non-termination), then build a selected execution trace for the
source program, in a manner that depends of the compiled execution. In particular, we can transfer
contracts proved for the ghost debugger to trace transfer properties.

3 A Game-Theoretic Program Logic

3.1 Games
We base our verification approach on the formal model of games, which can be thought as the natural
generalization of transition systems in the presence of both angelic and demonic non-determinism. In this
setting, the validity of a Hoare triple corresponds to the existence of a winning strategy for the angel. As
we solely focus on tools to prove the existence of such winning strategies for the angel, we define games
asymmetrically with respect to both players. The domain of the game corresponds to angelic states, while
demonic states are implicitly defined to be sets of of angelic states. We made those choices to match the
behavior of the ’continue’ routine presented earlier. Angelic choice selects the arguments given to that
routine, while demonic choice selects the behavior of that routine among those allowed by the arguments.

In order to handle the case of non-terminating programs with observable effects, we equip our games
with an order, so that the state only grows during a run of the game. We then represent the overall infinite
execution of a program by the least upper bound of a run, which is typically the sequence of all observable
effects. We impose that the order is chain-complete so that the requested least upper bound always exists.

Definition 3.1 (Chain-complete order) A partially ordered set (O,≤) is chain-complete if for all non-
empty subset X of O totally ordered by ≤, X admits a least upper bound.

Definition 3.2 (Game) A game G = (G,4,∆) is a chain-complete partially ordered set (G,4)
equipped with a function ∆ from G to P(P(G)) such that

∀x ∈ G,∀X ∈ ∆(x),∀y ∈ X,x ≺ y

We respectively denote G, 4 and ∆ as the domain, the order and the transitions of the game.

Definition 3.3 (History) Given a game G = (G,4,∆), an history of G is a non-empty subset of G for
which the restriction of 4 is a total order, and which admits a maximum for that order.

Definition 3.4 (Prefix Order) Given two histories H1, H2 for a game G = (G,4,∆), we say that H1

is a prefix of H2 if H1 ⊆ H2 and for all x ∈ H2\H1, x is an upper bound of H1.

Definition 3.5 (Victory Invariant) Given a game G = (G,4,∆) and two subsets P,Q of G, a victory
invariant of G for P,Q is a set I of histories of G such that

(i) for all x ∈ P , {x} ∈ I

(ii) for all H ∈ I such that H ∩ Q = ∅, there exists X ∈ ∆(maxH) such that for all x ∈ X ,
H ∪ {x} ∈ I

(iii) for all non-emptyH ⊆ I which is totally ordered by the prefix order,
⋃
H ∪ {supH} ∈ I

Inria
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The notion of victory invariant and history corresponds naturally to winning strategy with memories,
where the initial state of the game is chosen by the demonic player in P , and the winning states are given
by Q. Indeed, an history is exactly the memory of a play, minus the angelic moves that the angel can
reconstruct. Moreover, the three propagation rules of victory invariants tells us exactly how to build a
winning strategy. Rule (i) means that such a strategy can be built when starting from any element of P .
Rule (ii) means that when the current play is H , either the angel has already won the game or a (not
necessarily unique) winning decision can be made at that point. Finally, rule (iii) means that if a play
grows indefinitely, it continues at the least upper bound. Note that building a play while respecting the
invariant guarantees that after some ordinal number of iterations, the winning set Q will be attained. This
is a consequence of the fact that the play is extended by a new element at each iteration, and that an
ordinal with cardinal strictly bigger than G will eventually be reached.

We prefer using the notion of victory invariant rather than the equivalent notion of strategy for two
reasons. First, victory invariants are a bit more permissive as they can allow several distinct angelic moves
from a single history. In particular, they are more practical to perform proofs. Second, victory invariants
are quite similar to loop invariants, which makes them closely related to program logics. In fact, the
existence of a loop invariant for P,Q is the natural generalization of the validity of a Hoare triple, with
the code being the game.

Remark: One might wonder why we did not define a notion of memoryless winning strategy instead,
as move assignment functions from game states. Indeed, in a lot of cases we can prove that memoryless
strategies have the same power as their memory-using variants. For example, this is the case when the
game has no choice for one of the player, or when the winning setQ contains either all the states reachable
after an infinite number of iteration, or when Q contains none of them. Note that the last two cases map
naturally to partial and total correctness of programs. However, we have not been able to determine
whether in general, we could derive a memoryless strategy from a memory-using one, as the absence of
memory could prevent the strategy from pushing the state toward the correct least upper bound. Since
our logic can lead to the construction of all victory invariants, hence all strategies, we use memory.

3.2 A Minimalist Verification Language
We now define the language WG that we use to establish victory invariant on games G = (G,4,∆).
This is a mostly functional programming language, where functions are first-order and equipped with
contracts. The only non-functional feature is a global variable now ∈ G, which represents the current
state of the game. We only permit update of this variable through the use of predefined functions, so that
the evolution of now respects the structure of the game. The prototypical predefined update function is
step

{0}
P(G), which perform one step of a run. This procedure take as argument an element X of ∆(now)

and update the global variable to a non-deterministic element of X .
The syntax of the language WG is given in Figure 4. In these definitions, expr and formula refer

respectively to arbitrary mathematical expressions and formulas in some meta-logic language, whose
exact nature is irrelevant here. Those expressions can access any immutable variable, as well as the
global variable now. Formulas in contract post-conditions can also access the special variable old, which
refers to the state of the global variable now before the execution of a function.

The syntactic categories var and fun corresponds respectively to immutable variable and function
names. In order to make the typing rules as simple as possible, we tag each immutable variable xA with
its type A, which we defines to be a non-empty set. Similarly, function names fBA are tagged with their
input type A and output type B. As the language contains continuations procedures, the output type of a
function is allowed to be empty. We define the typing system for languageWG as a predicate ` π : B,
which means that π is well-typed with typeB. The typing rules are given in Figure 5. Those rules depend
on the typing relations ` e : A and ` ϕ for expressions and formulas of the meta-logic. We use notation
`old ϕ instead to indicate when old is allowed in formulas. Note that by straightforward induction, for
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14 M. Clochard, A. Paskevich, C. Marché

pgm ::= fun(expr)
| let var = pgm in pgm
| switch case∗ end-switch
| kont fun in pgm end-kont
| rec fun(var) : contract

progress(expr, expr)
= pgm
catch(var, var, var) :
pgm

in pgm
case ::= case var : formula in pgm
contract ::= 〈formula ↪→ var. formula〉

Figure 4: Definition ofWG

each well-typed program π there exists a minimal type B for which ` π : B, in the sense that the other
typing judgments can be derived by the casting rule for programs with empty output type. We call that
type the output type of π.

We only give one unusual construction for our verification language: the recursive construction, which
introduce a recursively-defined function equipped with a handler to process the result of diverging behav-
ior. The progress clause gives a pair r, e of a fixed order r and of an expression e in the function parame-
ters, such that e must increase with respect to r at each recursive call. This recursive construction behave
as usual recursive function during finite executions, but has different behavior for infinite one. If the
recursion stack grows infinitely, the divergence handling code is called with three arguments representing
precisely the recursion stack:

• First, the set of values H taken by e along the diverging recursion stack. Since e can only increase,
this set gives the structure of the diverging recursion stack.

• Second, a mapping from H to the function parameters along the diverging recursion stack

• Third, a mapping from H to the values taken by the global variable now along the diverging recur-
sion stack

The task of the divergence handler is to send back one of the calls in the recursion stack along the
intended return value for that call. Once it does that, execution of the recursive function resume as if the
corresponding call had terminated with that return value. Note that the divergence handler is allowed to
make recursive calls for that purpose as long as e increase even further, which may lead to divergence
handler being called recursively with even larger recursion stacks. In particular, note that due to such
nested divergence the set H representing the stack may follow the structure of arbitrary limit ordinals,
including uncountable ones.

Note that we choose to keep our verification language as small as possible, in order to keep proofs
simple. We notably do not provide loops, conditionals, assertions, and bare mathematical expressions, as
we can derive them from the core constructions of the language. For example, we can encode a program
(e)B returning the value of the expression e with type B as (kont k∅B in k∅B(e) end-kont).

Remark: We give a definition of recursive functions that seems very different than the one we used
in Section 2.2. In the example, the divergence handler was used outside the recursive definition, and the
progression relation was not restricted to an order. We claim that this construction is derivable. Indeed, we
recover an external divergence handling mechanism by taking a continuation before-hand to jump out of
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Deductive Verification via Ghost Debugging 15

` e : A

` fBA(e) : B

` π0 : A ` π1 : B

` let xA = π0 in π1 : B
` π : ∅
` π : B

` π : B ` ϕ
` case xA : ϕ in π : B

` π : B

` kont f∅A in π end-kont : B

∀i ∈ J1;nK ` ci : B

` switch c1 . . . cn end-switch : B

` π0 : B ` π1 : U ×B ` π2 : C ` r : P(U × U) ` e : U ` ϕ0 `old ϕ1

`


rec fBA(xA) : 〈ϕ0 ↪→ yB . ϕ1〉

progress(r, e)
= π0
catch(HP(U), gAU , hGU ) :
π1

in π2

 : C

Figure 5: Typing rules forWG

the recursion from the handler, and using extra variables to remember the minimum level of the stack. We
also need a minor addition to the pre-condition of the recursive definition to remember that the minimum
level is indeed minimal, so we can recover that information in the handler. We then recover a construction
with the same behavior as the one used by the example, except for the restriction of progression relation
to orders. Similarly, we can lift that last restriction via another derived construction, which replaces the
parameter of the recursive function by the finite sequence of its values till the bottom of the stack, and
the progression relation by sequence extension. Then, we can recover easily the step-by-step progression
relation by requiring it for the sequence argument of the recursive function. Note that this second step
prevents recursive calls in the divergence handler, which is typically not a problem.

3.3 Predicate Transformer Semantics forWG

We now give predicate transformer semantics for WG, using weakest pre-condition transformers in the
style of Dijkstra [3]. Intuitively, the transformer of a program π for a winning set Q gives the largest set
P such that π proves the existence of a victory invariant for P,Q.

Due to the presence of continuations as well as defined objects, we parameterize weakest pre-
condition transformer by contextual elements. We add an assignation parameter, which gives the values
of variables, and a context parameter, which gives the specification of functions.

Definition 3.6 (Assignation) An assignation forWG is a mapping σ from variables names xA to values
in the set A tagging the variable name.

Definition 3.7 (Context) A context forWG is a mapping Γ from function names fBA to pairs P ⊆ A ×
G,Q ⊆ A × G × B × G. Intuitively, the pair P,Q = Γ(fBA) represents the contract for procedure fBA
within context Γ.

Remark: We choose to make contexts and assignations total in order to eliminate spurious interac-
tions between the scope of variables and the semantics of WG. This is also the reason for which we
impose variables to be tagged by non-empty sets, as otherwise an assignation might not exists. However,
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16 M. Clochard, A. Paskevich, C. Marché

there is a subtlety as the domains of those contextual objects are too big to be sets. For this reason we
implicitly suppose that the sets that can be used as types are restricted to the members of a “universe” set.
This restriction has no impact in practice since we can choose the universe as the set of types that occurs
in a given program.

We then define the semantics ofWG as a mapping T [Γ, σ] (π,Q), which takes as argument a context
Γ, an assignation σ, a well-typed program π with output type B, and a set Q ⊆ B × G (the post-
condition), and sends back a subset of G (the weakest pre-condition). The expressions and formulas
within the program are interpreted by the mean of a standard interpretation function J· · ·K···, which given
an expression/a formula and an assignation of its variables compute the value of the expression as an
element of its type, or the satisfaction of the formula as a truth value. In order to handle the casts of
∅ to B, we make a small distinction for program with output type B, via definition T ′[Γ, σ] (π,Q).
We also define a predicate C[(Γx)x∈G, σ] (π : 〈ϕ0 ↪→ yB . ϕ1〉) corresponding to the notion of contract
satisfaction, which we use for recursion. We give the full definition in Figure 6.

The definition of the backward predicate transformer semantics for WG is mostly the standard
definition of weakest pre-conditions, except for two cases: continuation and recursion. We de-
fine the transformer for continuation introduction by adapting naturally the typing schema of the
call-with-current-continuation operator. For introduction of recursive function, we perform the
following modifications to the traditional transformer for total correctness:

• We replace the traditional well-founded decreasing termination measure by a progression order,
which must increase along recursive call. We do not require any analog of well-foundedness as
allowing non-termination is desirable in our case.

• We add condition (iv) for the divergence handling code π1. This condition states that π1 termi-
nates correctly given any limit recursion stack controlled by the pre-condition and the progression
relation of the program. Note that we do not impose a well-foundedness criterion on the stack, as
we expect it to be an unnecessary constraint in most case. Moreover, this extra constraint can be
enforced through a derived construction.

3.4 Transfer Property: from Weakest Pre-Condition to Victory Invariants

We now state the main correctness result for our verification language, as a transfer property from lan-
guageWG to games. Essentially, we claim that weakest pre-conditions forWG induce the existence of
victory invariants.

Definition 3.8 We define the step contract (PG, QG) associated to game G = (G,4,∆) as

PG = {(X,x) ∈ P(G)×G | X ∈ ∆(x)}
QG = {(X,x, 0, y) ∈ P(G)×G× {0} ×G | y ∈ X}

Definition 3.9 We define the step context ΓG associated to game G = (G,4,∆) as the context mapping
step

{0}
P(G) to the step contract (PG, QG) of G, and other function names to the empty contract (∅, ∅).

Theorem 3.10 For all games G = (G,4,∆), all well-typed programs π ofWG with output type {0}, all
subsets Q of G, and all assignations σ, there is a victory invariant for T [ΓG, σ] (π, {0} ×Q) , Q.

We derive from theorem 3.10 an immediate corollary, which conclude the existence of a victory
invariant for a pair of sets definable in the meta-logic as long as we can find a program satisfying the
corresponding contract.
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T ′[Γ, σ] (π,Q) ,

{
T [Γ, σ] (π, ∅) if output type of π is ∅
T [Γ, σ] (π,Q) otherwise

T [Γ, σ]
(
fBA(e), Q

)
, {x ∈ G | (ax, x) ∈ Pf ∧ ∀b, y. (ax, x, b, y) ∈ Qf ⇒ (b, y) ∈ Q}

where (Pf , Qf ) = Γ(fBA) and ax = JeKσ,now←x

T [Γ, σ] (let xA = π0 in π1, Q) , T ′[Γ, σ] (π0, {(a, y) ∈ A×G | y ∈ T ′[Γ, σ[xA ← a]] (π1, Q)})

T [Γ, σ]
(
kont f∅A in π end-kont, Q

)
, T ′[Γ[f∅A ← (Q, ∅)], σ] (π,Q)

T [Γ, σ]
(
case xA : ϕ in π,Q

)
,
⋂
a∈A
{x ∈ G | JϕKσ[xA←a],now←x ⇒ x ∈ T ′[Γ, σ[xA ← a]] (π,Q)}

Grd[σ](case xA : ϕ in π) ,
⋃
a∈A
{x ∈ G | JϕKσ[xA←a],now←x}

T [Γ, σ] (switch c1 . . . cn end-switch, Q) ,

( ⋃
i∈J1;nK

Grd[σ](ci)

)
∩

⋂
i∈J1;nK

T [Γ, σ] (ci, Q)

C[(Γx)x∈G, σ] (π : 〈ϕ0 ↪→ yB . ϕ1〉) , ∀x ∈ G. Jϕ0Kσ,now←x ⇒ x ∈ T ′[Γx, σ] (π,Qx)
where Qx = {(b, y) ∈ B ×G | Jϕ1Kσ[yB←b],now←y,old←x}

z ∈ T [Γ, σ]


rec fBA(xA) : 〈ϕ0 ↪→ yB . ϕ1〉

progress(r, e)
= π0
catch(HP(U), hAU , hGU ) :
π1

in π2

, Q

 if and only if following conditions (i)-(iv) hold:

(i) JrKσ,now←z is a strict order
(ii) ∀a ∈ A. C[(Γrec{JeKσ[xA←a],now←x}

)x∈G, σ[xA ← a]] (π0 : 〈ϕ0 ↪→ yB . ϕ1〉)
(iii) T ′[Γrec∅ , σ] (π2, Q)
(iv) for all H ∈ P(U),mA ∈ A,mG ∈ GU such that:

(a) H is totally ordered by relation JrKσ,now←z , and does not have a maximum
(b) H is inhabited
(c) mG is an increasing function from (H, JrKσ,now←z) to (G,4)
(d) ∀u ∈ H. Jϕ0Kσ[xA←mA(u)],now←mG(u)

then supu∈H mG(u) ∈ T ′[ΓrecH , σ[HP(U), hAU , hGU ← H,mA,mG]]
(
π1, Q

lim
H,mA,mG

)
where ΓrecX = Γ[fBA ← (P recX , Qstep)]
and P recX = {(a, x) ∈ A×G | Jϕ0Kσ[xA←A],now←x ∧ ∀u ∈ X. uJrKσ,now←zJeKσ[xA←a],now←x}
and Qstep = {(a, x, b, y) ∈ A×G×B ×G | Jϕ1Kσ[xA←a][yB←b],now←y,old←x}
and QlimH,mA,mG = {((u, b), y) ∈ (U ×B)×G | u ∈ H ∧ Jϕ1Kσ[xA←mA(u)][yB←b],now←y,old←mG(u)}

Figure 6: Predicate transformer semantics forWG
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Corollary 3.11 For all games G = (G,4,∆), all well-typed programs π ofWG with output type {0}, all
well-typed formula pairs ϕ0, ϕ1 not mentioning old, and all assignations σ, if the contract satisfaction
property C[(ΓG)x∈G, σ]

(
π :
〈
ϕ0 ↪→ u{0}. ϕ1

〉)
holds, then there is a victory invariant for the set pair

{x ∈ G | Jϕ0Kσ,now←x}, {x ∈ G | Jϕ1Kσ,now←x}.

In order to prove theorem 3.10, we first need to generalize it over both contexts and output types.

Definition 3.12 A contract P ⊆ A × G,Q ⊆ A × G × B × G is said to be valid with respect to game
G = (G,4,∆) if for all (a, x) ∈ A × G, there exists a victory invariant for the set pair {x}, {y ∈ G |
∃b ∈ B. (a, x, b, y) ∈ Q}. By extension, a context Γ is valid with respect to G if all its contracts are valid
with respect to G.

Theorem 3.13 For all games G, all well-typed programs π of WG with output type B, all contexts Γ
valid with respect to G, all subsets Q of B×G, and all assignations σ, there is a victory invariant for the
pair T [Γ, σ] (π,Q) , {y ∈ G | ∃b ∈ B. (b, y) ∈ Q}.

Note that theorem 3.10 is an immediate consequence of theorem 3.13. Proof: It suffices to prove that
ΓG is valid with respect to G. By definition, we can check that the empty contract ∅, ∅ is valid with respect
to any game, so we reduce further the proof to validity of contract PG, QG. Let (X,x) be an arbitrary pair
in PG. We conclude by noticing that the set I = {{x}} ∪ {{x, y} | y ∈ X} is a valid victory invariant
for the desired pair. �

3.5 Proof of Transfer Property
We will only give the sketch of the proof of theorem 3.10, as the complete proof it too long for inclusion
here. Most of the proof concern our divergence-catching recursive construction. For full details, the
reader may refer to our Why3 development3, which mechanize the proof of the Hoare logic variant
corresponding to the weakest pre-condition calculus for WG. The mechanized logic rules corresponds
precisely to the victory invariant constructions we need for the proof.

The proof proceed by induction over the syntax of WG. First, we note that following the structure
of the definition of T [Γ, σ] (π,Q), we can replace T [Γ, σ] (π,Q) by T ′[Γ, σ] (π,Q) in the induction
hypothesis, since a victory invariant for empty winning set is also a victory invariant for any winning set.

Lemma 3.14 For all games G = (G,4,∆), P,Q, P ′, Q′ subsets of G such that P ′ ⊆ P and Q ⊆ Q′,
any victory invariant for P,Q is a victory invariant for P ′, Q′.

Proof: From the definition of victory invariant (cf definition 3.5), replacing P by P ′ weakens condition
(i), and replacing Q′ by Q strengthens the hypothesis of condition (ii). Hence it weakens the constraints
for a set to be a victory invariant relative to that particular set pair. �

Second, we use a lemma which will let us focus the proof of existence of victory invariant for singleton
subsets of T [Γ, σ] (π,Q) instead of the complete set.

Lemma 3.15 For all games G = (G,4,∆), P,Q subset of G, if for all x ∈ P there exists a victory
invariant Ix for {x}, Q, then there exists a victory invariant for P,Q.

Proof: We cannot take directly the union I =
⋃
x∈P Ix as a victory invariant of P,Q because of condition

(iii) (cf definition 3.5). The problem is that the history within a chain of I might not correspond to a
consistent choice of x. We will use the minimum of history to distinguish the correct one. To that hand,
let us define Jx = {H ∈ Ix | x is minimum of H}. It is immediate to check that Jx is still a victory
invariant for {x}, Q, as the propagation rules (ii) and (iii) preserve the minimum. Then, J =

⋃
x∈P Jx

3http://toccata.lri.fr/gallery/hoare_logic_and_games.en.html
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rec f
{0}
A (xA) :

〈
Inv ↪→ u{0}. ⊥

〉
progress(r, e)

= let xA = π0 in f
{0}
A (xA)

catch(HP(U), gAU , gGU ) :

let xA = π1 in f
{0}
A

in let u{0} = f
{0}
A (xA) in switch end-switch

Figure 7: Encoding of iteration

is a victory invariant for P,Q. Condition (i) and (ii) are checked by straightforward case analysis. For
condition (iii), it suffice to remark that for all non-empty H ⊆ J totally ordered by the prefix order, the
elements ofH have the same minimum element. In particular,H ⊆ Jx for some x ∈ P , so condition (iii)
holds as well. �

We then focus on the simplest cases of the induction: function application, case analysis, and contin-
uation introduction. Proof:

• Function application π = fBA(e): using lemma 3.15 and 3.14, we reduce to a condition that match
exactly the validity of the function contract, which is true by hypothesis.

• Case analysis π = switch c1 . . . cn end-switch: we first use lemma 3.15 to focus on a single
x ∈ T [Γ, σ] (π,Q). By definition, there exists some i ∈ J1;nK such that x ∈ Grd[σ](ci). Suppose
that ci = case xA : ϕ in πi. By definition, there exists a ∈ A such that JϕKσ[xA←a],now←x holds.
But since x ∈ T [Γ, σ] (ci, Q), x ∈ T ′[Γ, σ[xA ← a]] (πi, Q) as well. By induction hypothesis and
monotonicity (lemma 3.14), we derive the victory invariant for the set pair T [Γ, σ] (π,Q) , {y ∈
G | ∃b ∈ B. (b, y) ∈ Q}.

• Continuation introduction π = kont k∅A in π0 end-kont: note that since induction proceed over the
program π, we can change the structure of the game G = (G,4,∆) so that the contract that we
add for k∅A holds. We consider the game G′ = (G,4,∆′) with

∆′(x) =

{
∆(x) ∪ {∅} if x ∈ Q
∆(x) otherwise

Relatively to G′, contract (Q, ∅) is immediately validated by the victory invariant {{y} | ∃b ∈
B.(b, y) ∈ Q}. Moreover, since G′ has more transitions than G, any victory invariant relative to G
is a victory invariant relative to G′, so contracts from Γ are still valid relatively to G′. By induction
hypothesis, we obtain exactly the desired victory invariant for the set pair T [Γ, σ] (π,Q) , {y ∈ G |
∃b ∈ B. (b, y) ∈ Q}, except that it is relative to G′ instead of G. Finally, note that this victory
invariant is also a victory invariant with respect to G. Indeed, we cannot rely on one of the extra
transitions in condition (ii) of definition 3.5, as this would contradict the hypothesis that history
does not intersect post-condition.

�
For the sequential composition case, the natural solution would be to perform some form of concate-

nation of the victory invariants. As this can get quite complex, we choose to instead derive that case
from the more general case of iteration, which we also use for the recursion case. We define the iterative
construction as calling a non-returning, tail-recursive function immediately after its definition. We give
the exact format in Figure 7. Note that due to continuations, the non-returning restriction can be easily
enforced.
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kont k∅B in
let x({0}+A+B)×N = (inj1(0), 0)({0}+A+B)×N in
rec f

{0}
({0}+A+B)×N(x({0}+A+B)×N) :

〈
Inv ↪→ u{0}. ⊥

〉
progress(<, proj2(x({0}+A+B)×N))
= let x({0}+A+B)×N =

switch
case u{0} : inj1(u{0}) = proj1(x({0}+A+B)×N) in let xA = π0 in (inj2(xA), 1)({0}+A+B)×N
case xA : inj2(xA) = proj1(x({0}+A+B)×N) in let xB = π1 in (inj3(xB), 2)({0}+A+B)×N
case xB : inj3(xB) = proj1(x({0}+A+B)×N) in k∅B(xB)
end-switch

in
f
{0}
({0}+A+B)×N(x({0}+A+B)×N)

catch(HP(N), g(({0}+A+B)×N)N , gGN) :

let x({0}+A+B)×N = switch end-switch in f
{0}
({0}+A+B)×N

in let u{0} = f
{0}
({0}+A+B)×N(x({0}+A+B)×N) in switch end-switch

end-kont

where Inv =


now ∈ T [Γ, σ] (π,Q) if x({0}+A+B)×N = (inj1(0), 0)
now ∈ T [Γ, σ[xA ← a]] (π1, Q) if x({0}+A+B)×N = (inj2(a), 1)
(b, now) ∈ Q if x({0}+A+B)×N = (inj3(b), 2)
⊥ otherwise

and f
{0}
({0}+A+B)×N, x({0}+A+B)×N, u{0} do not occur in π

Figure 8: Reduction of general sequential composition π = let xA = π0 in π1 to iteration

We now provide the proof for sequential composition provided the iterative construction is correct, in
the sense that whenever the two sub-programs π0 and π1 of an iterative construction instance satisfy the
induction hypothesis, then the instance satisfy the same victory invariant existence property.

Proof: First, we prove that sequential composition π = let xA = π0 in π1 is correct when
one of the two programs π0 or π1 is the encoding (e)C = kont k∅C in k∅C(e) end-kont of a pro-
gram defined by a pure expression e with output type C. We use lemma 3.15 to first focus on a
single element x ∈ T [Γ, σ] (π,Q). In the case where the expression is π0, the membership con-
dition is actually equivalent to x ∈ T [Γ, σ[xA ← JeKσ,now←x] (π1, Q), that is, the expected up-
date of the assignation. In particular, the induction hypothesis readily give us the desired victory
invariant. In the other case, when the expression is π1, the membership condition is equivalent to
x ∈ T [Γ, σ]

(
π0, {(a, y) ∈ A×G | JeKσ[xA←a],now←y ∈ Q}

)
, for which we can conclude by induction

hypothesis as well.
Using all the constructions that we proved correct until now, included this restricted form sequential

composition, as well as an instance of the iterative construction, we can now encode general sequential
composition. The basic idea is that a sequence can be encoded by taking a continuation, then making
a three-step iteration which calls the first program at first step, calls the second at second step, and the
continuation at the third. More precisely, given the three parameters Γ, σ,Q of weakest pre-condition
for π = let xA = π0 in π1, we can build a program using only π0, π1, and the construction already
known/assumed correct, which has the same weakest pre-condition as π for the fixed parameters. In
particular, we obtain immediately the desired victory invariant. We give the encoding in the case where
B 6= ∅ in Figure 8, in which the operators inji and proji are the natural injection/projection operators for

Inria



Deductive Verification via Ghost Debugging 21

sum/products. The encoding for B = ∅ is essentially the same but without result wrapping around π1, as
we cannot declare xB (and do not need to). �

It remains to deal with the recursive and iterative constructions, starting by the iterative one. We
obtain it as consequence of a simulation result between games, which lift local transfer of transition and
limit situations as victory invariant to global transfer of victory invariants.

Definition 3.16 Given two games G1 = (G1,41,∆1) and G2 = (G2,42,∆2), we say that a relation
R ⊆ G1 ×G2 induce a simulation of G1 by G2 if for every pair P,Q for which a victory invariant exists
in G1, a victory invariant exists forR[P ],R[Q] in G2.

Definition 3.17 Given two games G1 = (G1,41,∆1) and G2 = (G2,42,∆2), we say that a relation
R ⊆ G1 ×G2 induce a step-wise simulation of G1 by G2 if the following two condition holds:

(i) For all x ∈ G1, X ∈ ∆1(x), there exists a victory invariant forR[{x}],R[X] in G2.

(ii) For all H non-empty totally ordered subsets of G1, for all monotonic functions f from (H,41)
to (G2,42) respecting R, that is, xRf(x) for all x ∈ H , there is a victory invariant for pair
{supx∈H f(x)},R[supx∈H x].

Theorem 3.18 Any relation R inducing a step-wise simulation between G1 and G2 also induce a simu-
lation between G1 and G2.

We will not include the proof of theorem 3.18 here. The essential proof steps are the following:

• Using the local transition-to-invariant transfer property, we explicitly transfer victory invariants
for the original game (G1) to a product game following the structure of G2, but whose support is
G1 ×G2. In that game, we allow the existential player to change state from G1 arbitrarily as long
as it respects the order. We define the transferred invariant for product game by recovering the
original game history from the product history, and using it to take decision relatively to G2.

• We then perform a minimization of the obtained victory invariant to be able to associate an unique
history from G2 to any history of the product game

• Finally, we use the minimized victory invariant to derive a victory invariant in G2.

We then derive the correction of the iterative construction via a simulation from a suitable universal
game, which lets the universal player change the iteration parameter xA and the state now as it wishes
as long as the state increase both with respect to source game order and with respect to the progression
relation associated to the iteration construction. The body of the loop provides precisely the victory
invariant we need for the simulation of regular steps, while the body of the divergence handler provides
the victory invariant needed for limit steps. We do not include details here as the proof is very technical,
notably because the intuitive idea of a game with product state does ensures chain-completeness. We
need to embed that intuitive game in a completed variation.

Finally, we are left with recursive functions. In order for the introduction of recursive function to be
correct, we only need to check that there exists victory invariants corresponding to the recursive function
contract, as we can then readily apply induction hypothesis for the code that use it. According to our
proof plan, we should obtain those victory invariants by reduction to iterations. We achieve that via the
following ideas. First, we add extra transition to the game in a similar fashion as for continuations, so
that it satisfy the contract of recursive calls. Second, we follows the victory invariant in that extended
game. Whenever we should use a transition that does not exists in the original game, we simulate it by
using the same method at the higher recursion level. Whenever that process generates an infinite cascade
of such transition reductions, we match it to an infinite recursion stack and use the victory invariant from
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divergence handler to finish one of those reduction. Note that again, that victory invariant may rely on
transition reminiscent from recursive call as well, so it need to unfold them as well.

We note that our intuitive is compatible to the well-known technique of eliminating recursion with
expliciting stacks, except that our stack can be transfinite. Note that in particular, this reduction will
systematically reconstruct the implicit stack that we eliminated in the examples. Hence it is possible to
see our technique as a systematic implicit compilation of recursion to iteration. We observe a gain because
this compilation includes proofs, and as such is invisible in the final weakest pre-conditions, while the
reduction proof is done once.

We now sketch the method that we use to encode recursion as non-returning iteration. Again, we do
not provide full details as they are mostly technical.

• First and foremost, we fix the element that will be at the bottom of the stack.

• We use other constructions to transform the recursive structure in a different one that take non-
empty sets of parameter/state pairs rather than regular parameter, totally ordered by the progression
order. We also replace the progression order of the recurrence by the prefix order. Those totally
ordered sets essentially summarize the stack trace. In order to be able to treat uniformly the function
body and the divergence handler, we extends the post-condition of the function body so that it
can choose to send a value corresponding to the post-condition of any level. This means that the
divergence handler is equivalent to the function body restricted to limit chains. This also enforce
that larger recursion level are associated to larger post-conditions.

• We inject a continuation call in the function body to empty the post-condition of the singleton stack,
which takes care of the non-returning part.

• We choose a stack structure based on a well-founded non-empty sets of recursion levels, which are
recursion parameters (which are themselves totally ordered sets at that point). We use a function to
associate extra management information to each level, which corresponds naturally to data stored
in activation frame. We notably store the actual parameter corresponding to the level.

• We associate to each level the victory invariant that we try to follow at this level, as well as the
history corresponding to that invariant.

• We order stacks by a quasi-lexicographic order: larger stacks are bigger, and a stack is also bigger
than another if they are equal until a level where the history increase. In order to enforce global
growth of now, we need to restrict the order so that elements added to the increased history domi-
nates the whole content of the smaller stack.

• We take as invariant the fact that the state has a valid corresponding stack, such that the current
element is the last element of the history of the stack top element. A stack is valid if it satisfies the
following conditions:

(i) it is prefix-closed: if it contains a recursion level, which is a totally ordered set, then its
contains all its non-empty prefix as well.

(ii) History are strictly ordered: elements of any history in the stack are upper bounds of any
history that is lower in the stack.

(iii) history at any level admits a minimum.

(iv) The victory invariant stored at a given level is a valid victory invariant in the game where
we add transitions to satisfy all recursive calls at higher levels, for the singleton containing
the minimum of the history and the post-condition corresponding to that level. Moreover, the
associated history is in the invariant, and does not intersect the post-condition.
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(v) The ’returns’ are correctly linked: for any level and element y in the post-condition corre-
sponding to that level, there exists a lower level in the stack such that adding y to the history
of that level keep that history in the associated victory invariant.

(iv) For any level, if this level is a non-limit one, then the minimum of the associated history
belongs to the pre-condition associated to that level.

• We create a valid singleton stack corresponding to the starting point of the recursion.

• We perform regular loop iteration by analyzing the transition requested by the top-level stack el-
ement. If it exists in the game, we perform it and create a larger stack by adding that element
to top-level history, unless the post-condition is reached. In that case, we use condition (v) and
well-foundedness to find the smallest level to which we can add the element, which create a larger
stack. We need to take the minimum to make sure that element is not in the post-condition at this
level. If the transition does not exists, we directly create a larger stack by adding a level for the
corresponding recursive call. Note that condition (v) comes from the structure of game extended
with ’recursive’ transition.

• We perform loop divergence handling by noticing that from the structure of our order, only two
cases can happen (highly non-trivial disjunction). First possibility, we can match the limit situation
to a limit situation at a given constant level, with lower levels staying unchanged. In that case, we
handle divergence by adding the least upper bound of history at that level, from step (iii) of victory
invariants. If it happens to be in the post-condition, we then perform the same reduction as for
regular steps. Second possibility, we can match the limit situation to a limit transfinite sequence of
growing stacks, with levels staying unchanged. In that case, we can use condition (iv) to match it
to a limit situation of our original recurrence. In particular, those corresponds to recursive calls to
limit levels, so we handle them by adding a level for the corresponding recursive call. Again, if the
post-condition happens to be true immediately, we then perform the same reduction as for regular
steps.

3.6 Relative Completeness

For verification, we only need our proof methodology to be sound. However, it is also relatively complete,
in the sense that if we can prove directly the existence of a victory invariant for a definable set pair
in the meta-logic, then we can also prove its existence by finding a program of WG which satisfy the
corresponding contract, via corollary 3.11. The proof amounts to create a program that follows the
explicit victory invariant. We make a few implicit hypothesis about the meta-logic for the proof to work
out, notably that it can talk about victory invariants of the considered game, and express the notion in a
manner compatible with our definition. We also need to be able to express a few set operators.

Lemma 3.19 For all games G = (G,4,∆), all well-typed formulas pair ϕ0, ϕ1 not mentioning old, and
all assignations σ, if the existence of a victory invariant for the set pair {x ∈ G | Jϕ0Kσ,now←x}, {x ∈
G | Jϕ1Kσ,now←x} is provable in the meta-logic, then there exists a well-typed program π with output
type {0} such that C[(ΓG)x∈G, σ]

(
π :
〈
ϕ0 ↪→ u{0}. ϕ1

〉)
holds.
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Proof: We exhibit the corresponding program as

switch
case iP(P(G)) : ϕINV in

rec f
{0}
P(G)(hP(G)) :

〈
hP(G) ∈ iP(P(G)) ∧ now = maxhP(G)

∧ ∀x. x ∈ hP(G) ∧ ϕ1[now← x]⇒ x = now
↪→ u{0}. ϕ1

〉
progress(@, hP(G))
= switch

case u{0} : ϕ1 in (0){0}
case u{0} : ¬ϕ1 in let u{0} = step

{0}
P(G) in f

{0}
P(G)(hP(G) ∪ {now})

end-switch
catch(HP(P(G)), vP(G)P(G), wP(G)P(G)) :

f
{0}
P(G)(

⋃
HP(P(G)) ∪ {now})

in f
{0}
P(G)({now})

end-switch

where none of the immutable variables bound by the program occurs in ϕ1, ϕINV expresses the fact the
iP(P(G)) is a victory invariant for the set defined by ϕ0 and ϕ1 relatively to G, and @ is the strict prefix
order. �

4 Linking Games and Transition Systems
In that section we show how to connect transition systems and games, in order to recover more intu-
itive transfer properties. Indeed, our game-based framework do not represent directly the typical small-
steps operational semantics of programming language. We connect the two notions by presenting several
closely related translations from transition systems with observation records to games. The details of the
translations differ depending on the actual transfer property. We show here how to obtain three different
transfer results: program correctness, existence of behaviors, and simulation.

We first define the notion of transition systems with observation records. We use transition systems
because they are the natural abstraction for small-step operational semantics. We equip them with obser-
vation records to model abstractly the trace of observable effects of the program, which are the natural
tools to describe accurately the behavior of a non-terminating programs.

Definition 4.1 (Transition System with Observation Records) A transition system with observation
records is a quintuplet S = (S,→, p, O 4) where

• S is the domain of the transition system, and→⊆ S × S the transition relation

• (O,4) is a chain-complete order, representing the observation records

• p is a map from S to O, which extract the observation record from a state

From the definition above, we use the least upper bound of the observation records to abstract infinite
executions. Note that if we consider everything as observable, we can immediately translate any transition
system to a transition system with observation records by taking a domain made of non-empty finite state
sequences, and observation records made of potentially infinite state sequences. We can similarly translate
labeled transition system with observable labels by adding the sequence of observed labels to the state,
and use those sequence as observation records.

We now define the two translations corresponding respectively to the angelic (existential) and demonic
(universal) interpretation of non-determinism.
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Definition 4.2 (Timed support) The timed support associated to a transition system with observation
records S = (S,→, p, O,4) is the ordered set (GS ,4S) defined by

• GS = {(n, x) ∈ (N ∪ {∞})× (S ∪O) | (n =∞∧ x ∈ O) ∨ (n 6=∞∧ x ∈ S)}

• ∀n ∈ N, x ∈ S, y ∈ O. (n, x) 4S (∞, y)⇔ p(x) 4 y

• ∀n,m ∈ N, x, y ∈ S. (n, x) ≺ (m, y)⇔ n < m ∧ p(x) ≺ p(y)

• ∀x, y ∈ O. (∞, x) 4S (∞, y)⇔ x 4 y

Definition 4.3 (Existential game) The existential game associated to a transition system with observa-
tion records S = (S,→, p, O,4) is defined as the game GS,∃ = (GS ,4S ,∆S,∃) with transitions defined
by

∆S,∃((n, x)) =

{
{{(n+ 1, y)} | x→ y} n ∈ N
∅ n =∞

Definition 4.4 (Universal game) The universal game associated to a transition system with observation
records S = (S,→, p, O,4) is defined as the game GS,∀ = (GS ,4S ,∆S,∀) with transitions defined by

∆S,∀((n, x)) =

{
{{(n+ 1, y) | x→ y}} − {∅} n ∈ N
∅ n =∞

Those definitions are valid only because the timed support is chain-complete, which is a routine
consequence of chain-completeness of observations. Note that the removal of the ∅ from the universal
transition is not an artificial constraints but stems from intuition. Indeed, a state with no possible transition
corresponds to a stuck state, from which we should not be able to progress. Moreover, this ensures that
the definition of the universal game and of the existential game coincide when the transition system is
deterministic. This matches the intuition that the interpretation of non-determinism has no influence for
that particular case.

We now prove two lemmas that provides transfer properties for transition systems. The first relate
existence of victory invariants in existential games to existence of behaviors for transition systems, while
the second relate existence of victory invariants in universal games to eventual (infinite) reachability in
the transition system. This second notion matches naturally Hoare-style correctness properties.

Lemma 4.5 For all transition systems with observation records S = (S,→, p, O,4), for all sets P,Q ⊆
S,Q∞ ⊆ O, there is a victory invariant relative to GS,∃ for N × P,N × Q ∪ {∞} ∪ Q∞ if and only if
for all element s0 ∈ P , either

(i) there exists a finite transition sequence s0 → . . .→ sn of S such that sn ∈ Q

(ii) there exists an infinite sequence s0 → . . . → sn → . . . of S such that the least upper bound of
observation records over the sequence belongs to Q∞

Proof: The reciprocal direction is a direct consequence of the transfer property for games, using the same
style of program as for the completeness lemma 3.19. We build a program that first exhibits the trace with
a switching statement, then follows it until its potentially infinite end using a tail-recursive function, with
a divergence handler for the infinite case.

For the direct case, we can actually use a similar technique. We first build the same program than
for the completeness lemma 3.19, which is correct because a victory invariant exists. Then, we add an
extra parameter to the tail-recursive function which logs the actual sequence of transition, and enforce
its growth via the progression clause. We can achieve it by replacing the parameter type by a product.
It is routine to check that this preserve the correctness of the program. However, we can now prove
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a seemingly stronger post-condition which provides exactly the existence of such a trace. Since the
existential game does not provide transitions to the empty set, we can build an history that contains an
element satisfying the post-condition, hence showing that the desired trace exists. The simplest way to
build such an history is to take a maximal one, which exists via Zorn’s lemma. �

Lemma 4.6 For all transition systems with observation records S = (S,→, p, O,4), for all sets P,Q ⊆
S,Q∞ ⊆ O, there is a victory invariant relative to GS,∀ for N × P,N×Q ∪ {∞} ×Q∞ if and only if
for all potentially infinite transition sequences s0 → . . .→ sn(→ . . .)? of S such that s0 ∈ P , either

(i) there exists an element si in the sequence such that si ∈ Q

(ii) the sequence is infinite, and the least upper bound of observation records along the sequence is in
Q∞

(iii) the sequence is finite with last element sn, and there exists x ∈ S such that sn → x

Proof: For the reciprocal direction, we can directly use the transfer property for games. Indeed, the tail-
recursive program that steps untilQ is reached, or until divergence, will give the desired victory invariant.
To that end, we take as argument the finite sequence of states processed until there, with the pre-condition
that Q is not in the sequence. The condition (iii) then guarantee that we can perform a step, from which
we either reach N × Q or make a recursive call. If the recursive function diverges, the state is the least
upper bound of the corresponding infinite sequence, from which we derive {∞} ×Q∞.

For the direct case, we cannot directly use the program logic to derive the result, as we did for the
existential game. We first pre-process the universal game so that transition follows the fixed transition
sequence. Consider a potentially infinite transition sequence s0 → . . . → sn(→ . . .)?. We define an
intermediate game G which is the universal game, except that for each state si which is not the last of
the sequence, the transition from (i, si) is restricted to {{(i + 1, si+1}} ⊆ ∆S,∀((i, si)). In particular,
it is immediate to check that the victory invariant we have for the universal game is also valid for G.
Then, following the spirit of the proof for the existential game, we build the same program than for
the completeness lemma 3.19, but with respect to G instead. We then add an extra argument to the
tail-recursive function which logs the actual sequence of transition, and again enforce its growth via
the progression clause. Using the pre-condition, we enforce that this sequence is comparable with our
original sequence for the prefix order, as a consequence of the restriction of transitions. In particular,
we can enforce as final post-condition that the state is the least upper bound of some sequence which
is comparable with the original transition sequence for the prefix order. Since the universal game does
not contain transition to the empty set, we then recover the existence of such sequence/state pair. At this
point, the following cases may arise:

• The sequence constructed by the program is strictly bigger than the original transition sequence. In
that case, condition (iii) holds for the original transition sequence.

• The sequence constructed by the program is strictly shorter than the original transition sequence,
or finite and equal. In that case, condition (i) holds for the original transition sequence.

• Both sequences are infinite. That case corresponds to condition (ii).

�
Using a product construction, we now derive a third translation, corresponding naturally to simulation.

Definition 4.7 Given two transition systems with observation records S1,S2, the simulation game from
S1 to S2 is the game GS1→S2 = (GS1 ×GS2 ,4S1 × 4S2 ,∆S1→S2) with transitions defined by:

∆S1→S2((x, y)) = {{x} × Y | Y ∈ ∆S2,∃(y)} ∪ {X × {y} | X ∈ ∆S1,∀(x)}
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Lemma 4.8 For all transition systems S1 = (S1,→1, p1, O1,41) and S2 = (S2,→2, p2, O2,42), for
all set P ⊆ S1 × S2, set family (Qa,b)a,b∈B such that Qa,b ⊆ (a?S1 : O1)× (b?S2 : O2), there exists a
victory invariant for the set pair made of the pre-condition N× P and of the post-condition

{((n, x), (m, y)) ∈ GS1 ×GS2 | (x, y) ∈ Qn=∞,m=∞}

if and only if for all t0 ∈ S2, for all maximal transition sequence s0 → . . . → sn(→ . . .)? of S1 such
that (s0, t0) ∈ P , there exists a transition sequence t0 → . . .→ tn(→ . . .)? of S2 such that:

(i) the transition sequence from S2 is finite with maximum tn, and there exists i such that (si, ti) ∈
Qfalse,false

(ii) the transition sequence from S2 is finite with maximum tn, the transition sequence frommathcalS1

is infinite with least upper bound of observation s∞, and (s∞, tn) ∈ Qtrue,false

(iii) the transition sequence from S2 is infinite with least upper bound of observation t∞, and there
exists i such that (si, t∞) ∈ Qfalse,true

(iv) the transition sequences are both infinite with respective least upper bound of observations s∞, t∞,
and (s∞, t∞) ∈ Qtrue,true

Proof: The proof of this lemma is essentially an hybrid of proofs of lemma 4.5 and 4.6.
First note that the maximality condition amounts to rule out the condition (iii) from the universal

lemma 4.6. We can then obtain a program for the reciprocal direction as follows. First, we use a tail-
recursive function to create a sequence such that one of the condition (i), (ii), (iii) or (iv) holds when
using the least upper bound of the sequence as the witness si or s∞. Since such an elements exists for
maximal sequence, we can always step if we have not found such an element yet. Note that this phase use
only the step function coming from the universal side of the game. Once such a sequence is found, we
use the switching construction to build all the existential witness, then we build a tail-recursive function
that goes to the right element by following the obtained trace. Note that this second phase use only the
step function coming from the existential side of the game.

For the direct case, the proof is also an hybrid. First, we perform a pre-processing similar to the one
done for the proof of the universal lemma in order to fix the game transition to the ones correspond-
ing to our maximal transition sequence. Then, we build the same program than for the completeness
lemma 3.19, and add two extra recursive parameters for the sequence of states for each transition systems.
Following the reasoning from lemmas 4.5 and 4.6, we obtain a post-condition asserting the existence of
two sequences with least upper bounds related to the final state pair: a sequence for S1 which is prefix
of the fixed maximal sequence, the converse case being ruled out here by maximality, and an arbitrary
sequence for S2. The diverse possibilities then maps exactly to conditions (i)-(iv).

�

5 Related Work and Future Work
Hoare logic, games and dual non-determinism Games were introduced as a model for weakest pre-
condition transformers by Back and von Wright [1]. A related Hoare logic is studied by Mamouras [6].
In both cases, the focus of those works is to model and verify programming language containing dual
non-determinism. Our work differs in the sense that games are used as a model of small-step semantics,
and that the nature of non-determinism is only chosen to obtain the transfer property we are interested in.
In particular, we may obtain games with both types of non-determinism only when considering relational
properties, or internally as our proof of soundness construct such hybrid games for the recursive case.
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Hoare logic for machine code in proof assistants Hoare logics defined for machine code in proof
assistants are typically defined by proof rules which are mostly unrelated to the syntax of the underlying
program. Such logics are closely related to our work, as proof rules match the syntax cases of auxiliary
programs. Moreover, automation by tactics may simulate a weakest pre-condition calculus. A typical
example is the work of Myreen [8], which corresponds to a While language extended by well-founded
recursion for the auxiliary language. Note that well-founded recursion is inherently tied to the meta-logic
induction. In contrast, we support non-terminating recursion and proof of diverging behaviors. Note that
step-indexed logics like Iris [4] support non-terminating recursion by the mean of the Löb rule, as well as
arbitrary higher-order programs, but drop any support for total correctness, while we support fine-grained
specification/proof for non-terminating recursion but limited to first-order.

Verified compilation by the mean of program logics In Section 2.3, we sketched how our approach
could be used to verify a compiler. The idea of using program logic to ease compiler proof is not new, and
has been notably used for the proof of the CakeML certified compiler [5]. However, a notable difference
with our work is that the logic is used to prove existence of behaviors for the target code, while we can
prove simulation directly, in any direction by swapping the role of languages for the transfer property.
Moreover, the proof rely on the determinism of the target language, while our methodology support
non-determinism for both the source and the target language. Finally, in order to prove existence of
non-terminating behaviors, the proof of CakeML relies on Hoare triples with an unusual interpretation in
temporal logic, which means that properties about non-terminating behaviors are only stated in terms of
its finite prefixes. On the other hand, our approach take the position of talking directly about the result of
infinite executions.

Our approach can be extended in several directions. A first direction would be toward separation
logic. We believe that adding a separation logic layer a posteriori in a similar fashion as the first-order
fragment of Iris [4] should pose no trouble. Another direction would be to generalize our approach to
an higher-order settings. This can be achieved reasonably if we enforce a restriction of the higher-order:
either by limiting the rank of the allowed functions, or by limiting the usage of recursive calls so that
they do not occur under closure themselves passed to recursive calls. We do not know if it is possible to
achieve the best of both worlds, which would remove both limitations at once. A last possible direction
would be to add concurrency. While our approach obviously support sequential consistency, it is not at
all evident that the support is nice enough for practical usage. Indeed, our auxiliary language have no
support for parallel program composition.
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