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Abstract In this work, we propose a model based on stochastic geometry to assess downlink interference and signal over interference ratio (SIR) in LTE networks. The originality of this work lies in the proposition and combination of resource blocks assignment strategies, transmission power control, and realistic traffic patterns into a stochastic geometry model. For this model, we compute the first two moments of interference. They are used to parameterize its distribution from which we deduce the SIR distribution. Outage and transmission rates (modulation and coding rate) are then derived to evaluate the system performance. Simulations that cover a large set of scenarios show the accuracy of our proposal and allow us to compare these strategies with more complex ones that aim to minimize global interference. Numerical evaluations highlight the behavior of the LTE network for different traffic patterns/load, eNodeB density, amount of resource blocks, and offer insights about possible parameterization of LTE networks.

1 Introduction

The amount of mobile data that cellular networks must carry is continuously increasing. The capacity of the wireless systems must continuously increase in order to satisfy the growing demand of traffic from users and applications. Long Term Evolution, and Long Term Evolution-Advanced [2] (LTE-A) have been recently standardized to improve the network capacity and support this traffic...
growth. One of the solutions brought by LTE is the enhancement of the radio spectrum reuse. The smallest radio resource that can be allocated to a user is a resource block (RB). An RB is a channel (an OFDMA channel composed of a set of OFDM subcarriers) for the duration of one time slot. Considering the number of RB is finite, they are reused in different cells generating potential inter-cell interference. The algorithms that assign RB to users located in different cells have thus an important role in the system performance. A static RB assignment, where disjoint resources are distributed to each cell may lead to an inefficient resource usage as the unused RB in a cell cannot be reused in another one. Instead, algorithms that assign RB can be centralized in a scheduler/controller that controls a certain number of neighborhood cells and adapts the RB assignments to the cells load. Also, it may improve the spatial reuse while ensuring a low level of interference.

Several studies have proposed assignment strategies performed at the scheduler to minimize global interference [12,20]. These strategies aim to minimize interference for a given configuration and are evaluated exclusively through simulations. However, the assignment strategies have to be evaluated for more general scenarios and at larger scale.

Stochastic geometry offers a powerful tool to analyze large scale networks through a few parameters and to understand the role of these key parameters on the whole system. The other benefit of stochastic geometry is to consider realistic Base stations (BS) or eNodeB (evolved Node B) locations. It uses random point processes rather than deterministic (grid or hexagonal patterns for instance) or predetermined locations of BS/eNodeB. For instance, the Poisson Point Process (PPP) has been shown to be suitable to model the spatial location of BS [11,15,21]. Nevertheless, interference as experienced by a user is not generated by all BS but only by the ones using the same radio resources. The resource allocation strategies have thus to be mapped to the point process modeling BS/eNodeB to determine which points/BS are interfering with a given communication. Consequently, the traffic demand must also be taken into account as it sets the number of resources used at a given time.

In this work, we propound a combination of several assignment strategies, realistic traffic demands, and transmission power control mechanisms into a stochastic geometry model. We begin by reviewing related works and our contributions.

1.1 Related Work

In a downlink LTE system, a resource block (RB) is the smallest radio resource unit that can be allocated to a user. The LTE system has to schedule and assign RB to users as a function of the link qualities, traffic demands, and potentially quality of service requirements. In this paper, we focus on a system where a controller assigns RB for a set of eNodeB. We do not overview RB assignment techniques in LTE network as they aim to optimize RB assignments and modulation/coding rates for a given topology and a traffic demand. In-
stead, this paper deals with the macroscopic design of the network: the impact of eNodeB density, allocation scheme, power allocation, on the global performance of a downlink LTE system. Nevertheless, the reader can refer to [17, 22] for recent surveys. Also, interesting contributions on the optimization of the downlink system for a given configuration are described in [6, 19, 20, 31, 32].

Stochastic geometry has emerged as an efficient tool to analyze the performance of cellular networks. It offers, through simple models, a way to study wireless architectures at a large scale. Recent surveys [8, 9] summarize the numerous wireless architectures and models for which stochastic geometry has been applied. One of the main difficulties in the analysis of large wireless systems is to characterize interference. This quantity does not depend only on BS location, radio environment (path loss, shadowing/fading, etc.), but also the way that radio resources (time, frequency, power) are allocated. The point process modeling interfering nodes is thus of crucial importance. The PPP offers an accurate model to describe BS location [11, 15, 21]. This process is tractable, and it is possible to derive closed formulas for some key performance metrics of the system: interference, coverage, outage, Signal over Interference plus Noise Ratio (SINR), etc. But the PPP models all BS/eNodeB and not the subset of interfering eNodeB for a given communication. The process has thus to be thinned to take into account interference coordination (IC) techniques, radio resources assignment for example, leading to processes that are no more Poisson. In the next paragraph, we focus on recent contributions, and on studies where resources allocation and more generally IC techniques are taken into account.

IC refers to techniques that aim to mitigate interference at the receivers. Surveys on such techniques can be found in [13, 14]. A common IC approach consists in controlling the allocated radio resources (frequency/time/power) in order to alleviate the interference impact on communications. In [3], the authors consider a random resources allocation strategy where the BS are distributed as a PPP. This simple and tractable strategy allows to model interfering BS as an independent thinning of a PPP and to derive closed formulas for the coverage probability. They also deduce the minimal reuse factor achieving a given coverage probability. The performance of Strict FFR (Fractional Frequency Reuse) and SFR (Soft FFR) allocation strategies is evaluated using stochastic geometry in [24]. With these two techniques, different radio resources are allocated to users that are at the edge of a cell (Voronoï cells here) with regard to the ones close to the BS. The criteria distinguishing core and edge users is based on the SINR at each user computed from the underlying PPP modeling all BS. For strict FFR, the radio resources used at the edge and in the core are disjoint. Instead, the radio resources may be reused between the two regions for SFR. For these two strategies, the authors derive closed formulas for the coverage probability and discuss pros and cons of these approaches. A superior interference reduction is observed for FFR but SFR benefits from a greater resource efficiency. This work is generalized in [25, 35] to the context of K-tier and heterogeneous networks considering different point processes for each tier or network technology. It is also extended and studied
in [10] with the Dynamic Strict FFR (DSFFR) where the edges of the cells are dynamically divided into sectors with the help of directional antennas. In [16], a coordinated beamforming is employed to ensure that a set of closed BS, “a cluster”, will use different resources. A user associated to a BS is then not subject to interference from BS belonging to the same cluster. The authors derive analytical expressions for the Signal over Interference Ratio (SIR) for this strategy and discuss the impact of the clusters cardinality. A similar approach is used in [33], where the set of coordinated BS corresponds to the most interfering ones. Interference level takes into account path loss and long-term shadowing. The interfering BS are outside this set. They are selected randomly and independently leading to a thinned PPP. For this model, the authors study the coverage probability for different scenarios. In [4], a user is served by its 1 or 2-closest BS according to the position of these BS with regard to the user. When the two BS are coordinated, the transmission power is split into the two transmissions. The total transmission power is thus the same with one or two coordinated BS. Interference is generated by the other BS without restriction which is assumed distributed through a PPP. The authors derive a closed-form expression for the SIR distribution and the network coverage probability and discuss the benefit of this approach. In [29], an IC technique is evaluated for a user at the edge of its cell. When the resource of this communication is used by neighboring cells, they may not transmit any signal for a certain period to mitigate interference at this user. This coordination technique is analytically evaluated assuming that interfering nodes are still distributed as a PPP.

Besides the modeling of IC, [5, 28, 30, 34] propose spatial and tractable models that take into account the traffic demand in the interference computation, but they do not consider concrete RB assignment algorithms. In particular, the authors in [28] study SIR coverage for a cellular network based on PPP. A queue is associated to each BS that determines the BS transmission activity as a function of the traffic. Considering the traffic at each BS is independent, Interferers at a given time is then an independent thinning of the initial PPP and is still Poisson. This model differs with this paper as we do not take into account eNodeB activity as a function of the traffic but instead the resource allocation as a function of the number of associated users to each eNodeB. Also, stochastic geometry models can be specific to certain power control scheme [27] or radio technologies as in [26] where the authors consider a K-tier heterogeneous network with transmissions operating on the millimeter wave band.

1.2 Contributions

The primary contribution of this work is to offer an analytical model based on stochastic geometry to evaluate the performance of a downlink LTE system taking into account RB allocation strategies, power control, and traffic demands. All these mechanisms have never been combined into a single stochastic geometry model. The number of allocated resources for an eNodeB
is assumed to follow the distribution of the number of clients in an M/M/C/C queue. It models the number of communications in progress when both the inter-arrival of the communications and their duration follow an exponential distribution. Such assumptions are pertinent in cellular networks as it has been recently shown in [18]. We associate to these traffic demands several resource allocation strategies. All these algorithms are combined with a power control mechanism that depends on the channels quality. Allocation strategies lead to non-PPP as correlation appears between the locations of the interfering nodes. It prevents the use of the convenient properties of the PPP to compute interference distribution. Nevertheless, we propose approximations that allow us to deal with these correlations and to obtain an analytical method that is shown very accurate with regard to simulations.

We compare our model to classical optimization approaches where, for a given configuration/sample, the allocation is optimized with regard to an objective function. To our knowledge, such comparison has never been done before. It shows that geometry stochastic based model may be relevant to offer tight approximations on wireless system performance.

Models are evaluated through a large set of simulations that highlights benefits of our approach to design some key parameters of the wireless system. Results show that the obtained values for SIR, coding and modulation rates, correspond to the reference values of the standards and technical LTE documents, empirically proving that our model is able to approximate performance of real systems. This work has been partially presented in [7].

1.3 Paper organization

The remainder of this work is organized as follows. In the next section we present the system model. We expose the assignment strategies in Section 3. In Section 4, we derive the first and second moments of interference for each allocation strategy. SIR distribution is assessed in Section 5. Numerical results and simulations are presented and discussed in Section 6. We conclude the paper in Section 7.

2 System Model

2.1 eNodeB location and interference

eNodeB location is modeled by a point process \( N_e = \{X_i\}_{i \in N_e} \) distributed in \( \mathbb{R}^2 \) with intensity \( \lambda_e \). Its distribution is detailed in Section 2.2. The eNodeB are numbered with regard to their distance to the origin, eNodeB 0 at \( X_0 \) being the closest one. We consider a downlink system between a typical user and its attached eNodeB. Without loss of generality, we assume that this user is located at the origin. The users are assumed to be associated with their closest eNodeB with regard to the Euclidean distance. The channels between
eNodeB and the typical user are modeled through a sequence of i.i.d. random variables \((h_i)_{i \in N}\). The transmission power between an eNodeB and one associated user is given by the function \(T_x(r)\). This function models the power control algorithm implemented by the eNodeB and depends on the distance \(r\) between a user and its attached eNodeB. The scheduler/controller manages a set of \(RB_{\text{max}}\) resource blocks that are common to all eNodeB. They are thus shared between eNodeB. The RB are numbered from 0 to \(RB_{\text{max}} - 1\). The scheduler assigns one RB for each user, but the model can be easily extended with a random number of RB for each demand. Traffic demands exceeding \(RB_{\text{max}}\) at an eNodeB are not served. The RB with index 0 is allocated to the typical user. We show, in the appendix, that this choice does not impact the computations, and any other index could be chosen instead. An eNodeB interferes with the typical user if and only if it reuses this RB. Interference at the typical user can be expressed as:

\[
I(\|X_0\|) = \sum_{i=1}^{\infty} w_i \cdot h_i \cdot T_x(\|X_i - U_i\|) \cdot l(\|X_i\|),
\]

where \(l(.)\) is the path loss function. The argument of interference is the distance between the typical user and its eNodeB (eNodeB 0). \(I(\|X_0\|)\) expresses interference when this distance is random and depends on the r.v. \(\|X_0\|\). \(I(r)\) expresses interference when this distance is given and equal to \(r\). This notation is motivated by the fact that the r.v. \(X_i\) and \(X_i - U_i\) are correlated to \(X_0\). Moreover, the mean and the variance of interference will be computed for both a given value of \(\|X_0\|\) and with regard to its distribution. The r.v. \(w_i\) indicates whether eNodeB \(i\) interferes with the typical user \((w_i = 0\) or 1). \(U_i\) is the random variable modeling the location of a user attached to the eNodeB \(i\) (at \(X_i\)). We assume that \(U_i\) is uniformly distributed in the Voronoi cell formed by the process \(N_e\) and with nucleus \(X_i\). The main notations used throughout this paper are given in Table 1.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_e)</td>
<td>point process modeling eNodeB</td>
</tr>
<tr>
<td>(I(|X_0|))</td>
<td>interference at the typical user. The distance between the typical user and eNodeB 0 is the r.v. (|X_0|).</td>
</tr>
<tr>
<td>(I(r))</td>
<td>interference at the typical user. The distance between the typical user and eNodeB 0 is equal to (r).</td>
</tr>
<tr>
<td>(w_i)</td>
<td>r.v. indicating if eNodeB (i) interferes with the typical user</td>
</tr>
<tr>
<td>(D_i)</td>
<td>number of RB allocated to eNodeB (i)</td>
</tr>
<tr>
<td>(T_x(r))</td>
<td>transmission power between an eNodeB and its user at distance (r)</td>
</tr>
<tr>
<td>(\Delta)</td>
<td>spatial reuse parameter (an RB is reused every (\Delta) eNodeB in average)</td>
</tr>
<tr>
<td>(f_{|X_i|}())</td>
<td>PDF of (|X_i|)</td>
</tr>
<tr>
<td>(f_{|X_i|,|X_j|}(r))</td>
<td>joint PDF of (|X_i|, |X_j|)</td>
</tr>
<tr>
<td>(f_{|X_0|=r}(\cdot))</td>
<td>conditional PDF of (|X_0|) given that (|X_0| = r)</td>
</tr>
<tr>
<td>(f_{|X_0|=r}(\cdot))</td>
<td>conditional PDF of (|X_i|, |X_j|) given that (|X_0| = r)</td>
</tr>
<tr>
<td>(f_{|U_i-X_i|}(\cdot))</td>
<td>PDF of the distance between the typical user (at the origin) and its serving eNodeB 0</td>
</tr>
<tr>
<td>(f_{|U_i-X_i|=r}(\cdot))</td>
<td>conditional PDF of the distance between a user and its attached nucleus (X_i) given (|X_i|)</td>
</tr>
</tbody>
</table>

Table 1 Principal notation.
2.2 Point process modeling eNodeB

The point process modeling eNodeB is a modified homogeneous PPP. The process $N_e \setminus \{X_0\} = \{X_i\}_{i>0}$ is Poisson in $\mathbb{R}^2 \setminus B(0, \|X_0\|)$ where $B(0, \|X_0\|)$ is the ball centered at the origin and with radius $\|X_0\|$. We choose a distribution for $\|X_0\|$ that makes the process $N_e$ different of a PPP. Indeed, with a PPP the typical user at the origin lies in a Voronoï cell that is greater in average than the other cells. Intuitively, “big cells” cover more space than “small cells” and consequently the cell covering the origin has a greater size in average. It is consistent with a modeling where users are homogeneously scattered in the plane but not with our assumption where the network has been dimensioned to have the same load in average (the same number of users) in each cell. It is more realistic as it has been shown in [18], where a homogeneous load is observed for the different cells independently of their sizes. In this case, the typical cell covering the typical user must have the same distribution as the other cells. Therefore, we consider the distribution of the distance $\|X_0\|$ under Palm measure. More precisely, this distribution corresponds to the distance between the nucleus of a typical cell under Palm measure and a point uniformly distributed in this cell. The distribution of this distance is not known, but we use the approximation presented in [23] (page 133). We set the distribution of the distance between the typical user and its closest eNodeB at $X_0$ as:

$$f^0_{\|X_0\|}(r) = 2\pi\lambda_c c e^{-\lambda_c c \pi r^2}$$

with $c = 1.25$. The angle between the lines $(0, X_0)$ and the abscissa is uniformly distributed in $[0, 2\pi)$.

The distribution of the distance between a user in a given Voronoï cell and its nucleus ($\|X_i - U_i\|$) follows the same definition, and consequently the same distribution. In the next section, we present the different RB assignment strategies evaluated in this paper.

3 Assignment strategies

We consider four different allocation strategies. We begin by two simple RB allocation schemes: independent and static allocations. Then, we develop a more realistic allocation strategy using the $M/M/RB_{\text{max}}/RB_{\text{max}}$ queue, named $M/M/RB_{\text{max}}/RB_{\text{max}}$ allocation hereafter. Also, a more global approach where the RB are assigned in order to minimize the sum of interference at each user is considered but for which we do not propose a mathematical resolution. All the allocation strategies are set in such a way that a given RB is reused every $\Delta$ ($\Delta \geq 1$) eNodeB in average. The mean load in each cell, and equivalently the mean number of RB used by an eNodeB is then $\frac{RB_{\text{max}}}{\Delta}$. The reuse factor $\Delta$ reflects the network load.
3.1 Independent allocation: Thinning

With this strategy, each eNodeB selects its resources independently of the other eNodeB. Therefore, we assume that an eNodeB has a probability \( \frac{1}{\Delta} \) to reuse the RB with index 0. The point process describing the interfering eNodeB is then a thinned PPP in \( \mathbb{R}^2 \setminus B(O, \|X_0\|) \) with intensity \( \frac{\lambda}{\Delta} \).

3.2 Static allocation

We assign a constant proportion \( \frac{RB_{\text{max}}}{\Delta} \) of the available resources to each eNodeB. They are allocated in their index order: eNodeB 0 uses RB from 0 to \( \frac{RB_{\text{max}}}{\Delta} - 1 \) (it includes the typical user), eNodeB 1 from \( \frac{RB_{\text{max}}}{\Delta} \) to \( 2 \frac{RB_{\text{max}}}{\Delta} - 1 \), etc. We take the integer part of these fractions when \( RB_{\text{max}} \) is not a multiple of \( \Delta \). We loop when all resources have been used. Consequently, the eNodeB interfering with the typical user has an index with the form \( k \cdot \Delta \) with \( k > 0 \).

3.3 \( M/M/RB_{\text{max}}/RB_{\text{max}} \) allocation

In an \( M/M/C/C \) queue, customers arrive according to a Poisson process (in \( \mathbb{R} \)) and the service times are exponentially distributed. It models a system with \( C \) resources/servers and a capacity of the same size. A customer cannot enter in the system if all resources/servers are busy. We associate to each eNodeB an independent \( M/M/RB_{\text{max}}/RB_{\text{max}} \) queue to model the number of RB in use.

The servers model the RB. Upon the arrival of a request/user, an RB/server is used for a time exponentially distributed. If no RB is available, the request is rejected. In order to have a mean reuse factor of \( \Delta \), the parameter of the queue (the load) denoted \( \rho \) is set in such a way that the mean number of customers in the system, or equivalently the mean number of busy resource blocks, is equal to \( \frac{RB_{\text{max}}}{\Delta} \). The distribution of the number of busy resource blocks for a given eNodeB \( i \) (\( i > 0 \)) denoted \( D_i \), is then given by:

\[
P(D_i = k) = \pi_0 \frac{\rho^k}{k!},
\]

where \( \pi_0 = P(D_i = 0) \) and \( RB_{\text{max}} \geq k \geq 0 \).

These RB are allocated in a cyclic order. If the last RB used by eNodeB \( i - 1 \) has index \( k \), eNodeB \( i \) uses RB indexed from \( (k + 1) \mod(RB_{\text{max}}) \) to \( (k + D_i) \mod(RB_{\text{max}}) \).

For eNodeB 0, we do not consider the total number of allocated RB (\( D_0 \)), but instead, a random variable \( R_0 \). It describes the index of the last RB used by eNodeB 0. Indeed, for this particular eNodeB, the quantity used in practice to compute the next allocation (RB indexes used by eNodeB 1) is \( R_0 \) rather than \( D_0 \). A formal definition of \( R_0 \) is given in appendix (Appendix A - Section 7.1).

An example of allocation is given in Figure 1.

The distribution of \( R_0 \) is set according to the stationary distribution of a Markov chain. The transition probabilities of this Markov chain are:
Fig. 1 In Figure 1(a) an example of RB allocation is given. eNodeB 0 uses 6 RB (the first one has index 14, the other ones are indexed from 0 to 4). It uses the RB with index 0 to communicate with the typical user. \( R_0 \) is the index of the last resource used by eNodeB 0. As it uses RB indexed from 14 to 4, \( R_0 = 4 \) here. The number of used RB for the other eNodeB are \( D_1 = 4, D_2 = 3 \), etc. An eNodeB interferes if and only if it reuses the resource 0: in this example eNodeB 3 and 6. In Figure 1(b), we plot a sample of the point process describing eNodeB location with the same RB assignment. The eNodeB interfering with the typical user is then a dependent thinning of the original point process where the thinning involves eNodes 3, 6 and 10 (this last interfering eNodeB was not shown in Figure 1(a)). Their Voronoi cells are colored in green.

\[ P_{l,m} = \mathbb{P}(R_{n+1} = m | R_n = l) \quad (4) \]
\[ = +\infty \sum_{j=0}^{RB_{\text{max}}-l-1} \frac{\rho^{RB_{\text{max}}+m-u-l} \pi_0^{j} (j\rho)^u}{u!} \quad (5) \]

where \( (l,m) \in \{0,1,\ldots, RB_{\text{max}}-1\}^2 \). The motivation for this particular construction is to keep the probability of using the resource 0 between eNodeB
homogeneous. More precisely, it is built in order to verify the property given in Proposition 1. Details about the Markov chain construction are given in appendix (Appendix B - Section 7.1). It is worth noting that other distributions for the resource demands (given by Equation 3 in our case) can be considered as well. As soon as the distribution of $R_0$ verifies Proposition 1, the method proposed in this paper holds.

3.4 Property of these assignment strategies

We define more precisely the sequence of r.v. $(w_i)_{i \in \mathbb{N}}$. It indicates which eNodeB interferes with the typical user. It was already used in Equation 1.

$$w_i = \begin{cases} 1, & \text{if eNodeB at } X_i \text{ uses RB with index 0} \\ 0, & \text{otherwise}. \end{cases} \quad (6)$$

By convention, we set $w_0 = 1$ a.s. In the following, we shall thus assume that $P(w_i = 1|w_0 = 1) = P(w_i = 1)$.

**Proposition 1** For the three allocation strategies defined in Sections 3.1, 3.2, and 3.3, the following property holds:

$$P(w_j = 1|w_i = 1) = P(w_j = 1|w_0 = 1) \quad (7)$$

The proofs for the first two strategies are straightforward. For the $M/M/RB_{max}/RB_{max}$ strategy, the distribution of $R_0$ has been set to verify this property (see Appendix 7.1).

3.5 Heuristics

We compare these strategies to heuristics that aim to optimize interference or spatial reuse for a given configuration. It allows us to compare our RB assignment, performs in a cyclic manner around a typical user, to strategies where a controller in charge of a set of eNodeB will assign RB in order to optimize a certain objective function. For the heuristic minimizing the sum of interference, named “Minimize interference” hereafter, the considered optimization problem is similar to the one developed in [20]. The problem has been shown NP-hard, so we use a greedy algorithm to find a solution. The number of users associated to each eNodeB follows the same distribution as the $M/M/RB_{max}/RB_{max}$ allocation. Then, we consider users in a random order and apply Algorithm 1 to associate an RB to a user. It chooses the resource block that minimizes the sum of interference. Obviously, we compute interference only for the users already assigned. The typical user is considered in last, when the system has reached the targeted load. This algorithm mimics an assignment strategy where the RB are assigned at the arrival of the users request without changing the already assigned RB.
The second heuristic, “Maximize reuse distance”, maximizes the distance at which the RB are reused. Each user is considered in a random order. Different RB are assigned to the $RB_{\text{max}}$ first users. When assigning an RB to the other users, the controller chooses the RB for which the reuse distance is maximum. The typical user is considered in last. This second heuristic may correspond to a case where the controller does not have information on channel conditions and interference, but knows the distances between eNodeB.

Algorithm 1: Minimizing global interference

**Data:** $RB_{\text{max}}$: Total number of RB.
$\text{cost}$: sum of interference for the current allocation.
$\text{bestCost}$: sum of interference for the best allocation strategy, initialized to -1.

**Result:** Assign an RB to a user. This algorithm is called by the controller for each new user.

1. for each $rb \in \{0, 1, \ldots, RB_{\text{max}} - 1\}$ do
2. 
3. if $rb$ is free then
4. 
5. assign $rb$ to this user;
6. 
7. cost ← sum_interference();
8. 
9. if $\text{bestCost} < 0$ or $\text{cost} < \text{bestCost}$ then
10. 
11. save this allocation strategy;
12. 
13. bestCost = cost;
14. 
15. end
16. 
17. end
18. 
19. end
20. 
21. Assign the saved allocation strategy

4 Interference characterization

We derive the mean and the variance of interference for the three assignment strategies defined in the previous section.

The point process modeling interferers is a dependent thinning of the original PPP. Consequently, conditions for mean (respectively variance) to be finite with a PPP also hold for our point process: the path loss function $l(.)$ must belong to $L^1$ (respectively $L^2$).

4.1 Distribution of distances between the typical user and eNodeB ($\|X_i\|$)

As a preamble, we give the PDF of the distance between the typical user at the origin and eNodeB. Both PDF of $\|X_i\|$ and joint distribution of ($\|X_i\|, \|X_j\|$) are derived. These PDF are used in the computation of the mean and the variance of interference.

In the numerical evaluation, we shall condition interference by the distance $\|X_0\|$. It allows us to study interference for a given distance between the typical user and its attached eNodeB. It is also motivated by the computation of the
SIR where both interference and the typical user signal strength depend on the distance $\|X_0\|$.

For our model, the PDF of $\|X_i\|$ with $i > 0$ given $\|X_0\| = r$ is:

$$f_{\|X_0\|=r}(u, r) = \frac{(\lambda_x \pi)^i}{(i-1)!} 2u(u^2 - r^2)^{i-1} e^{-\lambda_x (u^2 - r^2)} \mathbb{1}_{u>r}$$

(8)

The joint PDF of $(\|X_i\|, \|X_j\|)$ with $j > i > 0$ given $\|X_0\| = r$ is:

$$f_{\|X_i\|=r, \|X_j\|=r}(u, v, r) = \frac{(\lambda_x \pi)^j}{(j-1)! (j-i-1)!} 4uv(u^2 - v^2)^j (u^2 - r^2)^{j-i-1} e^{-\lambda_x (u^2 - r^2)} \mathbb{1}_{u>v,u>r}$$

(9)

To obtain the PDF when $\|X_0\|$ is not set ($f_{\|X_i\|}(.)$ and $f_{\|X_i\|,\|X_j\|}(.)$), it suffices to integrate the two conditional PDF with regard to the PDF of $\|X_0\|$ given in Equation (2).

4.2 Mean of interference

The mean is derived from Equation (1):

$$E[\|X_0\|] = E[h_{\lambda}] \sum_{i=1}^{+\infty} E[w_i] E[T_x(\|X_i - U_i\|) \cdot l(\|X_0\|)]$$

(10)

In this equation, $w_i$ has been separated from the expectation as it is independent of the process $N_e$ (according to the defined strategies). We derive $E[T_x(\|X_i - U_i\|) \cdot l(\|X_0\|)]$ and $E[w_i]$ in the two next sections.

4.2.1 Computation of $E[T_x(\|X_i - U_i\|) \cdot l(\|X_0\|)]$

No power control. In absence of power control, i.e. when $T_x(.)$ is constant or independent of the process $N_e$, a closed formula may be expressed for Equation (10). $E[T_x(\|X_i - U_i\|) \cdot l(\|X_0\|)]$ is then given by $E[T_x] E[l(\|X_0\|)]$. Expectation of $l(\|X_0\|)$ is obtained from the distribution of $\|X_0\|$ given in Section 4.1.

$$E[\|X_0\|] = E[h_{\lambda}] \sum_{i=1}^{+\infty} E[w_i] E[T_x(\|X_i - U_i\|)] E[l(\|X_0\|)]$$

(11)

Power control. When the transmission power depends on the distance between the receiver and its attached eNodeB ($T_x(\|X_i - U_i\|)$), the computations are more complex. $E[T_x(\|X_i - U_i\|) \cdot l(\|X_0\|)]$ cannot be approximated by $E[T_x(\|X_i - U_i\|)] E[l(\|X_0\|)]$ as the size of the Voronoi cell with nucleus $X_i$ depends on its distance to the origin. The joint distribution of $(\|X_i\|, \|X_i - U_i\|)$ being unknown, we propose the following approximation:

$$f_{\|X_i\|(r)} f_{\|U_i - X_i\|}(u, r)$$

(12)
with
\[ f_{\|U_i - X_i\|}(u, \|X_i\|) = 2\pi \lambda e^{-\lambda c_i(\|X_i\|)}u e^{-\lambda c_i(\|X_i\|)\pi u^2} \quad (13) \]

The PDF of \( \|U_i - X_i\| \) is the same as \( \|U_0 - X_0\| \) given by Equation 2. Its parameter \( c_i(\|X_i\|) \) depends on \( \|X_i\| \):
\[ c_i(\|X_i\|) = \frac{1}{4\sqrt{\lambda e^{\gamma_i(\|X_i\|)+b}}} \quad \text{with} \quad \gamma_i = \frac{1}{2} - b \]
and \( b = 0.33 \). The motivation and the computation details for this PDF are given in appendix (Section 7.2). We obtain:
\[
\mathbb{E}[T_x(\|X_i - U_i\|)] = \int_0^{+\infty} T_x(u)l(\|X_i\|)f_{\|U_i - X_i\|}(u, r)du dr.
\quad (14)
\]

Often, in real systems, the transmission power cannot be set arbitrarily and is limited to a set of predetermined values. The transmission power function can then be represented as a step function,
\[
T_x(r) = \sum_{i=1}^{N_T} t_i \mathbb{1}_{r \in [\alpha_{i-1}, \alpha_i]} \quad \text{where} \quad N_T \text{ is the number of possible transmission powers, } t_i \text{ the } i^{th} \text{ transmission power value, and } [\alpha_{i-1}, \alpha_i] \text{ the distance interval between a user and its eNodeB at which this transmission power is used.}
\]
An example of such setting is given in the numerical evaluation section. In this case, Equation (14) becomes:
\[
\mathbb{E}[T_x(\|X_i - U_i\|)] = \sum_{i=1}^{N_T} t_i \int_0^{+\infty} \left( e^{-\lambda c_i(r)\pi \alpha_i} - e^{-\lambda c_i(r)\pi \alpha_{i-1}^2} \right) f_{\|X_i\|}(r)dr.
\quad (15)
\]

When the computation is performed for a given distance \( \|X_0\| \), the PDF \( f_{\|X_i\|}(...) \) in Equations (12) and (15) must be replaced by \( f_{\|X_0\|}=r(,,) \) (given in Section 4.1).

4.2.2 Computation of \( \mathbb{E}[w_i] \)

Finally, in order to compute Equation (10), we need to express \( \mathbb{E}[w_i] \). First, note that \( \mathbb{E}[w_i] = \mathbb{P}(w_i = 1) \).

**Proposition 2** The probability for eNodeB \( i \) to interfere with the typical user is given by:

- **Independent allocation**
\[ \mathbb{P}(w_i = 1) = \frac{1}{\Delta} \quad (16) \]

- **Static allocation**
\[ \mathbb{P}(w_i = 1) = \mathbb{1}_{\mod(\Delta) = 0} \quad (17) \]
• $M/M/R_{\text{max}}/R_{\text{max}}$ allocation

$$P(w_i = 1) = \pi_0^{R_{\text{max}}-1} \sum_{u=0}^{R_{\text{max}}-1} P(R_0 = u)$$

$$\times \sum_{p=0}^{R_{\text{max}}-1-u} \frac{(\rho(i-1))^p}{p!} \sum_{l=\left[ \frac{p+u}{R_{\text{max}}+1} \right]}^{R_{\text{max}}-(p+u)} \frac{\rho^l}{l!}$$

The computation details for the $M/M/R_{\text{max}}/R_{\text{max}}$ allocation are given in appendix (Appendix C - Section 7.3).

4.3 Variance of Interference

Variance of interference is defined as

$$\text{Var}(I(||X_0||)) = E[I(||X_0||)^2] - E[I(||X_0||)]^2.$$  \hspace{1cm} (19)

For the second moment, we obtain

$$E[I(||X_0||)^2] = E[I]^2 \sum_{i=1}^{\infty} E[T_{\sigma}(||U_i - X_i||)^2] P(w_i = 1)$$

$$+ 2E[I]^2 \sum_{1 \leq i < j < +\infty} E[T_{\sigma}(||U_i - X_i||)T_{\sigma}(||U_j - X_j||)l(||X_i||)l(||X_j||)l]E[w_i w_j].$$  \hspace{1cm} (20)

As for the mean, complexity lies in the correlation between $||X_i||$ and $||U_i - X_i||$. The term $E[T_{\sigma}(||U_i - X_i||)^2 \cdot l(||X_i||)^2]$ is computed with the same method as the first moment.

**Computation of $E[T_{\sigma}(||U_i - X_i||)T_{\sigma}(||U_j - X_j||)l(||X_i||)l(||X_j||)]$.** As $||U_i - X_i||$ (respectively $||U_j - X_j||$) depends on $||X_i||$ (respectively $||X_j||$), we condition by the distribution of $(||X_i||, ||X_j||)$ given in Section 4.1. Given $X_i$ and $X_j$, we use the same PDF as in Equation (40) assuming that $||U_i - X_i||$ and $||U_j - X_j||$ are independent. The considered joint distribution of $(||X_i||, ||X_j||, ||U_i - X_i||, ||U_j - X_j||)$ becomes:

$$f_{||U_i - X_i||}(u, r)f_{||U_j - X_j||}(v, s)f_{||X_i||, ||X_j||}(r, s).$$  \hspace{1cm} (21)

When the distance $||X_0||$ is fixed, $f_{||X_i||, ||X_j||}(\cdot, \cdot)$ must be replaced by the PDF $f_{||X_0||=r}(\cdot, \cdot)$ given in Section 4.1.
Computation of $\mathbb{E}[w_i w_j]$. It has been shown that the sequence $(w_i)_{i > 0}$ verifies Equation (7) for the three strategies. It allows us to express $\mathbb{E}[w_i w_j]$ with $i > j$ as:

$$\mathbb{E}[w_i w_j] = P(w_{i-j} = 1)P(w_j = 1).$$

(22)

**Proposition 3** The joint probability for two eNodeB $i$ and $j$ ($j > i$) to interfere with the typical user is given by:

- **Independent allocation**
  $$\mathbb{E}[w_i w_j] = \frac{1}{\Delta^2}$$
  (23)

- **Static allocation**
  $$\mathbb{E}[w_i w_j] = \mathbb{1}_{i \mod(\Delta) = 0; j \mod(\Delta) = 0}$$
  (24)

- **M/M/RB_{max}/RB_{max} allocation**
  $$\mathbb{E}[w_i w_j] = P(w_{j-i} = 1)P(w_i = 1)$$
  (25)

where $P(w = 1)$ is given by Equation (18).

5 Signal over Interference ratio (SIR)

In our model, there is a strong correlation between the interfering eNodeB. It is generated by the allocation strategies and cannot be neglected. Also, a correlation exists between the location of an eNodeB and the size of its Voronoi cell. Consequently, classical approach based on PPP which uses Laplacian transform for instance, cannot be applied here and a formal derivation of interference distribution seems intractable.

Nevertheless, the different simulations presented in the next section will show that the PDF of interference can be approximated by a log-normal distribution. The parameters of this distribution, mean and variance denoted $m_{I_{dB}}(\cdot)$ and $\sigma_{I_{dB}}(\cdot)$, are directly derived from the previous analytical computations. The classical mapping between log-normal and normal parameters can be applied to derive parameters of the normal distribution when interference are expressed in decibel. In the following, a variable is indexed by $dB$ when it is expressed in decibel.

We get,

$$P(SIR_{dB} \leq \beta_{dB} ) = \mathbb{P}(10 \cdot \log_{10}(P_t(||X_0||)h_0(||X_0||)) - I_{dB}(||X_0||) \leq \beta_{dB} )$$

(26)

$$= \mathbb{P}(I_{dB}(||X_0||) \geq -\beta_{dB} + 10 \cdot \log_{10}(P_t(||X_0||)h_0(||X_0||)))$$

(27)

Assuming that $I_{dB}(||X_0||)$ is normally distributed with mean $m_{I_{dB}}(||X_0||)$ and variance $\sigma_{I_{dB}}(||X_0||)$, we obtain:
\[
P(SIR_{dB} \leq \beta_{dB}) = \frac{1}{2} \left( 1 - \mathcal{Erf} \left( -\beta_{dB} + 10 \cdot \log_{10}(P_t(\|X_0\|))h_0(\|X_0\|) - m_{I_{dB}}(\|X_0\|) \right) \right)
\] (28)

\[
P(SIR_{dB} \leq \beta_{dB}) = \frac{1}{2} \left( 1 - \int_{0}^{+\infty} \mathcal{Erf} \left( -\beta_{dB} + 10 \cdot \log_{10}(P_t(r))h(r) - m_{I_{dB}}(r) \right) f_{\|X_0\|}(r) dr \right)
\] (29)

When \( h_0 \) is not constant, the expectation with regard to its distribution must be taken into account in Equation (28). In Equation (29), \( h_0 \) is assumed to be constant that equals to 1. In these two equations, \( \mathcal{Erf}(.) \) is the error function.

6 Numerical results

We consider an E-UTRA channel with a bandwidth of 5MHz with \( RB_{\max} = 15 \) [1]. The path loss function is the same as [20]. It is expressed in dB:

\[
l(r) = -128.1 - 37.6 \cdot \log_{10}(r)
\]

where \( r \) is the distance (in km). \( T_x(.) \) is set in such a way to guarantee to each user a minimum receiving power. We set the transmission power function \( T_x(.) \) to ensure a signal power greater or equal to \(-72.4dBm\) at the reception as specified in [1]. For each 50 meters (from 50 to 500 meters), we compute the minimum transmitting power required to reach this threshold \((T_x(r) \cdot l(r) \geq -72.4dBm\) for each interval of 50 meters leading to 10 possible transmission powers). This step function models the case where eNodeB has a finite set of predetermined power. The process intensity modeling eNodeB is equal to \( 2.25 \) per \( km^2 \). It corresponds to the intensity of base stations in Paris 1. Random variables \( h_i \) are supposed constant equal to

\[\text{https://www.antennesmobiles.fr/}\]
Fig. 3 Interference distribution: empirical (histogram) and extrapolation (curve). Among the classical distributions, the best extrapolations are Gamma ($m=10.03$, var=9.77), Normal ($m=28.23$, var=22.16), and Weibull ($a=25.14$, $b=5.75$) for the heuristic, MMRB allocation $\Delta = 6$, and Static allocation $\Delta = 9$ respectively.

Fig. 4 CDF of interference for the $M/M/RB_{\text{max}}/RB_{\text{max}}$ strategy. Empirical distributions are represented through the solid lines. CDF of the Normal distribution are plotted with dotted lines. Their parameters are obtained from the theoretical formulas. The $L^\infty$ errors are $3.38e^{-02}$, $4.93e^{-02}$, and $5.65e^{-02}$ for $\Delta = 3$, 6, and 9 respectively.

1. This assumption facilitates interpretation of the results but any distribution can be considered as well. It simply adds a factor in terms of variance (cf. Equation (20)). We simulate the different strategies through a simulator coded
in C available here \(^2\). In all simulations and numerical results we consider 50 eNodeB. The different sums in the Equations (e.g. Equations (10) and (20)) are then limited to 50. For each set of parameters, simulations have be run from 10,000 to several millions times depending on the evaluated quantities. The number of simulations/samples has been set in order to have negligible confidence intervals. They are consequently not shown in the different figures.

Fig. 5 Mean interference when the number of RB varies. The load is adjusted to keep a constant reuse factor \((\Delta = 3, 6, \text{or } 9)\). The distance \(\|X_0\|\) is set to 50 meters. Dotted lines correspond to the theoretical evaluation of mean interference for the \(M/M/\text{RB}_{\text{max}}/\text{RB}_{\text{max}}\) allocation and points to simulations.

**Mean and Variance of interference.** In Figure 2, we plot the mean and the standard deviation of interference obtained from simulations and computed from formulas (10), (19) and (20) when the distance \(\|X_0\|\) varies. The theoretical evaluation closely matches empirical estimators obtained by simulations. As expected, the highest interference level is observed for the independent allocation, and the lowest level for the static allocation. The static and the \(M/M/\text{RB}_{\text{max}}/\text{RB}_{\text{max}}\) allocations offer equivalent results with a multiplication factor varying from 1.1 to 8.7 for the mean interference. Instead, the independent allocation differs deeply. Mean and standard deviation are multiplied by a factor ranging from 1.7 to 700 for the mean, and can reach up to \(2.6 \times 10^4\) for the standard deviation (for \(\|X_0\| = 0.02 \text{ km}\)). The use of the thinned point process is thus questionable to approximate realistic assignment strategies. This strategy is no more considered in the following.

**Extrapolation of interference distribution.** We compare empirical distributions obtained from simulations to known distributions for the different strategies, and the two heuristics when \(\Delta = 3, 6 \text{ and } 9\). Three of these empirical distributions are shown in Figure 3 (in dB). The distribution parameters have been set according to the maximum likelihood. The distributions that best fit to simulations vary according to the allocation strategy and the reuse factor \(\Delta\). For 4 cases over 12, the distribution minimizing errors is the Normal distribution. As soon as an asymmetry is observed, other distributions are more accurate:

\(^2\) http://www.anthonybusson.fr/images/files/simulatorJournal.zip
log-normal, Weibull, and Inverse Gamma. We perform two hypothesis tests, T-test and Smirnov-Kolmogorov, for all these scenarios. The alternative hypothesis is systematically ruled out. For the $M/M/R_{\text{max}}/R_{\text{max}}$ strategy, best fits are given by the Normal ($\Delta = 3$ and $6$) and Weibull distributions ($\Delta = 9$).

Nevertheless, as mentioned in Section 5, when estimating the SIR distribution for the $M/M/R_{\text{max}}/R_{\text{max}}$ strategy, we use the Normal law to model interference. Indeed, even if this distribution is not systematically the most accurate, it offers a good approximation as shown in Figure 4 where the empirical and Normal CDF are plotted. Moreover, simulations will show that this assumption does not impact the accuracy of the analytical model.

**Heuristics.** Simulations have shown that allocations resulting from the two heuristics correlate the transmission powers, the distance between eNodeB reusing the same resource, and the random variables $w_i$. When minimizing interference, correlations are caused by resource blocks allocated to users that require a low transmission power and that can be reused at a short distance, and inversely. The transmission power is then correlated to $w_i$ and to the distance of eNodeB that reuse the same resource. These complex phenomena impede the proposal of an analytical model for these two heuristics. For comparison purposes, Table 2 reports mean and standard deviation for the two heuristics and the $M/M/R_{\text{max}}/R_{\text{max}}$ allocation. The heuristic minimizing interference presents the best results. This difference was expected as the objective function minimizes interference and because the second heuristic maximizes the reuse distance without taking into account transmission powers. $M/M/R_{\text{max}}/R_{\text{max}}$ allocation offers interesting results with an intermediary interference level between the two heuristics. Even if interference is lower for the heuristic minimizing interference, its complexity in terms of feedback/measurements from users and eNodeB is significantly greater than the other strategies. Indeed, it assumes that the scheduler knows, before an assignment, the interference contribution of each eNodeB on each user.

**Impact of the number of RB.** We performed simulations and theoretical estimations of interference for different values of $R_{\text{max}}$: 6, 15, 25, 50, 75 and 100 corresponding to different bandwidth of E-UTRA [1]. Results are shown in Figure 5 for the $M/M/R_{\text{max}}/R_{\text{max}}$ allocation and the two heuristics. The workload is adapted in order to keep the same $\Delta$ reuse factor. It appears that

<table>
<thead>
<tr>
<th>Assignment strategy</th>
<th>$\Delta = 1$</th>
<th>$\Delta = 6$</th>
<th>$\Delta = 9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M/M/R_{\text{max}}/R_{\text{max}}$</td>
<td>mean</td>
<td>std-dev</td>
<td>mean</td>
</tr>
<tr>
<td>Minimize interference</td>
<td>1.76e-11</td>
<td>8.61e-11</td>
<td>1.66e-12</td>
</tr>
<tr>
<td>Maximize reuse distance</td>
<td>9.94e-12</td>
<td>1.07e-11</td>
<td>1.86e-12</td>
</tr>
</tbody>
</table>

Table 2 Mean and standard-deviation for the $M/M/R_{\text{max}}/R_{\text{max}}$ allocation and the two heuristics.
the mean interference is quite insensitive to the number of RB except when $RB_{\text{max}} = 6$. The impacting factor is thus the reuse factor $\Delta$ rather than the number of RB. Also, the same hierarchy between the three strategies is observed, except for $RB_{\text{max}} = 6$.

**SIR distribution.** We evaluate the SIR CDF according to Equation (29) for the \( M/M/RB_{\text{max}}/RB_{\text{max}} \) allocation. This CDF is compared to the one obtained by simulations in Figure 6(a). We clearly observe that the analytical model offers very tight estimates of the SIR distribution. The assumption about the Normal distribution of interference does not introduce a noticeable error. The SIR distribution for the \( M/M/RB_{\text{max}}/RB_{\text{max}} \) strategy and the two heuristics are compared in Figure 6(b). The three CDF are similar and the \( M/M/RB_{\text{max}}/RB_{\text{max}} \) allocation still offers an intermediate distribution between the two heuristics. The $L^+\infty$ norm between the three CDF are 0.192, 0.266 and 0.221 for $\Delta = 3$, 6, and 9 respectively.

**Modulation and coding rate.** The SIR distribution allows us to estimate modulations and coding rates that could be offered to users. We consider the thresholds between the required SIR and coding rate given in [1]. Applied to the SIR distribution, it gives the proportion of users that benefits from a certain modulation scheme and coding rate. The couple modulation/coding rate is referred as transmission rate in the following. This proportion is given in Figure 7(a) for the \( M/M/RB_{\text{max}}/RB_{\text{max}} \) allocation when the density of eNodeB increases from 2.25 (the default intensity considered in the previous evaluation) to 20 eNodeB per km$^2$. It appears that the network densification, even with a factor 10, does not significantly improve the transmission rate. Only the best transmission rate (64QAM - CR=4/5) really benefits from this densification with a proportion of users increasing from 3.5% to 11.6%.
Fig. 7 Modulation and coding rate for the M/M/RB_{max}/RB_{max} allocation strategy when the density of eNodeB increases (Figure 7(a)), for different reuse factor (Figure 7(b)), and comparison with the two heuristics (Figure 7(c)).

The spatial reuse has much more impact on the transmission rates as it is shown in Figure 7(b). It clearly increases the transmission rates, that are shifted from (QPSK CR=1/2 - 64QAM CR=2/3) for $\Delta = 3$ to (16QAM CR=1/2 - 64QAM CR=4/5) for $\Delta = 9$. The mean transmission rate increases almost of a factor 2 from 2.31 to 4.24 bits/baud.

Finally, we compare in Figure 7(c) the transmission rates for the three allocation strategies. As already observed in the previous plots, the heuristic minimizing interference offers better performance but is comparable to the two other strategies. For instance, for $\Delta = 6$, the mean transmission rates are close: 3.63, 3.23, and 3.92 bits/baud for the M/M/RB_{max}/RB_{max} allocation, the
heuristic maximizing the reuse distance, and the one minimizing interference respectively.

7 Conclusion

In recent LTE standards, a server may assign RB to a set of eNodeB to control resource usage and optimize performance in a global way. Even if it exists solutions to address this problem for a given configuration and topology, literature lacks of models that evaluate performance of these RB allocations for a wide range of scenarios and at large scale.

To address this problem, we propound a spatial stochastic model that takes into account RB assignment strategies, realistic traffic demands, and power control. We propose analytical estimates for the two first moments of interference. This computation is based on two approximations: the distribution of the distance between a point uniformly distributed in a cell that models the user-eNodeB distance, and the joint distribution of the distances eNodeB-origin and user-eNodeB. For the latter, simulations have shown that these variables are strongly correlated, particularly for the points of the process close to the origin. This correlation impacts the transmission power used by the eNodeB and consequently interference and SIR distributions. The derivation of the SIR distribution allows us to express the classical outage but also the transmission rates in terms of modulation/coding rate that provide interesting insights on the throughput offers to the users. Also, it appears that eNodeB densification does not significantly improve the network performance in terms of throughput except for a small percentage of users for which the transmission rate is increased. Spatial reuse, expressed through the parameter $\Delta$ in our study, has a much more impact on the performance as the transmission rates are significantly increased. This spatial reuse must be expressed as the ratio between the total number of available resources over the number of users/requests per cell. Indeed, we have observed that the system performance is quite insensitive to variation of these quantities when this ratio stays constant.

Beside, simulations show that the RB assignment strategies developed for the model give results close to the ones given by classical optimization problem which minimizes global interference or maximizes spatial reuse distances. It empirically shows that our analytical model is able to evaluate performance of classical optimization approaches but at large scale in terms of number of nodes, configurations, and topologies.
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7.1 Appendix A: Construction of the Markov chain

In this section, we introduce the Markov chain used to set the distribution of $R_0$. We consider that the RB used between the typical user and its eNodeB has index $\text{res} (\text{res} \in \{0, \ldots, \text{RB}_{\text{max}} - 1\})$. We shall prove that this index does not impact calculation (we have chosen $\text{res} = 0$ in this paper by lack of simplicity).

We set the distribution of the number of used resource blocks at eNodeB 0 in such a way that it leads to the following property ($j > i \geq 0$):

$$P(w_j = 1 | w_i = 1) = P(w_{j-i} = 1 | w_0 = 1)$$

(30)

In order to obtain this property, we first introduce some preliminary notations and results. An example of allocation with the different notations is shown in Figure 1. We define a sequence of r.v. $(R_n)_{n \geq 0}$. If eNodeB $i$ is the $n^{th}$ eNodeB using $\text{res}$ and if $\text{End}_n$ is the index of the last RB used by this eNodeB then
\[ R_n = \begin{cases} \text{End}_n - \text{res} & \text{if } \text{End}_n > \text{res} \\ \text{End}_n + \text{RB}_{\text{max}} - \text{res} & \text{otherwise.} \end{cases} \quad (31) \]

If eNodeB \( i \) is the \( n \)th interfering eNodeB (using \( \text{res} \)), then eNodeB \( j \) (\( j > i \)) is the \( n + 1 \)th if and only if:

\[ R_n + \sum_{k=1}^{j-1} D_k < \text{RB}_{\text{max}} \quad (32) \]

and

\[ R_n + \sum_{k=1}^{j} D_k \geq \text{RB}_{\text{max}} \quad (33) \]

In this case, \( R_{n+1} \) is given by

\[ R_{n+1} = R_n + \sum_{k=1}^{j} D_k - \text{RB}_{\text{max}} \quad (34) \]

As \( (D_i)_{i \geq 0} \) are i.i.d., the sequence \( (R_n)_{n \geq 0} \) is a homogeneous Markov chain. The transition probabilities for \( (l, m) \in \{0, 1, \ldots, \text{RB}_{\text{max}} - 1\}^2 \) are given by

\[ P_{l,m} = \mathbb{P}(R_{n+1} = m | R_n = l) \]

The event \( \{R_{n+1} = m\} \) given that \( \{R_n = l\} \) occurs if and only if it exists \( j \geq 0 \) such that:

\[ \begin{cases} R_n + \sum_{k=0}^{j} D_k < \text{RB}_{\text{max}} \\ R_n + \sum_{k=0}^{j} D_k = \text{RB}_{\text{max}} + m \end{cases} \quad (35) \]

We condition by the possible values of \( \sum_{k=0}^{j} D_k \). Note that

\[ \mathbb{P}(\sum_{k=0}^{j} D_k) = \pi_0^j \frac{(jp)^u}{u!} \]

\[ P_{l,m} = \sum_{j=0}^{+\infty} \mathbb{P}(R_n + \sum_{k=0}^{j} D_k < \text{RB}_{\text{max}}, R_n + \sum_{k=0}^{j+1} D_k = \text{RB}_{\text{max}} + m | R_n = l) \]

\[ = \sum_{j=0}^{+\infty} \mathbb{P}(R_n + u < \text{RB}_{\text{max}}, D_{j+1} = \text{RB}_{\text{max}} + m | R_n = l) \mathbb{P} \left( \sum_{k=0}^{j} D_k = u \right) \quad (36) \]

\[ = \sum_{j=0}^{+\infty} \sum_{u=0}^{\text{RB}_{\text{max}} - 1} \mathbb{P}(D_{j+1} = \text{RB}_{\text{max}} + m - u - l) \mathbb{P} \left( \sum_{k=0}^{j} D_k = u \right) \quad (37) \]

\[ = \sum_{j=0}^{+\infty} \sum_{u=\text{max}(m-1, 0)}^{\text{RB}_{\text{max}} - 1} \pi_0^j \frac{(\text{RB}_{\text{max}} + m - u - l)^j}{u!} \quad (38) \]

\[ = \sum_{j=0}^{+\infty} \sum_{u=\text{max}(m-1, 0)}^{\text{RB}_{\text{max}} - 1} \pi_0^j \frac{(\text{RB}_{\text{max}} + m - u - l)^j}{u!} \quad (39) \]

We set the distribution of \( R_0 \) with the corresponding stationary distribution. Consequently, the sequence \( (R_n)_{n \geq 0} \) becomes identically distributed where \( R_0 \) follows the stationary distribution for all \( n \geq 0 \). Moreover, according to Equations (32) and (33) the property given in Equation (30) holds. Indeed, \( R_n, \sum_{k=1}^{j} D_k \) and \( \sum_{k=1}^{j} D_k \) have the same distribution as \( R_0, \sum_{k=1}^{j-1} D_k \) and \( \sum_{k=1}^{j-1} D_k \) respectively. In the model evaluation, the stationary distribution is obtained numerically from the transition probabilities. As soon as \( R_0 \) follows the stationary distribution, the index \( \text{res} \) can be chosen arbitrarily.
Appendix B: Conditional distribution of $\|U_i - X_i\|$  

Simulations have shown that, given $\|X_i\|$, the distribution of $\|X_i - U_i\|$ is still close to the one given by Equation (2) but with a different parameter. So, we assume that the distribution of $\|X_i - U_i\|$ given $\|X_i\|$ is equal to Equation (2) but with a parameter function of $\|X_i\|$ denoted $c(\|X_i\|)$:

$$f_{\|X_i - U_i\|}(u, \|X_i\|) = \frac{2\pi \lambda_i c_i(\|X_i\|)}{\lambda_i e^{-\lambda_i c_i(\|X_i\|) \pi u^2}}$$  \hspace{1cm} (40)$$

These simulations have also shown that $E[\|X_i - U_i\||\|X_i\| = r]$ may be approximated as an affine function: $a_i r + b_i$. We define $c_i(\cdot)$ accordingly. It leads to:

$$c_i(r) = \frac{1}{4\lambda_i(a_i r + b_i)}$$  \hspace{1cm} (41)$$

To set $a_i$ and $b_i$, we use the two following properties.

$$E[\|X_i - U_i\||\|X_i\| = r] = \frac{1}{2\sqrt{\lambda_i}}$$  \hspace{1cm} (42)$$

$$E[\|X_i - U_i\||\|X_i\| = r] = a_i E[\|X_i\|] + b_i$$  \hspace{1cm} (43)$$

Equation (43) is derived from Equation (2), and Equation (44) from our assumption on $c_i(r)$. $a_i$ is then set as a function of $b_i$, $E[\|X_i\|]$ and $\lambda_i - b_i$ is obtained from our simulations. For a given intensity, $b_i$ has been observed almost constant with regard to $i$. The best approximation as a function of the intensity is given by $b_i = \frac{0.33}{\sqrt{\lambda_i}}$. After a few manipulations, we obtain:

$$c_i(r) = \frac{1}{4\sqrt{\lambda_i} (\gamma_i r + b)}$$  \hspace{1cm} (46)$$

with $\gamma_i = \frac{3 - b}{E[\|X_i\|]}$ and $b = 0.33$.

The joint distribution of $(\|X_i\|, \|U_i - X_i\|)$ is then approximated by:

$$f_{\|X_i\|}(r)f_{\|U_i - X_i\|}(u, r)$$  \hspace{1cm} (47)$$

Appendix C: Proof of Proposition 2  

First note that by convention we have $P(w_i = 1) = P(w_i = 1|w_0 = 1)$. The event $\{w_i = 1\}$ occurs if and only if it exists $j \geq 1$ such that:

$$\begin{cases} R_0 + \sum_{k=1}^{j-1} D_k < j \cdot RB_{max} \\ R_0 + \sum_{k=1}^{j} D_k \geq j \cdot RB_{max} \end{cases}$$  \hspace{1cm} (48)$$

We get:

$$P(w_i = 1) = \sum_{j=1}^{\infty} P \left( R_0 + \sum_{k=1}^{j-1} D_k < j \cdot RB_{max}, R_0 + \sum_{k=1}^{j} D_k \geq j \cdot RB_{max} \right)$$  \hspace{1cm} (49)$$
We condition by the possible values of the r.v. $R_0$, $\sum_{k=1}^{i-1} D_k$ and $D_i$:

$$P(w_i = 1) = \sum_{j=1}^{i} \sum_{u=0}^{RB_{\text{max}} - 1} \sum_{p=0}^{(i-1)RB_{\text{max}}} P(u + p < j \cdot RB_{\text{max}} \quad , u + p + D_i \geq j \cdot RB_{\text{max}}) P(R_0 = u) P(\sum_{k=1}^{i-1} D_k = p)$$

$$= \sum_{j=1}^{i} \sum_{u=0}^{RB_{\text{max}} - 1} \sum_{p=0}^{(i-1)RB_{\text{max}}} \sum_{l=0}^{RB_{\text{max}}} 1_{u+p+l \geq j \cdot RB_{\text{max}}} P(R_0 = u) P(\sum_{k=1}^{i-1} D_k = p) P(D_i = l)$$

$1.$ is the indicator function. We use the property below

$$\sum_{j=1}^{i} 1_{u+p+l \geq j \cdot RB_{\text{max}}} 1_{u+p+l \geq j \cdot RB_{\text{max}}} = 1_{u+p+l \geq \left\lfloor \frac{u+p}{RB_{\text{max}}} \right\rfloor + 1} RB_{\text{max}}$$

(52)

to get

$$P(w_i = 1) = \pi_0^{RB_{\text{max}} - 1} \sum_{u=0}^{u} P(R_0 = u) \sum_{p=1}^{(i-1)u-1} (\rho^i - 1)^p \frac{1}{p!}$$

$$\sum_{l=\left\lfloor \frac{u+p}{RB_{\text{max}}} \right\rfloor + 1}^{RB_{\text{max}}} \rho^l$$

(53)