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ABSTRACT
Measuring and monitoring YouTube Quality of Experience
is a challenging task, especially when dealing with cellu-
lar networks and smartphone users. Using a large-scale
database of crowdsourced YouTube-QoE measurements in
smartphones, we conceive multiple machine-learning models
to infer different YouTube-QoE-relevant metrics and user-
behavior-related metrics from network-level measurements,
without requiring root access to the smartphone, video-player
embedding, or any other reverse-engineering-like approaches.
The dataset includes measurements from more than 360
users worldwide, spanning over the last five years. Our
preliminary results suggest that QoE-based monitoring of
YouTube mobile can be realized through machine learning
models with high accuracy, relying only on network-related
features and without accessing any higher-layer metric to
perform the estimations.
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I.5.4 [Computing Methodologies]: Pattern Recognition—
Applications
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1. INTRODUCTION
Quality of Experience (QoE) is becoming one of the lead-

ing concepts for network monitoring and performance eval-
uation in operational networks. The intensifying compe-
tition among cellular-network operators is forcing Internet
Service Providers (ISPs) to integrate QoE into the core of
their network-monitoring systems. ISPs need to offer high-
quality services to reduce the risk of customer churn for qual-
ity dissatisfaction in a complex and bandwidth-restrictive
context. Within this scenario, video streaming, and in par-
ticular YouTube-video streaming, represents the most chal-
lenging and relevant use case for QoE-based network moni-
toring and analysis.
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Passively measuring YouTube-QoE-relevant metrics such
as stalling, quality changes, and initial delays is a challenging
task, especially when dealing with smartphones and cellular
networks. On the one hand, if the monitoring is done at the
device level, it is not easy to access application-level metrics
directly on the YouTube application without having root
privileges on the phone or embedding a YouTube player in
a different application [3]. On the other hand, if the mon-
itoring is performed at the network level, the prevalence of
end-to-end encryption turns previous in-network monitoring
approaches inapplicable or highly inaccurate.

In this paper, we present a lightweight approach to predict
YouTube-quality metrics based on features extracted from
end-user smartphones running Android, by relying on simple
metrics directly accessible through the Android APIs, such
as the number of incoming and outgoing bytes, the signal
strength, and the number of network switches. We rely on a
crowdsourced database of more than 3,000 YouTube-video
sessions monitored by YoMoApp [3], an Android application
freely available on the Google Play Store. This app allows
users to watch YouTube videos on an embedded YouTube
video player while collecting a rich set of measurements
such as traffic statistics, signal strength, and video-quality
metrics like stalling events and video-quality switches. We
conceive multiple machine-learning models to predict differ-
ent QoE-relevant metrics only based on the Android-APIs-
accessible measurements, notably those related to simple
network-level features.

The remainder of this paper is organized as follows: Sec-
tion 2 overviews the related work, focusing on machine-
learning models for YouTube-QoE analysis. Section 3 de-
scribes the data used to build our models, briefly analyzing
the five years of YoMoApp measurements which were col-
lected between 2014 and 2018. Section 4 studies different
machine-learning models to predict QoE-relevant metrics as
well as end-user QoE and engagement. Finally, Section 5
concludes this work.

2. RELATED WORK
The literature provides an assorted list of tools to measure

QoE-based network performance from network-device mea-
surements: some examples include Mobilyzer [10] and Net-
alyzr [11]. QoE Doctor [12] measures mobile-app QoE, using
active measurements at both application and network layers.
Similar tools for YouTube monitoring on smartphones are
presented in [13] and [14]. In [3,4], we introduced YoMoApp,
an Android application to passively monitor YouTube-QoE-
related features in mobile devices.
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Figure 1: Distribution of different video-quality metrics observed in the YouTube-mobile dataset.

Previous work has also focused on the usage of machine-
learning techniques to predict QoE for mobile applications:
for example, the authors of [5] and ourselves in [8, 9] pro-
pose machine-learning-based approaches to evaluate mobile-
app QoE using passive in-network and/or in-device measure-
ments.

Due to the current trend towards end-to-end encryption,
Deep-Packet-Inspection-based approaches cannot be applied
as-is any longer. This has motivated a recent reappraisal
of the YouTube-QoE-monitoring problem, with a surge of
papers proposing the application of machine-learning models
to infer or predict QoE-relevant metrics from network-level
measurements [1, 2, 5–7]. These papers generally rely on
packet-level features extracted from network measurements,
which can be cumbersome to obtain if performed on the
mobile device itself, or providing “limited visibility” (i.e.,
rather poor prediction performance) when conducted on the
network side.

3. YOMOAPP DATA ANALYSIS
The dataset we study consists of more than 3,000 YouTube

video sessions collected worldwide over 70 different cellular
ISPs and from more than 360 different users, from 2014 un-
til today. These users are scattered throughout multiple re-
gions of the world, with most of them in Europe (Germany,
France, Austria, and the UK), but also with some residing
in the US. Measurements are collected with our YoMoApp
tool. The goal of YoMoApp is to provide a distributed,
crowdsourcing-based monitoring platform that gathers user
feedback and application-layer Key Performance Indicators
(KPIs) of YouTube mobile, which have a high correlation
with the QoE undergone by the YouTube-mobile-app users.
KPIs such as initial delay, stallings, and quality adapta-
tions are the most relevant QoE-related features measured
by YoMoApp. These are passively collected during the play-
back of a video session from the state and buffer of the video
player, as well as from the resolution of the played-out video.
Measurements performed on each device are locally logged
and periodically exported to a cloud server.

Besides the monitoring of the playback, network and con-
text parameters are also retrieved by YoMoApp. Several
device characteristics and their changes, namely screen size,
screen orientation, volume, player size, and player mode
(normal/full screen), are monitored. Network usage is also
logged. The amount of downloaded and uploaded bytes on
the device (i.e., for all running applications), on the mo-
bile network, and only for YoMoApp are polled every sec-
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Figure 2: MOS scores and user engagement.

ond. Moreover, changes of operator, RAT, cell ID, signal
strength, and GPS position are also collected.

Figure 1 depicts the distribution of four key QoE-relevant
metrics for adaptive video streaming which we consider for
the study, split by year: initial playback delay, number of
stalling events, total stalling time, and re-buffering/stalling
ratio. Besides a characterization of the measurements, we
also focus on their properties along time, to better under-
stand the inherent dynamics behind QoE in YouTube on the
move.

The first interesting observation is that, excluding 2014
and 2015 which had a smaller number of sessions, one can
clearly appreciate an improvement over time on all the QoE-
relevant metrics, with 2018 sessions showing the smallest
initial delays and best performance in terms of number of
stalling events. As of 2018, more than 90% of the video ses-
sions experienced an initial playback delay below 5 seconds,
and almost 90% of the sessions played smoothly without
re-buffering events. In contrast, the initial delay for video
sessions in 2016 was below 5 seconds for 80% of the sessions,
and only 60% of the 2016 sessions experienced no stallings.
When considering highly-QoE-impaired video sessions, we
see that more than 12% of the video sessions in 2016 had a
re-buffering ratio above 10%, whereas this number reduced
to about 5% in 2017 and 2018.

Figure 2 reports the distribution of (a) an estimation of
the QoE experienced by our users by applying a standard-
ized QoE model – P.1203 [16] – and (b) user engagement.
Recall that QoE is provided in terms of MOS scores, using a
5-level absolute category rating (ACR) scale [15]. User en-
gagement is defined as the fraction of the total video length
a user watched, before the video was aborted or ended (in
particular, the user engagement is equal to 100% in case
she watched the entire video). There has been a clear im-
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Figure 3: QoE-metrics prediction performance. ROC curves highlight a high recall for the considered classes.
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Figure 4: Prediction of user engagement and P.1203 MOS.

provement in terms of QoE and user engagement in 2017
and 2018, with about 80% of the sessions being rated as
very good or excellent (MOS 4 or 5), in contrast to the 40%
to 60% reported in the previous years. User engagement
has systematically increased over time, and in particular in
2018: more than 60% of the videos were watched completely
and only 20% of the users aborted the video at 20% or less
of the video playback.

4. QOE METRICS AND USER ENGAGE-
MENT PREDICTION

Based on the previously described metrics, we now focus
on the prediction of QoE-relevant metrics which are nor-
mally measured directly by YoMoApp. However, in our
particular prediction setting, we assume that we only have
access to the network-level measurements, as these are avail-
able through the Android APIs. The rationale here is that
we would like to monitor and infer YouTube-mobile KPIs
such as initial delay, stalling, quality switches, QoE (MOS
scores), and user engagement, but without using an appli-
cation like YoMoApp. These predictors could be applied in
a more generic smartphone-based monitoring system, where
users would not be forced to run an embedding app such as
YoMoApp to measure relevant KPIs, and where such KPIs
could actually be forecast for any user watching YouTube
videos on her smartphone, independently of the YouTube
player being used.

In the context of this work, we focus on the prediction
of four QoE-relevant metrics, of the MOS scores (as pro-
vided by the P.1203 model), and of the user engagement.
For all these prediction tasks, we rely on the network-layer
features captured by YoMoApp. Predictors are built using
machine-learning models, treating each problem as a classi-
fication task, where targets are discretized. The reason why

we choose to address our prediction tasks as classification
problems is that ISPs are more interested in the overall per-
formance of their services than in exact numbers, i.e. want
to mainly know whether a given KPI is above/below a cer-
tain threshold or not. The four QoE-relevant targets are as
follows: (i) whether initial delays (ID) are above or below
a pre-defined QoE-relevant threshold – based on the analy-
sis of our dataset and previous work on initial-delay toler-
ance, we set this value to four seconds; (ii) whether a video-
quality switch has occurred during the session or not; (iii)
the number of stalling events (NS), considering three classes
– zero-stalling, mild-stalling : one or two stalling events, and
severe-stalling : more than two stallings; and (iv) the stalling
frequency or re-buffering rate (RR), considering again three
classes – stalling-free; mild-stalling : stallings occurred and
lasted for less than 10% of the total duration of the video ses-
sion, and severe-stalling : stallings occurred for at least 10%
of the whole video session. For the prediction of QoE scores,
we use as target a binary discretization of the MOS scores
provided by the P.1203 model, and consider a two-classes
classification problem, either better or worse than MOS = 4
- i.e., using good quality as threshold. Finally, we turn the
prediction of user engagement into a three-classes classifi-
cation problem, predicting whether a user has watched less
than 50% of the video, between 50% and 70%, or more than
70%.

The full feature set encompasses 275 features, including
information about the received signal strength, the number
of handovers, the number of network switches, and multi-
ple statistics about the incoming and outgoing traffic, ag-
gregated at different time windows lasting 1 second, 5 sec-
onds, 10 seconds, 30 seconds, and 60 seconds. For each
metric, we evaluate a 10-tree random-forest model through
10-fold cross-validation. We rely on simple bootstrapping
techniques to balance classes for learning purposes.

We use feature-selection techniques to identify the most
relevant features for each prediction target. In particular,
we rely on a wrapper approach, which ranks features based
on their prediction power for a specific prediction model –
in this case, a 10-tree random forest. We find that about 30
features out of the 275 are needed to obtain accuracies highly
similar to the ones achieved with the full feature set. In par-
ticular, features derived from the received and transmitted
traffic are very important. Indeed, statistics about the traf-
fic by the application itself and by the device are among the
top features, including metrics describing the variation of
the throughput across multiple time-window lengths. Met-
rics related to changes in the signal strength are also among
the selected features. Interestingly, the number of handovers



does not seem to play an important role for the QoE-metrics
inference in our case.

Figure 3 reports the obtained results for the prediction
of the four QoE-relevant KPIs prediction in terms of ROC
curves. ROC curves help understand the performance of
binary-classification models at all classification thresholds
and show the different false positive rates (FPRs) and true
positive rates (TPRs). Our results are fairly accurate for the
four prediction targets, achieving good classification rates
for most of the classes. For example, the initial delay dis-
crimination as well as the quality-switching detection can
be done with a false positive rate below 5% for more than
90% of the sessions. Results are even better when predicting
the re-buffering ratio, with an almost perfect performance
for detecting bad-quality sessions with a high stalling ra-
tio. Inferring the number of stalling events is clearly more
challenging than that of the other three targets.

For the prediction of user engagement and MOS scores, we
also consider random forests, but additionally evaluate other
models such as a single decision tree (DT), SVM, k -nearest
neighbors (KNN), and Näıve Bayes (NB). We additionally
consider ensemble learning approaches, covering the three
basic paradigms available in the ensemble-learning domain:
bagging, boosting (AdaBoost (ADA) and gradient boost-
ing (GRAD)), and stacking. Rather than finding the best
model to explain the data, ensemble-learning methods build
a set of models and combine them, seeking complementarity
among models. Ensemble methods use multiple learning al-
gorithms to obtain better predictive performance than could
be obtained from any of the constituent learning algorithms
alone. An ensemble of models also exhibits higher robust-
ness with respect to uncertainties in training data, which is
highly beneficial for generalization of results.

Figure 4 summarizes the obtained results in terms of pre-
cision and recall for all the tested models, obtained through
10-fold cross-validation. As before, high prediction perfor-
mance can be achieved for both targets, particularly when
using more complex, ensemble-learning-based approaches,
like stacked trees (STACKED). Prediction of P.1203 MOS
classes and user-engagement discrimination can be realized
with an overall accuracy of around 90%.

5. CONCLUSION
In this paper, we have studied the problem of YouTube-

mobile-QoE monitoring and analysis through machine-learning
models, by relying on a large-scale dataset of QoE measure-
ments passively collected on users’ smartphones with the
YoMoApp monitoring application. We conceived multiple
machine learning models to infer different YouTube-QoE-
relevant metrics and user-behavior-related metrics from net-
work level measurements only. We observed an outstanding
performance of random-forest models to predict the QoE
of the end-users. We have also shown the advantages of
ensemble-learning techniques with respect to simpler models
in terms of prediction accuracy, and particularly of stacking
models, when it comes to the inference of MOS scores and
user engagement.

The presented models could enable a broader, non-intrusive,
and privacy-preserving approach for large-scale, QoE-based
monitoring of YouTube in mobile devices, as they could be
directly applied without accessing any higher-layer metric
to perform the estimations.
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