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Abstract

Learning disentangled representations from visual
data, where different high-level generative factors
are independently encoded, is of importance for
many computer vision tasks. Solving this prob-
lem, however, typically requires to explicitly label
all the factors of interest in training images. To
alleviate the annotation cost, we introduce a learn-
ing setting which we refer to as reference-based
disentangling. Given a pool of unlabelled im-
ages, the goal is to learn a representation where a
set of target factors are disentangled from others.
The only supervision comes from an auxiliary ref-
erence set containing images where the factors
of interest are constant. In order to address this
problem, we propose reference-based variational
autoencoders, a novel deep generative model de-
signed to exploit the weak-supervision provided
by the reference set. By addressing tasks such as
feature learning, conditional image generation or
attribute transfer, we validate the ability of the pro-
posed model to learn disentangled representations
from this minimal form of supervision.

1. Introduction

Natural images are the result of a generative process involv-
ing a large number factors of variation. For instance, the ap-
pearance of a face is determined by the interaction between
many latent variables including the pose, the illumination,
identity, and expression. Given that the interaction between
these underlying explanatory factors is very complex, invert-
ing the generative process is extremely challenging.

From this perspective, learning disentangled representations
where different high-level generative factors are indepen-
dently encoded can be considered one of the most relevant
problems in computer vision (Bengio et al.| 2013). For
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instance, these representations can be applied to complex
classification tasks given that features correlated with image
labels can be easily identified. We find another example in
conditional image generation (van den Oord et al., 2016;
Yan et al., [2016)), where disentangled representations allow
to manipulate high-level attributes in synthesized images.

Motivation: By coupling deep learning with variational
inference, Variational autoencoders (VAEs) (Kingma &
‘Wellingl 2014)) have emerged as a powerful latent variable
model able to learn abstract data representations. How-
ever, VAEs are typically trained in an unsupervised manner
and, they therefore lack a mechanism to impose specific
high-level semantics on the latent space. In order to ad-
dress this limitation, different semi-supervised variants have
been proposed (Kingma et al.,|2014} Narayanaswamy et al.}
2017). These approaches, however, require latent factors to
be explicitly labelled in a training set. These annotations
provide supervision to the model, and allow to disentangle
the labelled variables from the remaining generative factors.
The main drawback of this strategy is that it may require a
significant annotation effort. For instance, if we are inter-
ested in disentangling facial gesture information from face
images, we need to annotate samples according to differ-
ent expression classes. While this is feasible for a reduced
number of basic gestures, natural expressions depend on a
combination of a large number of facial muscle activations
with their corresponding intensities (Ekman & Rosenberg),
1997). Therefore, it is impractical to label all these factors
even in a small subset of training images. In this context,
our main motivation is to explore a novel learning setting
allowing to disentangle specific factors of variation while
minimizing the required annotation effort.

Contributions: We introduce reference-based disentan-
gling. A learning setting in which, given a training set
of unlabelled images, the goal is to learn a representation
where a specific set of generative factors are disentangled
from the rest. For that purpose, the only supervision comes
in the form of an auxiliary reference set containing images
where the factors of interest are constant (see Fig. [I). Differ-
ent from a semi-supervised scenario, explicit labels are not
available for the factors of interest during training. In con-
trast, reference-based disentangling is a weakly-supervised
task, where the reference set only provides implicit informa-
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training, GANs employ an adversarial learning procedure
which allows to simultaneously optimize the discrimina-
tor and generator parameters. Even though GANs have
been shown to generate more realistic samples than VAES,
they lack an inference mechanism able to map images into
their corresponding latent variables. In order to address
this drawback, there have been several attempts to combine
ideas from VAEs and GANSs (Larsen et al., 2015; Dumdulin
et al|, 2017 Donahue etl., 2017). Interestingly, it has been

Figure 1: Examples of reference-based disentangling prok§_hown that adversarial learning can be used to minimize

lems. Left: Disentangling factors underlying facial expres-the variational objective function of VAE5 (Makhzani ef al.,

sion. The reference set contains faces with neutral expr ;2,916; Husaj[201). Inspired by this observation, various

sion. Right: Disentangling style from digits. The referencemethods ;uch as adversarial variational Bayes (Mesch_eder
set is composed by digits with a xed style. et al|[2017), -GAN (Rosca et al|, 2017), and symmetric-

VAE (sVAE) (Pu et al.| 2018) have incorporated adversarial
learning into the VAE framework.

tion about the generative factors that we aim to disentangl&ifférent from this prior work, our Rb-VAE model is a

Note that a collection of reference images is generally easici€eP 9enerative model speci cally designed to solve the
to obtain compared to explicit labels of target factors. Forr€ference-based disentangling problem. During training,
example, it is more feasible to collect a set of faces with £dVersarial learning is used in order to minimize a varia-

neutral expression, than to annotate images across a Iar{j@naI objective function inspired by the one_e_mployed _in
range of expression classes or attributes. SVAE (Pu et al., 2018). Although sVAE was originally moti-

vated by the limitations of the maximum likelihood criterion
The main contributions of our paper are summarized agised in unsupervised VAEs, we show how its variational
follows: (1) We propose reference-based variational autoerformulation offers speci ¢ advantages in our context.
coders (Rb-VAESs). Different from unsupervised VAEs, our
model is able to impose high-level semantics into the laten ' _ ; J
variables by exploiting the weak supervision provided by!Nd Problem in machine learning and computer visjon (Ben-
the reference se2) We identify critical limitations of the gio et all] 201B). In the literature, we can differentiate three

standard VAE objective when used to train our model. ToM&in paradigms to address it: unsupervised, supervised,

address this problem, we propose an alternative training prénd Weakly-supervised leamning. Unsupervised models are

cedure based on recently introduced ideas in the context Jained without speci ¢ information about the generative

variational inference and adversarial learni(g); By learn- factors of interest (Desjardins et/al., 2012; Chen ¢t al., 2016).

ing disentangled representations from minimal supervision! © address this task, the most common approach consists

we show how our framework is able to naturally addresdn imposing different constraints on the latent representa-
ion. For instance, unsupervised VAESs typically de ne the

tasks such as feature learning, conditional image generatioH,_ ! - _
and attribute transfer. prior over the latent variables with a fully-factorized Gaus-
sian distribution. Given that high-level generative factors
are typically independent, this prior encourage their dis-
2. Related Work entanglement in different dimensions of the latent repre-

d sentation. Based on this observation, different approaches

to model visual and other types of data. Variational autoerSUch @s -VAE (Higgins et al.| 2017), DIP-VAE| (Kumar
coders|(Kingma & Welling, 2014) and generative adversariaft - 2018), FactorVAE (Kim & Mnih, 2018) or-TCVAE

networks (GANS)[(Goodfellow et al., 2014) have emergeo(Chen et al., 2018) have explored more sophisticated regular-

as two of the most effective frameworks. VAES use Varia_ization mechanisms over the distribution of inferred latent

tional evidence lower bound to learn an encoder networlyariables' Although unsupervised approaches are able to

that maps images to an approximation of the posterior distridentify simple explanatory components, they do not allow

bution over latent variables. Similarly, a decoder network is'atent variables to model speci ¢ high-level factors.

learned that produces the conditional distribution on images\ straight-forward approach to overcome this limitation is
given the latent variables. GANs are also composed of twao use a fully-supervised strategy. In this scenario, mod-
differentiable networks. The generator network synthesizeg|s are learned by using a training set where the factors of
images from latent variables, similar to the VAE decoderinterest are explicitly labelled. Following this paradigm,

The discriminator's goal is to separate real training imagesve can nd different semi-supervised (Kingma et al., 2014;
from synthetic images sampled from the generator. During

}earning Disentangled Representationss a long stand-

Deep Generative Modeldhave been extensively explore
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Narayanaswamy et al., 2017), and conditional (Yan et algence betweeq (x;z) andp (x;z). The rstKL term can
2016; Pu et al., 2016) variants of autoencoders. In spitée interpreted as a regularization mechanism encouraging
of the effectiveness of supervised approaches in differerthe distributionq (zjx) to be similar top(z). The second
applications, obtaining explicit labels is not feasible in sceterm is known as the reconstruction error, measuring the
narios where we aim to disentangle a large number of fagiegative log-likelihood of a generated samplé&om its

tors or their annotation is dif cult. An intermediate solution latent variableg (zjx). Optimization can be carried out
between unsupervised and fully-supervised methods angy using stochastic gradient descent (SGD) wipgxe is
weakly-supervised approaches. In this case, only impliciapproximated by the training set. Theparametrization
information about factors of variation is provided during trick (Rezende et al., 2014) is employed to enable gradient
training. Several works have explored this strategy by usindack-propagation across samples frgnizjx).

different forms of weak-supervision such as: temporal co-

herencg in sequential data (Hsu et z_al., 20_17; Denton t_at ah,_ Reference-based Disentangling

2017; Villegas et al., 2017), pairs of aligned images obtained

from different domains (Gonzalez-Garcia et al., 2018) orConsider a training set of unlabelled imagegg(human
knowledge about the rendering process in computer graplfaces)x 2 RW H 2 sampled from a given distribution
ics (Yang et al., 2015; Kulkarni et al., 2015). pY(x). Our goal is to learn a latent variable model de ning

Different from previous works relying on other forms of & joint distribution oveix and latent variables 2 R”:
P ying andz 2 RP:. Wherease is expected to encode infor-

weak supervision, our method addresses the reference-basgq.. . .
mation about a set of generative factors of intereg,

disen?angli.ng p_rqb[em. In this scengrio, the chaI.Ielnge Is tcfacial expressionsg should model the remaining factors
exploit the implicit information provided by a training set of variation underlying the images,g pose, illumination

of images where the generative factors of interest are con; . ;

) ; . identity, etc From now on, we will refer t@ andz as the
stant. Related with this setting, recent approaches hav‘?arget” and “common factors”, respectively. In order to
considered to exploit pairing information of images known ' '

to share the same generative factors (Mathieu et al., 2016g!sentangle them, we are provided with an additional set of

Donahue et al., 2018; Feng et al., 2018; Bouchacourt et alr_,éfe_:rence images sampled fr@i(x), representing a distri-
pution overx where target factors are constang.g neutral

2018). However, the amount of supervision required byf%ces. Giverp (x) andp(x), we de ne an auxiliary bi-

these methods is larger than the available in reference-base . a2 :
) . .~ hary variabley 2 f 0; 1g indicating whether an image has
disentangling. Concretely, we only know that reference im; R
... been sampled from the unlabelled or reference distributions,

ages are generated by the same constant factor. In addition

H _ —_ u i —_ _ g
no information is available about what unlabelled samples"é' P(xjy =0) = p (x) an_d p(xjy R D=p ().()' In
reference-based disentangling, we aim to exploit the weak-
share the same target factors. L . . . .
supervision provided by in order to effectively disentangle
o o target factore and common factora.
3. Preliminaries: Variational Autoencoders

Variational autoencoders (VAES) are generative modelé"l' Reference-based Variational Autoencoders

de ning a joint distributionp (x;z) = p (xjz)p(z), where  |n this section, we present reference-based variational auto-
X is an observatiore.g an image, and is a latent variable  encoders (Rb-VAE). Rb-VAE is a deep latent variable model
with a simple priop(z), e.g a Gaussian with zero mean and de ning a joint distribution:

identity covariance matrix. Moreovey, (xjz) is typically

modeled as a factored Gaussian, whose mean and diagonal P (X;Z;€;y) = p (xjz;e)p(z)p(ejy)p(y); (1)
covariance matrix are given by a functionmfimplemented

where conditional dependencies are designed to address the
by ageneratorneural network.

reference-based disentangling problem, see Fig. 2(a). We
Given a training set of samples from an unknown data disde ne p (xjz;e) = L(xjG (z;€); ), whereG (z;e) is the
tribution p(x), VAESs learn the optimal parametersby ~ generator network, mapping a pair of latent varialfle®)

de ning a variational distributiony (x;z) = q (zjx)p(x). to animage de ning the mean of a Laplace distribution
Note thatq (zjx) approximates the intractable posterior With xed scale parameter. We use a Laplace distribution,
p(zjx) and is de ned as another factored Gaussian, whoséstead of the Gaussian usually employed in the VAEs. The
mean and diagonal covariance matrix are given as the outptieason is that the negative log-likelihood is equivalent to
of anencoderor inferencenetwork with parameters. The  the;-loss which encourages sharper image reconstructions
generator and the encoder are optimized by solving: with better visual quality (Mathieu et al., 2016a).

min Epx) KL (g (zjx) kp(2)) Eq (zjx) log(p (xjz)) ;  Toreect t.he assumption of constarjt.target_fa(.:tor_s across
: reference images, we de ne the conditional distribution over
which is equivalent to the minimization of the KL diver- e giveny = 1 as a delta peak centered on a learned vector
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mization of Eq. (2) can be expressed as

h
min - Ep ) KL(a (zX)q (ejx) k p(z)p(e))
a i
th zix)a (ejx) 109(p (Xjz;€)) +

Ep ) KL(q (Zix) kp(2))
[

Eq (zix) l0g(p (xjz;€")) ; ©)

Figure 2: (a) Rb-VAE generative process whpréxjz; e) where the second and fo_urth terms of the expression corre-
spond to the reconstruction errors for unlabelled and refer-

maps latent variables (common factors) and (target fac- . tivelv. Note that. f P :
tors) to images . Shaded circles indicate observed variablesS"'C€ Images respectively. Note that, for reference Images,

Note that for the reference samplgs= 0) , the priorp(ejy) no inference over target factoe_ﬂs needed. Instead, the
enerator reconstructs them using the learned paramleter

is deterministic given that images are are known to be er%_ ) L X
9 9 9 imilar to standard VAES, the remaining terms consist of KL

erated by constard’. (b) Approximate posteriorg(zjx) diveraences between a . . dori

andq(ejx;y) map imagex to the corresponding common 9 . ppropma_te p_osterlors and priors over

and target factors ande respectively. the latent variables. Thg minimization problem de ngd in
Eq. (3) can be solved using SGD and the re-parametrization
trick in order to back-propagate the gradient when sampling

e 2 RP¢,ie.plejy=1)= (e ¢€). Incontrast, for fromq (ejx) andq (zjx).

y =0, the conditional distribution is set to a unit Gaussian,
p(ejy = 0) = N (€jO;1), as in standard VAEs. In the
following, we denotep(ejy = 0) = p(e). Contrary to the  The main limitation of the variational objective de ned in
case of target factoms the prior over common factowsis  Eq. (3) is that it does not guarantee that common and target
equal for reference and unlabelled images, and taken to iactors will be effectively disentangled mande respec-

a unit Gaussiap(z) = N (zjO;1). Finally, we assume a tively. In order to understand this phenomenon, it is neces-

4.3. Symmetric Variational Learning

uniform prior overy, i.e.p(y =0) = p(y =1)= 3. sary to analyze the role of the conditional distributjiejy)
in Rb-VAEs. By de ningp(ejy = 1) as a delta function, the
4.2. Conventional Variational Learning model is forced to encode inipall the generative factors of

reference images, given that they must be reconstructed via
p (xjz;e") with constang". Thereforep(ejy) is implicitly
encouraging] (zjx) to encode common factors presentin
reference and unlabelled samples. However, this mechanism
does not avoid the scenario where target factors are also en-
coded into latent variables More formally, given thar
min KL (q (x;z;e;y) kp (X;z;€;y)): (2) is expressive enough, the minimization of Eq. (3) does not

: prevent a degenerate solutiprn(xjz; e) = p (xjz), where

the inferred latent variables ly (ejx) are ignored by the
(generator.

Following the standard VAE framework discussed in
Sec. 3, we de ne a variational distributian (x; z; e;y) =
g (x;zjx)q (ejx;y)p(x;y), and learn the model parame-
ters by minimizing the KL divergence between andp :

Note that the conditionalg (ejx;y) and q (zjx) pro-
vide a factored approximation of the intractable posterio
p (e;zjx;y), allowing to infer target and common fac- To address this limitation, we propose to optimize an al-
tors e and z given the imagex, see Fig. 2(b). Given ternative variational expression inspired by unsupervised
a reference imagei,e. with y = 1, the target factors Symmetric VAEs (Pu et al., 2018). Speci cally, we add
q (ejx;y = 1) are known to be equal to the referencethe reverse KL betweeq andp to the objective of the
valuee'. On the other hand, given an non-reference imminimization problem:

age,i.e. withy = 0, we de ne the approximate posterior

g (ejx;y = 0) = N(eJE (X);E (x)), where the means
and diagonal covariance matrices of a conditional Gaus-
sian distribution are given by non-linear functioBs(x) KL(p (x;z;e;y) kq (x;z;e;y)): (4)
andE (x), respectively. Similarly, we use an additional
network to modety (zjx) = N (zjZ (x);Z (x)).

min  KL(q (x;z;e;y) kp (X;z;€;y))+

In order to understand why this additional term allows to
Optimization. In Appendix A.1 we show that the mini- mitigate the degenerate solutipn(xjz;e) = p (xjz), itis
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necessary to observe that its minimization is equivalent to:
min Ep(z;e)hKL(p (xjz:€) k p(x)) )

Ep gz llog(@ (2x) +log(q (&N + i
Ep)p (xjzier) KL (P (Xjz;€")jip"(x)) log(q (zjx)) ;

see Appendix A.1 for details. Note that the two KL diver-
gences encourage images generated yging p(e) and

e" to be similar to samples from the real distributiqgrigx)
andp“(x). On the other hand, the remaining terms cor-
respond to reconstruction errors over latent variabjes
inferred from generated images drawn frpm As a con-
sequence, the minimization of these errors is encouraging
the generatop (xjz; e) to generate imagesby taking into
account latent variables since the latter must be recon-
structed viag (ejx). In conclusion, the minimization of the
reversed KL avoids the degenerate solution ignoeng

Optimization via Adversarial Learning. Given the intro-

duction of the reversed KL divergence, the learning proce- o

dure described in Sec. 4.2 can not be directly applied to th€igure 3: Losses used by sRB-VAE. Discriminator
minimization of Eq. (4). However, note that we can expressd (X;Z; €) measures the log-density ratio between the distri-

the de ned symmetric objective as: butionsq (z; ejx)p“(x) andp (xje; z)p(z)p(e). (b) Sim-
ilar loss for reference images using an additional discrim-
rr;1in Eq (ezipr )Lxze  Ep (xje:2)p(2)p(e) L xze inatord (x;z) (c,d) Reconstruction errors for unlabelled

and reference images. (e,f) Reconstruction error over la-
+ Eq @ivypr)bxz  Ep (xjeriypz)Lbxz: (6)  tentvariables inferred from unlabelled and reference images

] ] _ generated using(z), p(e) ande'
wherel 4,e corresponds to the log-density ratio between dis-

tributionsq (e; zjx)p"(x) andp (xje;z)p(z)p(e). Simi-
larly, Ly, de nes an analogous expression &pr(zjx)p" (x)
andp (xje";z)p(z). See Appendix A.1 for a detailed
derivation.

functiond () acts as a discriminator trying to distinguish
whether pairs of reference imagesnd latent variables

have been generated iy andp . However, in our case
Taking into account previous de nitions, SGD optimization we have an additional discriminatdr operating over un-

can be employed in order to learn model parameters. Cotabelled images and its corresponding latent variables
cretely, we can evaluale,,e andLy, to back-propagate ande (see Fig. 3a-b) To conclude, it is also interesting to
the gradients w.r.t. parametersand by using the re- observe that the discriminatdr (x; z) is implicitly encour-
parametrization trick over samplesxfe andz. The main  aging latent variables to encode only information about
challenge of this strategy is that expressibpg andL y, the common factors. The reason is that samples generated
can not be explicitly computed. However, the log-densityfrom p (Xjz; e")p(z) are forced to be similar to reference
ratio between two distributions can be estimated by usingmages. As a consequeneegan not contain information
logistic regression (Bickel et al., 2009). In particular, we about target factors, which must be encoded &to

de ne an auxiliary parametric functioth (x;z;€) L xze

. . Using previous de nitions, we use an adversarial procedure
and learn its parametersby solving:

where model and discriminators parametets ), and (, )
max E. ri.. o d(x:ze are simultaneously optimized by minimizing and maximiz-
p izep(zie) 109( (d ( ) ing equations (6) and (7) respectively. The algorithm used
+ Eq (ezixpu(x) 109(1  (d (x;z;€)); (7)  toprocessone batch during SGD is shown in Appendix A.2.
In Rb-VAESs, the discriminatord () andd () are also
where () refers to the sigmoid function. Similarli,y, is  implemented as deep convolutional networks.

approximated with an additional functiah (x; z). Explicit Log-likelihood Maximization. As shown in equa-

This approach is analogous to adversarial unsupervisetibns (3) and (5), the minimization of the symmetric KL
methods such as ALI (Dumoulin et al., 2017), where thedivergence encourages low reconstruction errors for images
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and inferred latent variables. However, by using the pro5.2. Baselines and Implementation Details

osed adversarial learning procedure, the minimization of . .
b gp We evaluate the two different variants of our proposed

these terms becomes implicit. As shown by Dumoulin et al. . ) o
implic! Wh By DUmout ethod: Rb-VAE, trained using the standard variational

(2017) and Donahue et al. (2017), this can cause origina{p S S
samples to differ substantially from their corresponding re-ObJeCt'Ve (Sec. 4.2), and sRb-VAE, learmned by minimizing

constructions. In order to address this drawback, we usg:e s()j/mmtetric KI}: div?rgt_encg (Sec. k4'3)' To_ d_emonst_rdatg
a similar strategy as Pu et al. (2018) and Li et al. (2017) € advantages of exploiting the weax-supervision provide

and explicitly add the reconstruction terms into the Iearn—by reference images, we compare both methods with various

ing objective, minimizing them together with Eq. (6), see state-of-the-art unsupervised approaches based on the VAE

Fig. 3(c—f). In preliminary experiments, we found that the framework: -VAE (Higgins etal., 2017), -TCVAE (Chen

) o . , et al., 2018), sSVAE (Pu et al., 2018), DIP-VAE-I and DIP-
explicit addition of these reconstructions terms during tram-VAE (K tal. 2018). Note that-VAE DIP-VAE
ing is important to achieve low reconstruction errors, and to q ) T((:VLXEar: N ab" )- T Oﬁ at- o f I _
increase stability of adversarial training. and - ave been speci cally proposed for learming

disentangled representations, showing better performance

. than other unsupervised methods such as InfoGAN (Chen
5. Experiments et al., 2016). On the other hand, SVAE is trained using a
similar variational objective as sRb-VAE, and can therefore
be considered an unsupervised version of our method. We
To validate our approach and to compare to existing workalso evaluate vanilla VAEs (Kingma & Welling, 2014).

we consider two different problems.

5.1. Datasets

As discussed in Sec. 2, there are no existing approaches in
Digit Style Disentangling. The goal is to model style vari- the literature that directly address reference-based disentan-
ations from hand-written digits. We consider the digit stylegling. In order to evaluate an alternative weakly-supervised
as a set of three different properties: scale, width and colobaseline exploiting the reference-set, we have implemented
In order to address this task from a reference-based pdiMathieu et al., 2016b), and adapted it to our context. Con-
spective, we use half of the original training images in thecretely, we have modi ed the learning algorithm in order
MNIST dataset (LeCun et al., 1998) as our reference distrito use only pairing information from reference imagesm by
bution (30k examples). The unlabelled set is syntheticallyemoving the reconstruction losses for pairs of unlabelled
generated by applying different transformations over thesamples as such information is not available in reference-
remaining half of images: (1) Simulation of stroke widths based disentangling.

by using a dilation with a given lter size; (2) Digit col-

L N X The different components of our method are implemented as
orization by multiplying the RGB components of the pixels .
deep neural networks. For this purpose, we have used conv-

N an image by a “."‘”dom 3D vegtor; (3) Size variations bydeconv architectures as is standard in VAE and GANSs litera-
down-scaling th_e 'mage py agwen _factor. we randomlyture. Speci cally, we employ the main building blocks used
transform each image twice to obtain a total of 60k unsu; ’

perivsed images. See more details in Appendix A.3. by Karras et al. (2018), wh_ere the generator is |mp_Ieme_n.ted
as a sequence of convolutions, Leaky-ReLU non-linearities,

Facial Expression Disentangling.We address the disen- and nearest-neighbour up-sampling operations. Encoder
tangling of facial expressions by using a reference set oénd discriminators follow a similar architecture, using av-
neutral faces. As unlabelled images we use a subset @rage pooling for down-sampling. See Appendix A.4 for
the AffectNet dataset (Mollahosseini et al., 2017), whichmore details. For a fair comparison, we have developed our
contains a large quantity of facial images. This databasewn implementation for all the evaluated methods in order
is especially challenging since faces were collected “in theo use the same network architectures and hyper-parameters.
wild” and exhibit a large variety of natural expressions. A During optimization, we use the Adam optimizer (Kingma
subset of the images are annotated according to differedt Ba, 2015) and a batch size of 36 images. For the MNIST
facial expressionshappiness, sadness, surprise, fear, disand AffectNet , the models are learned for 30 and 20 epochs
gust, anger andcontempt We use these labels only for respectively. The number of latent variables for the encoders
guantitative evaluation. Given that we found that manyhas been set t82 for all the experiments and models. The
neutral images in the original database were not correctly parameter in the Laplace distribution is se0t01.
annotated, we collected a separate reference set, see Ap-

pendix A.3. The unlabelled and reference sets consist &.3. Quantitative evaluation: Feature Learning

150k and 10k images, respectively. )
g P y A common strategy to evaluate the quality of learned rep-

resentations is to measure the amount of information that
they convey about the underlying generative factors. In our
setting, we are interested in modelling the target factors that
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AffectNet MNIST

Happ Sad Sur Fear  Disg Ang Compt| Avg. R G B Scale Width | Avg.

VAE 554 279 .383 357 .256 .415 .439 .383 | .099 .104 .101 [.034] .085 .085
DIP-VAE-I .561 269 [.401] .367 .258 .397 463 | .388 | [.055] .064 .063 .038 .100 | .064
DIP-VAE-II 548 245 [.401] [.389] .268 .391 .463 .386 | .077 .069 .076 .035 .098 .071
VAE .581 .283 .373 .323 .250 415 467 .384 | .093 .099 .094 .039 .089| .083
SVAE 583 251 .389 .349 260 .391 .469 384 | .094 .092 .084 .036 .104 .082
-TCVAE 563 277 393 .349 256 [427] .467 .390 | .098 .100 .099 [.034] [.084] | .083
[Mathieuet. al] | .567 .388 .312 .330 .295 .353 [.512] 395 | 116 116  .114  .039 .104 .098
RBD-VAE 536 .393  .379 311 .320 .383 421 392 .065 .069 .062 .061 .095 | .070
sRBD-VAE [587] [.405] .387 .327 [.344] .425 .483 | [.422] | .057 [.053] [.055] .038 .095 | [.060]

Table 1: Prediction of target factors from learned representations. We report accuracy and mean-absolute-error as evaluation
metrics for the AffectNet and MNIST datasets, respectively. Two best methods shown in bold, best result in brackets.

are constant in the reference distribution. the rangd1; 50], and report the best results. Note that the
unsupervised approach DIP-VAE-I achieves better average

Experimental Setup. Following a similar evaluation as .
Mathieu et al. (2016b), we use the learned representationrgSUIts than Rb-VAE for MNIST. Moreover, in AffectNet,

. . . “-TCVAE achieves comparable or better performance in
as feature vectors and train a low-capacity model estlmatln%

the target factors involved in each problem. Concretely, in everal cases. This may seem counter-intuitive because,
g P - Y: Minlike Rb-VAE, DIP-VAE-I is trained without the weak-
the MNIST dataset we employ a set of linear-regressors

predicting the scale, width and color parameters for eacl‘fn'rlrf:gvﬁlg n Fg;\gg;dtﬁgtr;fgrlzggsiI'qmao%?;t':/z\'\éivsg_{tlggn'
digit. To predict the different expression classes in the Af- yp g obJ

fectNet dataset, we use a linear classi er. For methods usindoes not explicitly encourage the disentanglement between

the reference-set, we used the inferred latent variabt garget and common factors. In contrast, we can see that in

. . . most cases sRb-VAE obtains comparable or better results
features since they are expected to encode the information : :
. : than rest of the methods. Moreover, it achieves the best
regarding the target factors. In unsupervised models we . .
: . . average performance in both datasets. This demonstrates

use all the latent variables. For evaluation, we split each : . . o
. : that the information provided by the reference distribution
dataset in three subsets. The rstis used to learn each gen-

erative model. Then, the second is used for training th Is effectively exploited by the symmetric KL objective used

regressors or classi er. Finally, the third is used to evalu‘jfo train SRb-VAE. Additionally, note that the better perfor-

- . mance of our model compared to unsupervised methods is
ate the predictions in terms of the mean absolute error an . .
informative. The reason is that the latter must encode all

per-class accuracy for the MNIST and AffectNet datasetst,ne generative factors into a single feature-vector. As a con-

respectively. In MNIST, the second and third subset (5k Irn'quuence, the target factors are entangled with the rest and

ages each) have bgen randomly generated'from.the ongiNde ground-truth labels are dif cult to predict. In contrast,
MNIST test set using the procedure described in Sec. 5.1. : .
e representatioa learned by our model is shown to be

For AffectNet, we randomly select 500 images for each o . .
. L . . more effective because non-relevant factors are effectively
the seven expressions from the original dataset, yieldin . .
emovedj.e. encoded inta.

3,500 images per fold.

. I In order to further validate this conclusion, we have followed
It is worth mentioning that some recent works (Kumar et al. .

) . - ."the same evaluation protocol for Rb-VAE and sRb-VAE but

2018; Chen et al., 2018) have proposed alternative criterias = """ " :

. “considering the latent variablesas features. The aver-

to evaluate disentanglement. However, the proposed metrics

. ) . ; . _age performance obtained by Rb-VAE&l9and.195for
are speci cally designed to measure how a single dmensm@

of the learned representation corresponds to a single grou ffectNet and MNIST respectively. On the other hand, SRb-
P P g'€ grOUNGAE achieves335and.189 Note that for both methods
truth label. Note, however, that the one-to-one mappin

o . . Yhese results are signi cantly worse compared to ugiag
assumption is not appropriate for real scenarios where we

: : ; .a representation in Table 1. This shows that latent variable
want to model high-level generative factors. For instance, i : :
. . . . . s mainly modelling the common factors between reference
is unrealistic to expect that a single dimension of the laten

. . and unlabelled images. The qualitative results presented in
vectore can convey all the information about a complex . )
. : the next section con rm this. To conclude, note that sRb-
label such as the facial expression.

VAE also obtains better performance than Mathieu et al.

Results and discussion. Table 1 shows the results ob- (2016b) in both data-sets. So even though this method also

tained by the different baselines considered and the praises reference-images during training, sSRb-VAE is shown

posed Rb-VAE and sRb-VAE. For DIP-VAE-VAE and to better exploit the weak-supervision existing in reference-
-TCVAE we tested different regularization parameters inbased disentangling.
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