
HAL Id: hal-01894116
https://inria.hal.science/hal-01894116

Submitted on 12 Oct 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Modular Software Fault Isolation as Abstract
Interpretation

Frédéric Besson, Thomas Jensen, Julien Lepiller

To cite this version:
Frédéric Besson, Thomas Jensen, Julien Lepiller. Modular Software Fault Isolation as Abstract Inter-
pretation. SAS 2018 - 25th International Static Analysis Symposium, Aug 2018, Freiburg, Germany.
pp.166-186, �10.1007/978-3-319-99725-4_12�. �hal-01894116�

https://inria.hal.science/hal-01894116
https://hal.archives-ouvertes.fr


Modular Software Fault Isolation as Abstract
Interpretation

Frédéric Besson, Thomas Jensen, and Julien Lepiller

Inria, Univ Rennes, CNRS, IRISA

C
o

n
si

st

en
t *

 Complete * W
e
ll D

o
cu

m
ented * Easy to

 R

eu
se

 *

 *
  Evaluated  *

 S
A

S
 *

  
 A

rtif
act   *  A

E
C

Abstract. Software Fault Isolation (SFI) consists in transforming un-
trusted code so that it runs within a specific address space, (called the
sandbox) and verifying at load-time that the binary code does indeed
stay inside the sandbox. Security is guaranteed solely by the SFI verifier
whose correctness therefore becomes crucial. Existing verifiers enforce a
very rigid, almost syntactic policy where every memory access and ev-
ery control-flow transfer must be preceded by a sandboxing instruction
sequence, and where calls outside the sandbox must implement a sophis-
ticated protocol based on a shadow stack. We propose to define SFI as
a defensive semantics, with the purpose of deriving semantically sound
verifiers that admit flexible and efficient implementations of SFI. We de-
rive an executable analyser, that works on a per-function basis, which
ensures that the defensive semantics does not go wrong, and hence that
the code is well isolated. Experiments show that our analyser exhibits the
desired flexibility: it validates correctly sandboxed code, it catches code
breaking the SFI policy, and it can validate programs where redundant
instrumentations are optimised away.

1 Introduction

A fundamental challenge in system security is to share computing resources and
run programs from various level of trusts, some untrusted or even malicious, on
the same host machine. In this context, it is desirable to isolate the different
programs, limit their interactions and ensure that, whatever the behaviour of
imported code, the security of the host machine cannot be compromised. There
exist many isolation mechanisms available at the hardware, virtual machine or
operating system level. In this paper, we consider Software Fault Isolation (SFI),
an isolation mechanism pioneered by Wahbe et al. [15] and further developed in
Google’s Native Client (NaCl) [16, 13] and others. SFI is a flexible and lightweight
isolation mechanism which does not rely on hardware or operating system sup-
port. Instead, it relies on a static, untrusted, program instrumentation that is
validated at load-time by a trusted binary verifier. Compared to other isolation
mechanisms, SFI allows the safe execution of trusted and untrusted code within
the same address space, thus avoiding costly context switches with kernel code.

The general SFI architecture is shown in Fig. 1 together with some typi-
cal sandboxing code. The SFI transformation is performed at compile-time. It
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Fig. 1: SFI chain with typical sandboxing code

instruments every memory access so that it is performed inside the memory
sandbox. To ensure that a pointer p is within the sandbox variable sfi that is 28

bytes aligned and 28 bytes wide, the code increments the base address sfi of the
sandbox with the 8 least significant bits of the pointer p extracted by masking
p using a bitwise &. Control-flow transfers are instrumented so that the code
does not jump outside the code sandbox. At load-time, a binary verifier rejects
code that is not correctly instrumented. From a security standpoint, only the
binary verifier is part of the Trusted Computing Base (TCB). State-of-the-art
SFI verifiers trade precision for simplicity and speed, and only perform a linear
scan of the binary code. Therefore, the verifiers enforce very strong sufficient
conditions for isolation. This has the side-effect that the SFI transformation is
performed late in the compiler backend and that the isolated code cannot be
optimised. The verifiers perform very local reasoning, and hence cannot verify
that function calls, especially between trusted and untrusted code, abide to call-
ing conventions. As a result, trusted code needs to implement a specific protocol
for parameter passing and set up its own private run-time stack. This requires
low-level platform-specific support and, most notably, increases the run-time
overhead of context switches between untrusted and trusted code.

In this paper, we propose a relaxed definition of SFI where trusted and un-
trusted code may share the same runtime stack but must still respect the isola-
tion properties of the sandbox and abide to calling conventions. Based on this
definition, we define an intra-procedural binary verifier which enforces isolation.
The verifier implements a static analysis and is using a weakly relational do-
main in order to verify that calling conventions are satisfied. A difficulty is to
ensure that the isolation property holds even in the presence of stack overflow.
This is done by ensuring that all stack overflows are caught by so-called guard
zones, placed at both ends of the stack. The binary verifier is more flexible than
state-of-the-art SFI verifiers and, in particular, is able to validate code where
redundant sandboxing instrumentations are optimised away by compiler passes.
Our contributions can therefore be phrased as follows:

– A defensive semantics which formalises a relaxed Software Fault Isolation
property where the runtime stack is safely shared between trusted and un-
trusted code.

– An intra-procedural abstraction which ensures that the defensive semantics
cannot go wrong.

– An executable binary verifier, working on a per-function basis, that is more
flexible than state-of-the-art binary verifiers for SFI.



The rest of the paper is organised as follows. In Section 2, we define our SFI
property by means of a defensive, instrumented semantics. To enable a modular
verification, we present in Section 3 an intra-procedural abstraction of the de-
fensive semantics. It is further abstracted in Section 4 into an executable binary
verifier. Section 5 presents our experiments based on the bincat [2] binary anal-
ysis framework. We present related work in Section 6 and conclude in Section 7.

2 Software Fault Isolation as a Defensive Semantics

We define SFI and its sandbox property operationally, as a defensive semantics
which includes a series of additional (dynamic) verifications. These dynamic
checks express what it means for code to be properly sandboxed. Later, we
define a static analysis for guaranteeing that the dynamic verifications will not
fail at run-time, and hence that the code respects the SFI property.

2.1 Intermediate Language

We define our semantics on an intermediate representation (IR) obtained by
disassembling the binary. In this approach, each binary instruction is typically
translated into a sequence of instructions of the IR. For instance, for x86, a simple
arithmetic operation has the side-effect of setting various flags e.g. the carry or
overflow flag. For simplicity, we also assume that the IR only manipulates 32-bits
values. The abstract syntax of the instructions is given below:

e ::= r | n | e1 on e2
i ::= r := e | [e1] = e2 | r = [e] | jmpif e1 e2 | call e | ret e | hlt

The language features expressions e made of registers r, numeric constants n and
binary operators on. Binary operators range over typical arithmetic operators
e.g. +, ×, bitwise operators e.g. xor and logical operators e.g. <. An instruction
i consists of assigning an expression to a register (r = e); storing in memory
the value e2 at the address e1 ([e1] = e2); loading in register r the value stored
at address e (r = [e]). A conditional jump jmpif e1 e2 jumps to the computed
address e2 if the condition e1 holds (e1 6= 0). The instruction call e is equivalent
to the computed jump jmpif 1 e but identifies a function call; ret e is also
equivalent to a computed jump but identifies a function return. The instruction
halt immediately stops the program.

The operational semantics of the IR operates over a state 〈ρ, µ, ι〉 where ρ is
an environment (Env = Reg → B32), µ is the whole memory of the process and
ι is the current instruction pointer. The memory is divided into regions and each
region is granted access rights among read, write and execute that are checked
for by the semantics. For instance, before reading in memory, we check that the
address has the read permission r. The rules that give the semantics of each
instruction are fairly standard and are given in Appendix A.



2.2 Semantic Domains

Our defensive semantics makes use of several semantic domains that we describe
below. Our notations are fairly standard: the set B = {0, 1} is the set of booleans
and we write B32 for B32 which reads bitvector of size 32. A stack frame is a
pair 〈bp, φ〉 ∈ B32 ×B∗32 where bp represents the base pointer of the stack frame
and φ is a list of 32-bits values modelling the content of the stack frame. The
semantics is using several architecture-dependent constants. The constant d0 is
the base address of the sandbox, the constant s0 is the top address of the stack,
and the maximum size of a stack frame is fs.

In order to detect stack overflows at runtime, the runtime stack is surrounded
by so-called guard zones. The concept of guard zone was already present in the
original work on SFI [15]. Semantically, this is modelled as memory regions which
have no access rights. As a result, accesses within the guard zones are trapped,
by letting the execution enter a specific “crash state” � where it stays forever. In
the following, gz> is the size of the guard zone at the top of the stack and gz⊥ is
the size of the guard zone at the bottom of the stack. The guard zones are part
of the stack. A call stack CS = (B32 × B∗32)∗ is a list of stack frames such that
the successive base addresses are decreasing (the stack grows downward). The
length of the (intermediate) stack frames is given by the difference between two
successive base pointers. A call stack is immutable but the content of the call
stack can be read. This is modelled by the following judgement cs `a v which
reads the call stack cs contains the value v at address a.

a ≤ bp φ(bp− a) = bvc
cs :: 〈bp, φ〉 `a v

a > bp cs `a v
cs :: 〈bp, φ〉 `a v

.

2.3 Defensive Semantics

At binary level, the runtime stack and the code segment are no different from
any other part of memory. Our defensive semantics must therefore explicitly
enforce a stack discipline and ensure that function boundaries are respected.
The program text is located in memory. For this purpose, we identify a set of
addresses Code ⊂ B32 that correspond to the program code. Given an address i,
the function instr(i) checks that i ∈ Code and returns the instruction stored at
address i. Moreover, we assume given a set F ⊆ Code of function entry points,
and a set T ⊆ B32 of trusted functions that form the only authorized entry
points of the trusted library.

A semantic derivation occurs in a context 〈cs, bp, ρi〉 ∈ CS × B32 × Env
where cs is the call stack, bp is the base pointer of the current frame and ρi is
the environment at the function entry. A judgement is of the form Γ ` s → s′

where Γ is an inter-procedural context and s, s′ are either intra-procedural states
s, s′ ∈ State = Env × B∗32 × B∗32 × B × B32 or the crash state �. A state
〈ρ, δ, φ(β), ι〉 ∈ State is made of an environment ρ mapping registers to values, a
public data segment δ i.e. the sandbox, a stack frame φ, a boolean β which tells
whether a write has occurred in the current frame, and the current instruction
pointer ι. (We write ι+ for the pointer to the next instruction.) The semantics



also ensures that there is no overlap between the call stack (including the current
stack frame), the code, and the data segment.

The semantics rules are found in Fig. 2. The Assign rule assigns a new value

Assign
instr(ι) = br = ec

Γ ` 〈ρ, δ, φ(β), ι〉 −→ 〈ρ[r 7→ JeKρ], δ, φ(β), ι+〉

StoreData
instr(ι) = b[e1] = e2c o = Je1Kρ − d0 0 ≤ o <| δ |
Γ ` 〈ρ, δ, φ(β), ι〉 −→ 〈ρ, δ[o 7→ Je2Kρ], φ(β), ι+〉

StoreFrame

instr(ι) = b[e1] = e2c o = bp− Je1Kρ
0 ≤ o <| φ | −gz⊥ bp− o ≤ s0 − gz>

〈cs, bp,R〉 ` 〈ρ, δ, φ(β), ι〉 −→ 〈ρ, δ, φ[o 7→ Je2Kρ](1), ι+〉

LdStCrash

instr(ι) = b[e1] = e2c ∨ instr(ι) = b[r = [e1]c Je1Kρ = a
(s0 − gz> < a ≤ s0) ∨ (bp− | φ |< a ≤ bp− | φ | +gz⊥)

〈cs, bp, ρi〉 ` 〈ρ, δ, φ(β), ι〉 −→ �

LoadData
instr(ι) = br = [e]c JeKρ = d0 + o 0 ≤ o <| δ |
Γ ` 〈ρ, δ, φ(β), ι〉 −→ 〈ρ[r 7→ δ(o)], δ, φ(β), ι+〉

LoadStack

instr(ι) = br = [e]c JeKρ = a cs :: 〈bp, φ〉 `a v
bp− | φ | +gz⊥ < a ≤ s0 − gz>

〈cs, bp, ρi〉 ` 〈ρ, δ, φ(β), ι〉 −→ 〈ρ[r 7→ v], δ, φ(β), ι+〉

Call

instr(ι) = bcall ec JeKρ = f f ∈ F ρ(esp) = bp− o | φ1 |= o
o < fs isret(ι+, ρ, φ1) ρ ∼ ρ′ instr(ι′) = bret e′c Je′Kρ′ = ι+

〈cs :: 〈bp, φ1〉, bp− o, ρ〉 ` 〈ρ, δ, φ(0)
2 , f〉 −→∗ 〈ρ′, δ′, φ′(β)2 , ι′〉

〈cs, bp, ρi〉 ` 〈ρ, δ, φ1 · φ(1)
2 , ι〉 −→ 〈ρ′, δ′, φ1 · φ′(1)2 , ι+〉

CallTrust

instr(ι) = bcall ec JeKρ = f f ∈ T
ρ(esp) = bp− o | φ1 |= o o < fs isret(ι+, ρ, φ1) ρ ∼ ρ′

〈cs, bp, ρi〉 ` 〈ρ, δ, φ1 · φ(1)
2 , ι〉 −→ 〈ρ′, δ′, φ1 · φ′(1)2 , ι+〉

Cont
instr(ι) = bjmpif e1 e2c Je1Kρ = 0

Γ ` 〈ρ, δ, φ(β), ι〉 −→ 〈ρ, δ, φ(β), ι+〉

Jump
instr(ι) = bjmpif e1 e2c Je1Kρ 6= 0 Je2Kρ ∈ Code

Γ ` 〈ρ, δ, φ(β), ι〉 −→ 〈ρ, δ, φ(β), Je2Kρ〉

Halt
instr(ι) = bhltc

Γ ` 〈ρ, δ, φ(β), ι〉 −→ �
Crash

Γ ` � −→ �

Fig. 2: Defensive semantics

to a register. This is always possible without violating the SFI property and
no extra check is needed. The rule StoreData describes the execution of the
statement [e1] = e2 for the case where e1 evaluates to a memory address within
the sandbox. The value of e1 is computed and the start address of the data
segment (the sandbox) d0 is subtracted from it to obtain an offset o into the



data segment. It is then verified that this offset is indeed smaller than the size
of the data segment. If this verification succeeds, the location at offset o in the
sandbox is updated with the value of e2.

The rule StoreFrame similarly makes the checks necessary for storing se-
curely into the run-time stack. Here, the value of e1 is supposed to be a valid
reference into the current stack which starts at the address designated by the
base pointer bp. Because the stack grows towards smaller addresses, the relative
offset o into the current stack frame is computed as bp− Je1Kρ. In order for the
store to proceed normally, this offset must point into that part of the stack frame
that is not making up the guard zone (0 ≤ o <| φ | −gz⊥). It is also checked
that the offset does not point into the guard zone at the beginning of the stack
segment (bp− o ≤ s0−gz>). This rule also sets β to 1, which has the side-effect
of ensuring the current base pointer is above the guard zone (there is some space
to write to). The rule LdStCrash describes what happens on an attempt to
write into or read from one of the guard zones. In that case, the program transits
to the crash state � and stays there forever due to rule Crash.

The two rules LoadData, LoadStack describe how data are read from
the data segment and the run-time stack. Reading from the data segment uses
verification similar to storing into it. Loading from the stack is, however, slightly
different in that our version of SFI allow reads from all of the stack frames, and
not just the current frame. This allows e.g. functions to read their arguments.
It is still verified that the access does not fall in the guard zones, using checks
similar to StoreFrame.

The rule Call for the function call instruction call e first verifies that the
value JeKρ belongs to the set of function entry points F . The current stack frame
is divided into two parts φ1 ·φ2 where φ1 is local data of the caller and φ2 is the
new stack frame for the function call, which starts at the address contained in
register esp. The offset o between the start of the old stack frame and the new
is verified to be smaller than the maximal frame size fs. Because it is checked
that β = 1, i.e. the frame has already been written to in this function, this check
has the side-effect to ensure bp is above the guard zone gz⊥ and therefore the
new bp is still at least fs above the bottom of the stack. Note that enforcing a
write before calls is not restrictive as writes are generated by compilers before
function calls in any architecture. The actual method call is modelled as an
execution starting at address f with the same environment ρ, the same data

segment δ, and a stack frame φ
(0)
2 where the 0 indicates that the frame has

not yet been written into. The end of the call is identified by the execution
reaching a ret e′ instruction. The value of Je′Kρ′ is verified to be the return
address using the architecture-dependent predicate isret. The return address is
the next instruction to execute. The semantics verifies that callee-saved registers
are restored after the function call. For instance on X86 assembly, registers esp,
ebx etc are saved. For this same architecture, isret checks that the return address
has indeed been pushed to the call stack. Calling a trusted function is modelled
with the rule CallTrust. This rule follows the same pattern as the rule for
ordinary calls, except that the trusted call is allowed to modify the sandbox



data but should leave the callee’s stack frame unchanged. We model this as a
non-deterministic rule that can return any δ′ in its resulting state.

The rules Cont and Jump model the instruction jmpif e1 e2 for conditional
jumps to a computed address. If the condition e1 evaluates to zero, execution
continues with the next instruction. Otherwise, the value Je2Kρ is computed and
it is verified that this new jump target is in the code block Code. Finally, we use
the (secure) crash state � to model program termination in the rule Halt. The
rule Crash states that once in a crash state the execution stays in this state
forever. This semantic sleight of hand simplifies the statement of the overall
security property, which becomes essentially a progress property. Employing a
specific error state would be equivalent but slightly more cumbersome.

2.4 The Sandbox Property

The side-conditions of the rules performing memory accesses ensure that the
defensive semantics gets stuck when memory accesses do not respect the sand-
boxing property. This means that we can state our sandbox property as a sim-
ple progress property of the defensive semantics: as long as the semantics can
progress to a new state (possibly the crash state) no security violation has oc-
curred.

There is one obstacle to this, though: due to our big-step modelling of function
calls, the semantics also gets stuck as soon as a function call does not terminate.
In other words, all infinite loops are deemed insecure, which is clearly not what we
want. To remedy this, our sandbox property is defined over the set of reachable
states induced by the defensive semantics where the transition relation → is
extended with a relation . which for each call instruction explicitly adds a
transition to the callee state.

CallAcc

instr(ι) = bcall ec JeKρ = f f ∈ F
ρ(esp) = bp− o | φ1 |= o o < fs isret(ι+, ρ, φ1)

〈〈cs, bp, ρi〉, 〈ρ, δ, φ1 · φ(1)2 , ι〉〉 . 〈〈cs :: 〈bp, φ1〉, bp− o, ρ〉, 〈ρ, δ, φ(1)2 , f〉〉

Dually, we also add a transition stating that, for a ret instruction, the return
state is not stuck provided that the calling conventions are respected. Since the
next step is taken care of by the Call rule, the resulting state is just a witness
that the execution can proceed; we reuse for this purpose the state �.

RetAcc
ρi ∼ ρ′ isret(ret, φ1, ρi) instr(ι) = bret e′c Je′Kρ′ = ret

〈〈cs :: 〈bp, φ1〉, bp− o, ρi〉, 〈ρ′, δ, φ′(β)2 , ι〉〉 . 〈〈cs :: 〈bp, φ1〉, bp− o, ρi〉,�〉

Definition 1 (Augmented defensive semantics). The augmented defensive
semantics ⇒ is given by the union of the relation → and . such that:

Γ ` Σ1 → Σ2

〈Γ,Σ1〉 ⇒ 〈Γ,Σ2〉
〈Γ1, Σ1〉 . 〈Γ2, Σ2〉
〈Γ1, Σ1〉 ⇒ 〈Γ2, Σ2〉

The SFI sandbox property can then be expressed as the progress property of the
augmented defensive semantics.



Definition 2 (Sandboxing as progress). Let ι0 be the entry point of the pro-
gram and let the initial state be 〈Γ0, Σ0〉 = 〈〈[〈s0, φi〉], s0−gz>, ρ0〉, 〈ρ, δ, φ(0), ι0〉〉
with | φi |= gz>. The program satisfies the SFI sandbox property if the set of
reachable states Acc = {s | 〈Γ0, Σ0〉 ⇒∗ s} satisfies ∀s ∈ Acc.∃s′.s⇒ s′.

We write Safe(Acc) if this is the case.

3 Intraprocedural semantics as an abstract interpretation

In order to derive a modular static analyser we abstract the defensive se-
mantics into an intra-procedural semantics where the accessible states I -Acc
are computed for each function separately: I -Acc =

⋃
f∈F I -Acc(f). Our intra-

procedural semantics abstracts away the data region and all of the call stack,
except the frame of the caller. Thus the stack
component is abstracted to two small zones of
the stack above and below the current base
pointer, representing the frames of the caller
and the callee (the currently executing func-
tion). Both are modelled by memory regions
of size fs where fs is a chosen maximum size of
these abstract stack frames. Fig. 3 illustrates
the abstraction of the stack segment. The cur-
rent code can write to its own frame (the W
zone) and read from both frames (the R zone).
The size of the guard zones are set such that
the abstract frames are always contained in
the stack, possibly overlapping a guard zone.

s0

bp
fs

fs

RW

R
fra

m
e

R

RW

φi
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Fig. 3: Abstraction of call stack

The judgement of the intra-procedural semantics is of the form: Γ ` s → s′

where the context Γ = 〈φi, bp, ρi〉 ∈ Ctx \ is constant. Here, φi is the frame of
the caller, bp is the base pointer and ρi is the initial environment. The states s
and s′ are either the crash state � or of the form 〈ρ, φ(β), ι〉 ∈ State\.

The intra-procedural semantics has no knowledge about where it is in the
stack segment so it cannot detect stack overflows per se. We solve this problem
by a judicious use of the guard zones. The defensive semantics enforces that
a successful memory write occurs within the current stack frame before any
call. This entails the semantic invariants that 1. before a function call the base
pointer is always inside the stack and outside of the guard zone, 2. at function
entry point, the base pointer is always inside the stack or at most fs bytes inside
the guard zone, 3. hence, there are at least fs bytes left between bp and the end
of the stack segment (including the guard zone). These invariants are formally
stated by Lemma 3 that is proved in Appendix C.

Similarly, we also guarantee that the call stack is at least of size fs, possibly
overlapping the guard zone gz>. Those invariants are enough to detect both
stack overflows and underflows using the intra-procedural semantics: if all the
stack accesses are proved to be within the bound of fs above and below the stack



pointer bp, the accesses are either defined in the defensive semantics or lead to
a crash because the access is performed inside the guard zone.

The intra-procedural and defensive semantics are linked by the concretization
function γ : Ctx \ × State\ → P((Ctx × State) ∪ {�}). The data segment is not
represented in the intra-procedural semantics, so its concretization is any data
segment of size ds. The concretization constructs the call stack and the current
defensive frame in such a way that, once appended to one another, they form a
memory region of size ss and fi and f are windows of size fs around the address
pointed to by the base pointer. Formally, we have:

γ(〈fi, bp, ρi〉, 〈ρ, f (β), ι〉) = {�}∪

〈cs, bp, ρi〉, 〈ρ, δ, φ(β), ι〉
∣∣∣∣∣∣
f = φ|[0,fs−1]
fi = cs|[|cs|−fs,|cs|]


where cs is obtained by concatenating the different stack frames of the call stack
and φ|[a,b]

extracts the sub-list between the indexes a and b.

cs =

{
[] if cs = []
φ · cs′ if cs = 〈bp, φ〉 :: cs′

φ|[a,b]
=

{
[] if a > b
φ(a) :: φ|[a+1,b]

otherwise

Except for the handling of stack overflows and underflows, the rules for the
intra-procedural semantics are fairly standard and can be found in Appendix B.
When a memory component is absent from the abstraction i.e. the data region,
the intra-procedural semantics non-deterministically picks a value. For the call
instruction, the rule is similar to the defensive semantics rule Call with the
notable exception that no recursive call is made.

FunCall

instr(ι) = bcall ec JeKρ = f f ∈ F ∪ T
ρ(esp) = bp− o 0 ≤ o < fs | φ1 |= o isret(ι+, ρ, φ1) ρ ∼ ρ′

〈φi, bp, ρi〉 ` 〈ρ, φ1 · φ(1)2 , ι〉 →\ 〈ρ′, φ1 · φ′(1)2 , ι+〉

The rule FunLdArg shows how to access the arguments of the function that
are placed in the stack frame of the caller modelled by φi.

FunLdArg
instr(ι) = br = [e]c JeKρ = (bp+ fs)− o 0 ≤ o < fs

〈φi, bp, ρi〉 ` 〈ρ, φ(β), ι〉 →\ 〈ρ[r 7→ φi(o)], φ
(β), ι+〉

The base address of φi is obtained by incrementing the base pointer bp by the
stack frame size fs and checking that the offset o is in range [0; fs[. The soundness
of this rule exploits the fact that the defensive stack is guarded by gz>. As a
result, if FunLdArg succeeds, either the memory access also succeeds in the
defensive semantics (rule LoadStack) or it accesses the guard zone gz> and
triggers a crash (rule LdStCrash).

For each function entry ι ∈ F , the initial states Init(f) ⊆ Ctx \ × State\ are

defined by: Init(ι) =

{
〈〈φi, bp, ρ〉, 〈ρ, φ(0), ι〉〉

∣∣∣∣ | φ |=| φi |= fs∧
bp > s0 − ss + gz⊥ − fs

}
. As we



already discussed, the frames φ and φi have length fs. At the function start, the
environments of the caller and the callee are the same; the base pointer is so
that there is below it a stack frame of size at least fs and no memory write has
been performed on the current frame φ. For a given function entry point f ∈ F ,
the reachable states are defined as

I -Acc(f) = {(Γ, s) | Γ ` s0 →∗ s ∧ (Γ, s0) ∈ Init(f)}.

The intra-procedural semantics is also defensive and gets stuck when abstract
verification conditions are not met.

Definition 3 (Intra-procedural progress). The intra-procedural states are
safe (written I -Safe(I -Acc)) iff ∀f ∈ F ,∀(Γ, s) ∈ I -Acc(f).∃s′.Γ ` s→ s′.

The checked conditions are sufficient (but may not be necessary). For instance,
the intra-procedural semantics gets stuck when an access is performed outside
the bound of the current stack frame φ. However, because φ only models a
prefix of the frame of the defensive semantics, the defensive semantics may not
be stuck. As a result, the usual result Acc ⊆ γ(I -Acc) does not hold. Instead,
we have Lemma 1 stating that if the intra-procedural semantics is not stuck, it
abstracts the defensive semantics and ensures that the accessible states of the
defensive semantics are safe.

Lemma 1 (Correctness of the Intra-procedural semantics).

I -Safe(I -Acc)⇒ Acc ⊆ γ(I -Acc) ∧ Safe(Acc).

The proof can be found in Appendix C.

4 A Static SFI Analysis

To get a modular executable verifier, we abstract further the intra-procedural
semantics. The verifier needs to track numeric values used as addresses, in order
to guarantee that memory accesses are within the sandbox or within the current
stack frame, hence we need domains tailored for such uses of numeric values. The
verifier also needs to gather some input-output relational information about the
registers and verify that, at the end of the functions, callee-saved registers are
restored to their initial values.

4.1 Abstract Domains

As pioneered by Balakrishnan and Reps [1], we perform a Value Set Analysis
(VSA) where abstract locations (a-locs) are data for the sandbox region and
code for the code region. We also introduce an abstract location for the function
return ret, the base pointer bp and for each register e.g. eax, ebx. To model
purely numeric data, we have a dedicated a-locs zero with value 0:

a-locs = {zero,data,code,ret,bp,eax,ebx, . . .}.



a-locs are equipped with an arbitrary non-relational numeric domain. The ab-
stract value domain B]32 is therefore a pair (L, o) made of an abstract location L
and a numeric abstraction o ∈ D]. For each concrete operation � on values, the
transfer function on abstract (L, o)-values is using the corresponding operation
�] of the abstract domain. For instance, for addition and subtraction, we get:

(L, o1) +] (zero, o2) = (L, o1 +] o2) (zero, o1) +] (L, o2) = (L, o1 +] o2)
(L, o1)−] (zero, o2) = (L, o1 −] o2) (L, o1)−] (L, o2) = (zero, o1 −] o2)

When symbolic computations are not possible, it is always possible to abstract
(L, o) by (zero,>) and use numeric transfer functions. As the usual sandboxing
technique consists in masking an address using a bitwise & ([e1] := e2  [d0 +
e1&1k] := e2) 1 we opt, in our implementation, for the bitfield domain [11].

The abstract machine state at a program point is the product of an abstract
environment Env], an abstract frame Frame], and a code pointer B32.

Env] = Reg → B
]
32 Frame] = (B]32)fs ×B State] = Env] × Frame] ×B32.

The abstract frame is annotated by a boolean indicating whether a memory
write has definitively occurred in the stack frame.

The concretization function is parametrised by a mapping λ : a-locs → B32

assigning a numeric value to abstract locations and the concretization function
γ : D] → P(B32) of the numeric domain. The concretization is then obtained
using standard constructions:

γλ(L, o) = {v + λ(L) | v ∈ γ(o)}
γλ(ρ]) = {ρ | ∀r.ρ(r) ∈ γλ(ρ](r))}
γλ(φ]) = {φ | ∀i ∈ [0, fs].φ(i) ∈ γλ(φ](i))}
γλ(〈ρ], φ](b), ι〉) =

{
〈ρ, φ(β), ι〉

∣∣β ≥ b ∧ ρ ∈ γλ(ρ]) ∧ φ ∈ γλ(φ])
}

The mapping λ denotes a set of intra-procedural contexts such that a register r
in the environment ρi has the value λ(r) and the return address is constrained
by the calling conventions.

γ(λ) =

{
〈φi, bp, ρi〉

∣∣∣∣∀r, ρ(r) = λ(r),
bp = λ(bp) = λ(esp), isret(λ(ret), ρi, φi)

}
.

Finally, the whole concretization γ : State] → P(Ctx\ × State\) is defined as:

γ(s]) = {〈Γ,�〉} ∪ {〈Γ, s〉 | ∃λ, Γ ∈ γ(λ) ∧ s ∈ γλ(s])}.

4.2 Abstract Semantics

The abstract semantics takes the form of a transition system that is presented in
Fig. 4. The rule AAssign abstracts the assignment to a register and consists in
evaluating the expression e using the abstract domain of Section 4.1. A memory

1 This exploits the property that the range of the sandbox is a power of 2.



AAssign
instr(ι) = br = ec

〈ρ, φ(β), ι〉 −→] 〈ρ[r 7→ JeKρ], φ(β), ι+〉

AStD
instr(ι) = b[e1] = e2c Je1Kρ = (data, o) γ(o) ⊆ [0; ds[

〈ρ, φ(β), ι〉 −→] 〈ρ, φ(β), ι+〉

AStF
instr(ι) = b[e1] = e2c Je1Kρ = (bp, o) off ∈ γ(o) γ(o) ⊆ ]− | φ |; 0]

〈ρ, φ(β), ι〉 −→] 〈ρ, φ[off 7→ Je2Kρ](1), ι+〉

ALdD
instr(ι) = br = [e]c JeKρ = (data, o) γ(o) ⊆ [0; ds[

〈ρ, φ(β), ι〉 −→] 〈ρ[r 7→ (zero,>)], φ(β), ι+〉

ALdF
instr(ι) = br = [e]c JeKρ = (bp, o) off ∈ γ(o) γ(o) ⊆]− | φ |; 0]

〈ρ, φ(β), ι〉 −→] 〈ρ[r 7→ φ(off )], φ(β), ι+〉

ALdS
instr(ι) = br = [e]c JeKρ = (bp, o) γ(o) ⊆]0; | φ | [

〈ρ, φ(β), ι〉 −→] 〈ρ[r 7→ (zero,>)], φ(β), ι+〉

ACall

instr(ι) = bcall ec γ(JeKρ) ⊆ F ∪ T ρ(esp) = (bp, o)
off ∈ γ(o) | φ1 |= −off γ(o) ⊆]− fs; 0]
isret(ι+, ρ, φ1) ρ ∼ ρ′ | φ2 |=| φ′2 |

〈ρ, φ1 · φ(1)
2 , ι〉 −→] 〈ρ′, φ1 · φ′(1)2 , ι+〉

ARet
instr(ι) = bret ec preserve(ρ) JeKρ = (ret, o) {0} = γ(o)

〈ρ, φ(β), ι〉 −→] �

ACont
instr(ι) = bjmpif e1 e2c 0 ∈ γ(Je1Kρ)

〈ρ, φ(β), ι〉 −→] 〈ρ, φ(β), ι+〉

AJump

instr(ι) = bjmpif e1 e2c c ∈ γ(Je1Kρ) c 6= 0
Je2Kρ = (code, o) ι2 ∈ γ(o) + c0 ι2 ∈ Code

〈ρ, φ(β), ι〉 −→] 〈ρ, φ(β), ι2〉

AHalt
instr(ι) = bhltc
〈ρ, φ(β), ι〉 −→ �

ACrash
� −→ �

Fig. 4: Abstract semantics

store is modelled by the rules AStD and AStF depending on whether the
address is within the sandbox or within the current stack frame. Both rules
ensure that the offset is within the bounds of the memory region. A memory
load is modelled by the rules ALdD, ALdF or ALdS depending on whether
the address is within the sandbox, the current stack frame or the caller stack
frame. Each memory access is protected by a verification condition ensuring
that the offset is within the relevant bounds. For the ALdF rule, the memory
offset off is used to fetch the abstract value from the abstract frame φ. As the
sandbox and the caller frame are not represented, we get the top element of the
abstract domain i.e. (zero,>). The rule ACall models function calls. It checks
whether the target of the call is a trusted (f ∈ T ) or untrusted function (f ∈ F).
For the call to proceed, the stack pointer esp must be within the bounds of the



current stack frame and the return address ι+ needs to be stored according to the
calling conventions (isret(ι+, ρ, φ1)). After the call, the resulting environment ρ′

satisfies that the callee-saved registers are restored to their values in ρ (ρ ∼ ρ′)
and the suffix of the current frame φ′2 is arbitrary i.e. φ′2 = (zero,>)|φ2|. The
rule ARet ensures that the expression e evaluates to the return of the current
function (JeKρ = (ret, o) {0} = γ(o)), and also that the callee-saved registers
are restored to their initial values. For instance, for ebx, preserve(ρ) ensures
that ρ(ebx) = (EBX, o) with γ(o) = {0}. The rules ACont and AJump model
control-flow transfer and check that the obtained code pointer is within the
bounds of the code. The last two rules AHalt and ACrash model the crash
state that is produced by the hlt instruction and is its own successor.

Like the intra-procedural semantics, the abstract semantics is safe if it is not
stuck (Definition 4).

Definition 4 (Abstract progress). The reachable intra-procedural states are
safe (written A-Safe(A-Acc)) iff ∀f ∈ F ,∀s ∈ A-Acc(f).∃s′.s→ s′.

The abstract semantics embeds abstract verification conditions that are only
sufficient but not necessary for the intra-procedural semantics. As a result, it
only computes a safe approximation under the condition that all the reachable
abstract states are safe.

Lemma 2 (Correctness of the abstract semantics).

A-Safe(A-Acc)⇒ I -Acc ⊆ γ(I -Acc) ∧ I -Safe(I -Acc)

The proof can be found in Appendix D. By transitivity, using Lemma 2 and
Lemma 1, we get Theorem 1.

Theorem 1 (Correctness of SFI Verifier). A-Safe(A-Acc)⇒ Safe(Acc)

By definition of Safe, Theorem 1 means that the defensive semantics is not stuck.

5 Implementation and Experiments

We have implemented the static analysis on top of the BinCAT binary code
analysis toolkit [2]. First, our SFI analyser reconstructs the structure of the bi-
nary and in particular partitions the code into separate functions and transforms
the binary instructions into the REIL [4] intermediate representation. Second,
each previously identified function is analysed separately, using the abstraction
described in Section 4. For each function, the analysis checks that all the intra-
procedural jumps stays within the current function and that the abstract seman-
tics never blocks. The analysis also checks that all calls are towards previously
identified entry points thus validating a posteriori that the initial partition of
the code into distinct functions is indeed correct.

The analysis has been tested on three test suites: correctly sandboxed pro-
grams, incorrectly sandboxed programs, and optimised, correctly sandboxed pro-
grams. The first test suite is built by compiling programs that are part of the



CompCert test suite with a modified version of CompCert that includes sandbox-
ing instructions. Because these binaries are correct by construction, the verifier
should accept all of them. In our experiments, we have tested 10 programs,
composed of 51 functions in total. 41 functions are verified in under 100ms, 9
functions are verified in less than 300ms and 1 function is verified in 3.5s. This
last function occurs in sha3.c, and is responsible for the program being verified
in 3.5s. This file is 200LoC long, while another file, aes.c, is 1.5KLoC long, com-
posed of 7 functions and takes only 1s to validate. This suggests that the time
complexity depends on the number of nested loops rather than on the size of the
code to verify.

The second test suite for catching incorrect programs has been obtained by
compiling incorrectly sandboxed programs with gcc and verifying they do not
pass our verification. Each test in the suite aims at a different error: returning
before the end of a function, writing above and below the frame, stack or sandbox
and bypassing the guard zones. Overall, the test suite contains 9 programs and
all are correctly identified as violating the sandbox property. Some of these
programs can be found in Fig. 5.

asm(” sub $5000000 , %esp\n\ t ”
”push $1 ” ) ;

(a) Attempt to write below the
stack

data [−5 ] = 0 ;

(b) Attempt to
write outside of
the sandbox

i n t f ( i n t ∗e ) {
i n t i ;
asm(” push $main\n\ t ”

”mov %1, %%ebp\n\ t ”
”add %%ebp , (%%esp )\n\ t ”
” r e t ”
: ”=r ”( i )
: ” r ” (∗ ( ( i n t ∗ ) ( sandbox ( e , 4 ) ) ) )
: ”%ebp ” ) ;

r e turn i +5;
}

(c) Attempt to return before the end

Fig. 5: Violation of sandboxing

We have also evaluated the ability of the analysis to verify programs where
redundant sandboxing instructions have been optimised away. For instance, the
sandboxing of consecutive accesses to an array can be factorised and imple-
mented by a single sandboxing instruction. In addition to masking the most
significant bits, this sandboxing instruction also zeroes out several least signifi-
cant bits thus aligning the base address of the array. The reasoning is that if an
address a of the sandbox is aligned on k bits we have that a+ i for i ∈ [0, 2k−1]
is also in the sandbox. We have sandboxed the programs manually and compiled
them with gcc and verified whether they passed our verification. Our numerical
domain is able to model alignment constraints and the analysis accepts programs



where consecutive writes are protected by the previous sandboxing operation.
Yet, the analysis rejects programs where the sandboxing instruction is factored
outside loops because the information inferred about the loop bound is currently
not precise enough. More precision could be obtained by using more sophisti-
cated numerical domains. An example program that fails our verification is given
in Fig. 6.

char ∗a = ( s f i + ( t & 0b11111000 )
f o r ( char i =0; i <5; i++) {

a [ i ] = i ;
}

Fig. 6: Optimising array accesses in a loop

The use of alloca(size t size) is another example of a code that respects the
security property as defined by the defensive semantics, but cannot be under-
stood by the analyser, unless more work is done by the programmer with the
result of that function. Because we limit the maximum size of the stack frame,
this function cannot work properly when its argument is bigger than this limit.
The result is a pointer outside of the frame, and the module is rejected when a
write at this address is detected.

6 Related Work

Software Fault Isolation has been proposed by Wahbe et al. [15] as a way to
ensure that a binary code runs inside a sandbox. Native Client (NaCl) [16, 13]
is a state-of-the-art implementation that was part of chromium-based browsers
in order to safely run binary plugins. The NaCl binary verifier only performs a
linear scan of the code. It is very fast, simple and has a small TCB. As shown by
the RockSalt project [12], it is also amenable to formal verification. The NaCl
verifier requires setting up trampoline code to share a runtime stack between
trusted and untrusted code. Using abstract interpretation, we propose a more
flexible binary verifier where redundant sandboxing operations can be optimised
away and where the runtime stack is safely shared between trusted and untrusted
code. Our TCB is bigger than NaCl but could be reduced using certified abstract
interpretation [6].

Kroll et al. [8] propose to implement SFI as a Cminor compiler pass of the
CompCert [9] verified compiler. They show that proving both safety and security
of the SFI pass is enough to get a secure binary. For their approach, redundant
sandboxing operations can be optimised away by the compiler back-end; the
runtime stack is managed by the compiler and therefore shared between trusted
and untrusted code. A main difference with our work is that we explicitly state,
using our defensive semantics, the security property that holds at binary level.
Moreover, we propose a flexible binary verifier for this property.

The NaCl technology has recently been replaced by WebAssembly [5]. We-
bassembly is an intermediate language, similar to Cminor, that is just-in-time



compiled into binary code. As the code may be malicious, the just-in-time com-
piler adds runtime checks to make sure the code runs inside a sandbox. Com-
pared to the previous approaches, the TCB includes the just-in-time compiler
and there is no independent binary verifier.

Binary Analysis frameworks e.g. BAP [3] and Angr [14] propose rich APIs
to develop static analyses on top of an architecture independent intermediate
language. We use BinCAT [2] based on the REIL intermediate representation [4].
Our binary verifier has the rare feature of being intra-procedural. As a result,
we have adapted their interprocedural analysis engine and implemented our own
analysis domains. Our analysis domain is inspired from the a-locs domain of
Balakrishnan and Reps [1] which we adapt to a purely intra-procedural setting
and where a-locs are also used to model the initial values of registers. There are
full-fledged, whole-program, binary analysers e.g. Jackstab [7] and Bindead [10].
They both use a sophisticated combination of abstract domains. Our domains
are simpler but specialised to prove the sandboxing property. Moreover, our
analysis is intra-procedural and finely models the calling conventions.

7 Conclusions

We have shown that the Software Fault Isolation mechanism for safely executing
untrusted binaries can be formalised as a defensive semantics of an intermediate
representation of binary code. Our semantics generalises existing approaches and
defines a relaxed SFI property where the runtime stack is safely shared between
trusted and untrusted code. Using abstract interpretation, we derive from the
defensive semantics an intra-procedural binary verifier which for each individual
function can verify that memory accesses are sandboxed and that the code abides
to calling conventions. The verifier is implemented and our tests show that it is
able to validate programs even when compiler optimisations are enabled.

Further work will concern improving the robustness of the verifier and en-
suring a degree of completeness w.r.t. more complex optimisations. To do so, we
intend to enrich our abstract domains to cope specifically with program transfor-
mations based on code motion where sandboxing instrumentations are factored
outside loops. In addition, we intend to extend the verifier to handle multi-
threaded applications. We expect that the data-local, intra-procedural design of
the verifier will greatly facilitate the extension to such a multi-threaded setting.
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A Concrete Operational Semantics

ISTR
instr(ι) = br = ec

〈ρ, µ, ι〉 −→ 〈ρ[r 7→ JeKρ], µ, ι+〉

ISTM
instr(ι) = b[m] = ec Writable(JmKρ)
〈ρ, µ, ι〉 −→ 〈ρ, µ[JmKρ 7→ JeKρ], ι+〉

IWCRASH
instr(ι) = b[m] = ec ¬Writable(JmKρ)

〈ρ, µ, ι〉 −→ �

ILDM
instr(ι) = br = [m]c Readable(JmKρ)
〈ρ, µ, ι〉 −→ 〈ρ[r 7→ µ(JmKρ)], µ, ι+〉



IRCRASH
instr(ι) = br = [m]c ¬Readable(JmKρ)

〈ρ, µ, ι〉 −→ �

IJCCNO
instr(ι) = bjmpif cond addrc JcondKρ = 0

〈ρ, µ, ι〉 −→ 〈ρ, µ, ι+〉

IJCC
instr(ι) = bjmpif cond addrc JcondKρ 6= 0)

〈ρ, µ, ι〉 −→ 〈ρ, µ, JaddrKρ〉

ICALL
instr(ι) = bcall addrc
〈ρ, µ, ι〉 −→ 〈ρ, µ, JaddrKρ〉

IRET
instr(ι) = bret addrc
〈ρ, µ, ι〉 −→ 〈ρ, µ, JaddrKρ〉

IHLT
instr(ι) = bhltc
〈ρ, µ, ι〉 −→ �

B Intra-procedural Semantics

FunAssign
instr(ι) = br = ec

Γ ` 〈ρ, φ(β), ι〉 →\ 〈ρ[r 7→ JeKρ], φ(β), ι+〉

FunStD
instr(ι) = b[e1] = e2c Je1Kρ = d0 + o 0 ≤ o <| δ |

Γ ` 〈ρ, φ(β), ι〉 →\ 〈ρ, φ(β), ι+〉

FunStF
instr(ι) = b[e1] = e2c Je1Kρ = bp− o 0 ≤ o <| φ |
〈φi, bp, ρi〉 ` 〈ρ, φ(β), ι〉 →\ 〈ρ, φ[o 7→ Je2Kρ](1), ι+〉

FunLdD
instr(ι) = br = [e]c JeKρ = d0 + o 0 ≤ o <| δ |

Γ ` 〈ρ, φ(β), ι〉 →\ 〈ρ[r 7→ v], φ(β), ι+〉

FunLdArg
instr(ι) = br = [e]c JeKρ = (bp+ fs)− o 0 ≤ o < fs

〈φi, bp, ρi〉 ` 〈ρ, φ(β), ι〉 →\ 〈ρ[r 7→ φi(o)], φ
(β), ι+〉

FunLdFrame
instr(ι) = br = [e]c JeKρ = bp− o 0 ≤ o < fs

〈φi, bp, ρi〉 ` 〈ρ, φ(β), ι〉 →\ 〈ρ[r 7→ φ(o)], φ(β), ι+〉

FunCont
instr(ι) = bjmpif e1 e2c Je1Kρ = 0

Γ ` 〈ρ, φ(β), ι〉 →\ 〈ρ, φ(β), ι+〉

FunJump
instr(ι) = bjmpif e1 e2c Je1Kρ 6= 0Je2Kρ ∈ Code

Γ ` 〈ρ, φ(β), ι〉 →\ 〈ρ, φ(β), Je2Kρ〉

FunCall

instr(ι) = bcall ec JeKρ = f f ∈ F ∪ T
ρ(esp) = bp− o 0 ≤ o < fs | φ1 |= o

isret(ι+, ρ, φ1) ρ ∼ ρ′

〈φi, bp, ρi〉 ` 〈ρ, φ1 · φ(1)2 , ι〉 →\ 〈ρ′, φ1 · φ′(1)2 , ι+〉

FunRet

instr(ι) = bret ec JeKρ = ret
isret(ι+, ρi, φi) ρi ∼ ρ

〈φi, bp, ρi〉 ` 〈ρ, φ(β), ι〉 →\ �

FunHalt
instr(ι) = bhltc

Γ ` 〈ρ, φ(β), ι〉 →\ �
FunCrash

Γ ` �→\ �



C Proof of Lemma 1

First we need an intermediate lemma:

Lemma 3 (Base pointer is contained).

∀S =〈〈bp, cs, ρi〉, 〈ρ, δ, φ(β), ι〉〉 ∈ Acc,

if β = 1

then s0 − ss + gz⊥ < bp ≤ s0 − gz>

else s0 − ss + gz⊥ − fs < bp ≤ s0 − gz>

Proof. We reason by induction on S ∈ Acc. In the inital state, we have bp =
s0 − gz> and β = 0, so the property is true since ss > gz> + gz⊥.

In the inductive case, we procede by case analysis on S ⇒ S′, where S
verifies the property. Because the property only depends on the context and
β, most cases are trivial: they preserve the context and β. In the case of the
StoreFrame rule, the context is preserved, and β is updated to 1. The property
is still preserved because the property when β = 0 implies the property when
β = 1.

The last case is when the extended call rule applies. In that case, β(S) = 1,
bp(S′) = bp(S)− | φ1 | with | φ1 |≤ fs and β(S′) = 0.

Since s0 − ss + gz⊥ < bp(S) ≤ s0 − gz>, s0 − ss + gz⊥− | φ1 |< bp(S′) ≤
s0 − gz>, so s0 − ss + gz⊥ − fs < bp(S′) ≤ s0 − gz> and the property holds.

Now we can prove the main lemma:

Proof. First, we prove that Acc ⊆ γ(I -Acc).
Let S ∈ Acc. By induction on S, we have the following cases:

– S = 〈Γ0, Σ0〉 = 〈〈[〈s0, φi〉], s0 − gz>, ρ0〉, 〈ρ, δ, φ(0), ι0〉〉 with | φi |= gz>.
By definition, ι0 ∈ F , so we can construct Init(ι0). By construction,
S ∈ γ(Init(ι0)).

– S = 〈Γ2, Σ2〉 with 〈Γ1, Σ1〉 ∈ Acc and 〈Γ1, Σ1〉 ⇒ 〈Γ2, Σ2〉. By induction
hypothesis, we also have S\ such that 〈Γ1, Σ1〉 ∈ γ(S\).

Since I -Safe(I -Acc), S\ →\ S\2.
By case analysis on the rule that allows →\, we have:
• (FunAssign) The preconditions are the same as for (Assign), so there

is S′ such that S →\ S′. Furthermore, S′ ∈ γ(s′]).
• (FunStD, FunLdD, FunCont, FunIndirectJump, FunHalt, FunCrash)

Similar reasoning.
• (FunStF) Here, the preconditions are either true for (StoreFrame) or

(StoreCrash) because of Lemma 3, so there is S′ such that S →\ S′, with
S′ = � (writing in the guard zone) or S′ = 〈ρ, δ, φ(β), ι〉 (writing in the
frame). Futhermore, S′ ∈ γ(s′]).

• (FunLdS) Here, the preconditions are either true for (LoadStack) or
(LoadCrash) because of Lemma 3, so there is S′ such that S →\ S′, with
S′ = � (reading in the guard zone) or S′ = 〈ρ, δ, φ(β), ι〉 (reading in the
stack). Futhermore, S′ ∈ γ(s′]).



• (FunCall) Here the preconditions are the same as for (CallAcc) be-
cause of Lemma 3, so there is S′ such that S ⇒ S′. Furthermore,
S′ ∈ γs(Init(f)) ⊆ γs(S]).

• (FunRet) Here the preconditions are the same as for (RetAcc), so
S ⇒ �. Furthermore, � ∈ γ(s′]).

Hence our intermediate conclusion: Acc ⊆ γ(I -Acc).
Let’s now take S ∈ Acc. We use the previous conclusion to also choose

S\ ∈ I -Acc such that S ∈ γ(S\). Because we have I -Safe(I -Acc), we can also

take S\2 such that S\ → S\2.
By case analysis with a similar reasoning as the previous property, we get

that S ⇒ S′ with S′ ∈ γ(S\2).
Hence Safe(Acc).

D Proof of Lemma 2

Proof. First, we prove that I -Acc ⊆ γ(A-Acc).
Let S ∈ I -Acc. By induction on S, we have the following cases:

– S ∈ Init(f) = 〈〈φi, bp, ρ〉, 〈ρ, φ(f), 0〉〉
We can construct S] = 〈〈φ′i, bp, ρ′〉, 〈ρ′, φ′(f), 0〉 ∈ AInit(f) such that S ∈
γ(S]).
S] ∈ A-Acc, so the property is true in that case.

– S = 〈Γ,Σ2〉 with 〈Γ,Σ1〉 ∈ I -Acc and Γ ` Σ1 →\ Σ2. By induction hypoth-
esis, we also have S] such that 〈Γ1, Σ1〉 ∈ γ(S]).

Because we have A-Safe(A-Acc), we also have S]2 such that S] → S]2.
By case analysis on →, we can see as before that the preconditions of the
abstract semantics are the same or more restrictive than those of the intra
procedural semantics. It is also built in a way that 〈Γ,Σ2〉 ∈ γ(S]2).

Hence our intermediate conclusion: I -Acc ⊆ γ(A-Acc).
Let’s now take S ∈ I -Acc. We use the previous conclusion to also choose

S] ∈ A-Acc such that S ∈ γ(S]). Because we have A-Safe(A-Acc), we can also

take S]2 such that S] → S]2.
By case analysis with a similar reasoning as the previous property, we get

that S ⇒ S′ with S′ ∈ γ(S]2).
Hence Safe(I -Acc).


