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Abstract

This paper deals with the design of interval observers for switched linear systems (SLS), a class of hybrid systems. Under the
assumption that the disturbances and the measurement noise are bounded, upper and lower bounds for the state are calculated.
New conditions of cooperativity in discrete-time instants are firstly proposed. Then, some techniques for interval estimation
are developed in continuous-time. It is shown that it is possible to calculate the observer gains making the estimation error
dynamics cooperative and stable via some change of coordinates under arbitrary switching sequences. The performances of
the developed techniques are illustrated through numerical examples.
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1 Introduction

Switched systems are very flexible modeling tools, which
appear in several fields such as networked control sys-
tems, electrical devices and congestion modeling [18].
These systems are one of the most important classes of
Hybrid Dynamical Systems (HDS). They consist of a set
of continuous dynamical systems and a switching rule
orchestrates among them, their detailed description can
be found in various monographs like [5], [18].

In order to study the stability of SLS, specific results
have been developed. For example, in [15] a common
Lyapunov function yields sufficient conditions for the
global asymptotic stability. However, it may not always
be possible to get this common function. Therefore,
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multiple Lyapunov functions were proposed for instance
in [18]. Approaches based on restrictions on admissible
rates of commutation, like average dwell time, have also
been studied to ensure the stability of SLS(see [14], [19]
and the references therein).

As far as the stability problem is widely concerned, it is
worth pointing out that the state is not always directly
measured but may be estimated from the input and the
output of the process. State estimation of those systems
has received considerable attention over past decades.
Meanwhile, some recent researches have been carried out
in this domain. In the case of SLS with state jumps,
necessary and sufficient conditions for the observability
have been established based on geometric approach [31].
In [29], [1] sliding mode observers have been designed
to estimate the continuous and discrete states for the
switched system in observability canonical form. In [34]
the authors have considered the problem of existence of
Luenberger-type observers [20] in the case when the ac-
tivated observer is time delayed compared to the acti-
vated subsystem of the switched system.

The estimation problem becomes much more involved
if we consider systems subject to model and/or signals
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uncertainties. Therefore, state estimation approaches
based on the set-membership [23] and interval observers
get more attention for uncertain systems (a survey is
given in [7]). According to the interval observers the-
ory, the uncertainties are assumed to be unknown but
bounded with a priori known bounds. In the literature,
interval observers are applied to several classes of non-
linear systems [27], [23], discrete-time systems [22], [6]
and linear systems [10], [17].

For HDS, an interval observer has been applied to the
estimation of linear impulsive systems [3], while the ex-
tension of those estimators to switched systems has not
been fully considered in the literature. To the best of the
authors knowledge, only a preliminary work has been
developed in [16], [13], [12] with the strong assumption
that there exist observer gains providing the coopera-
tivity and stability conditions simultaneously. Unfortu-
nately, this assumption is rather restrictive and rarely
verified in practice and different attempts to overcome
this restriction have been performed in [26], [8], and the
present paper is a journal extension of the latter works.

In this work, the main contribution is to design interval
estimators for SLS subject to disturbances. The mea-
surement noise and the state disturbance are assumed to
be unknown but bounded with known bounds. Discrete-
time and continuous-time interval estimations have been
considered. In the first approach, the cooperativity prop-
erty of the observation error is ensured, under some ap-
proximations, through judicious observer gains compu-
tation, and the stability analysis is verified by the fea-
sibility of matrix inequalities with respect to a matrix
variable given in a quadratic Lyapunov function. While
in the second one, the stability and cooperativity con-
ditions are given in terms of Linear Matrix Inequalities
(LMIs). It will be shown that the constructive method-
ologies can be applied for a large class of SLS.

The paper has the following structure. Some preliminar-
ies are described in Section 2. The main results of de-
signing the interval observers are developed in Section
3. Simulation results are shown in Section 4 to illustrate
the efficiency of the proposed methods. Section 5 con-
cludes the paper.

2 Preliminaries

2.1 Notations

The sets of real and natural numbers are denoted by
R and N respectively. Denote the sequence of integers
{1, ..., N} by 1, N . Ep denotes a (p× 1) vector whose el-
ements are equal to 1. I is the identity matrix of proper
dimension. For a matrix P = PT , the relation P ≺ 0
(P ≻ 0) means that the matrix P ∈ R

n×n is negative
(positive) definite. Denote by x and x the lower and up-
per bounds of a variable x such that x ≤ x ≤ x. |·| de-
notes the elementwise absolute value of a vector x ∈ R

n

resp. a matrix A ∈ R
n×m. The relation ≤ should be in-

terpreted elementwise for vectors as well as for matrices,
i.e. A = (ai,j) ∈ R

p×m and B = (bi,j) ∈ R
p×m such that

A ≥ B if and only if, ai,j ≥ bi,j for all i ∈ 1, p, j ∈ 1,m.
Diag (λ) denotes a diagonal matrix with the elements of
the vector λ on the main diagonal.
For a matrix A ∈ R

m×n, define A+ = max {0, A} and
A− = A+ −A.

Lemma 1 [11] Let δ > 0 be a scalar and S ∈ R
n×n be a

symmetric positive definite matrix, then

2xT y ≤
1

δ
xTSx+ δyTS−1y x, y ∈ R

n. (1)

2.2 Cooperativity

Definition 1 [24] AmatrixA = (ai,j) ∈ R
n×n is said to

be Metzler if all its off-diagonal elements are nonnegative
i.e. ai,j ≥ 0, ∀ (i, j), i 6= j. It is said to be nonnegative if
all the entries are nonnegative: A ≥ 0.

Lemma 2 [10], [9] Consider the system described by:

ẋ (t) = Ax (t) + u (t) , x (0) = x0 (2)

The system (2) is said to be cooperative if A is a Metzler
matrix and u (t) ≥ 0. For any initial condition x0 ≥ 0
the solution of (2) satisfies x (t) ≥ 0, ∀ t ≥ 0.

2.3 Interval relations

Property 1 [2] Given a matrix A ∈ R
n×n. A is Metzler

if there exists a diagonal matrix S ∈ R
n
+ such that

A+ S > 0. (3)

Lemma 3 [2] Let x ∈ R
n be a vector satisfying x ≤ x ≤

x and A ∈ R
m×n be a constant matrix, then

A+x−A−x ≤ Ax ≤ A+x−A−x. (4)

2.4 Basic interval observer theory

For the sake of clarity, let us recall some definitions of
interval observers [7]. Consider the following system:

{

ẋ = Ax+ φ (t)

y = Cx
(5)

where φ is a continuous function of time. Assume that
there exist two known functions φ and φ : R → R

n such

that φ (t) ≤ φ (t) ≤ φ (t) , ∀t ≥ 0.
Interval observers compute a guaranteed set that con-
tains admissible values for the state vector of the system
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consistent with the output measurements. Upper and
lower bounds of the set are given in the following theo-
rem.

Theorem 1 [10] Let x0 ≤ x0 ≤ x0. If there exists a gain
K such that (A−KC) is Metzler and Hurwitz then

{

ẋ = Ax+ φ+K (y − Cx)

ẋ = Ax+ φ+K (y − Cx)
(6)

is an interval observer with x(t) ≤ x(t) ≤ x(t), ∀t ≥ 0.

2.5 Stability

Consider the following continuous-time SLS:

ẋ(t) = Aσ(t)x(t), σ (t) ∈ I = 1, N, N ∈ N (7)

where x ∈ R
n is the state, N is the number of linear

subsystems, the finite set I is an index set and it stands
for the collection of subsystems Aq ∈ R

n×n, ∀q ∈ I.
The switching between the subsystems is ensured via a
switching signal, a piecewise constant function, σ (t) :
R+ → I. The index q = σ (t) specifies, at each instant
of time, the system that currently being followed.

Lemma 4 [18] Let S ∈ R
n×n be a symmetric positive

definite matrix that satisfies the LMIs

AT
q S + SAq ≺ 0, q ∈ I = 1, N (8)

Then V (x) = xTSx is a Common Quadratic Lyapunov
Function (CQLF) for the system (7).

This lemma establishes conditions of the internal sta-
bility (without taking into account the effect of exter-
nal inputs). For SLS with inputs and properly assigned
dwell-time switching signals, the overall system is input-
to-state stable (ISS) if the individual subsystems are ISS
[33].

3 Main results

In this section several interval observers are designed for
SLS that would satisfy both the stability and the cooper-
ativity conditions. Consider a continuous-time switched
system

{

ẋ (t) = Aσ(t)x (t) +Bσ(t)u (t) + w (t)

ym (t) = Cσ(t)x (t) + v (t)
, σ (t) ∈ I (9)

where x ∈ R
n, u ∈ R

m, ym ∈ R
p, w ∈ R

n, v ∈ R
p are

the state vector, the input, the output, the disturbance
and the measurement noise respectively. q = σ (t) is the

index of the active subsystem and assumed to be known.
Aq, Bq and Cq are constant matrices of appropriate di-
mensions.
The aim is to derive two signals x (t) and x (t) such that
x (t) ≤ x (t) ≤ x (t) , ∀t ≥ 0 holds despite the distur-
bances and uncertainties provided that x0 ≤ x0 ≤ x0 is
satisfied. This section has three parts. First, a basic in-
terval observer will be introduced under themost restric-
tive assumptions. Second and third parts will present
two different ways of these hypothesises relaxation: ei-
ther passing to discrete-time estimates using interesting
properties of matrix exponential observed by Trotter, or
via a change of coordinates avoiding state jumps.

3.1 A basic interval observer

Let us first consider the simple structure of an interval
observer for (9). It is based on the classical Luenberger
observer [20] with proper assumptions that the estima-
tion error dynamics is cooperative [27], [21], [28], and [7].

Assumption 1 The measurement noise and the state
disturbance are assumed to be unknown but bounded with
a priori known bounds such that

−w (t) ≤ w (t) ≤ w (t) , |v (t)| ≤ V Ep, ∀t ≥ 0 (10)

where w ∈ R
n and V is a positive scalar.

Assumption 2 There exist gains Lq such that the ma-
trices (Aq − LqCq) are Metzler for all q ∈ I.

The matrices Lq (q ∈ I) denote the observer gains asso-
ciated with each subsystem q.
A candidate interval observer structure for computing x
and x is described, as in Theorem 1, by:

{

ẋ = (Aq − LqCq)x+Bqu+ w + Lqym + |Lq|V Ep

ẋ = (Aq − LqCq)x+Bqu− w + Lqym − |Lq|V Ep

(11)
The following theorem gives the conditions for achieving
the desired design goal.

Theorem 2 Given x0, x0 ∈ R
n. Let Assumption 1 be

satisfied. If there exist λ, η ∈ R
n, λ > 0, η > 0, matrices

Wq ∈ R
n×n and positive scalars αq, ∀q ∈ I such that















AT
q S + SAq − CT

q W
T
q −WqCq + αqS ≺ 0

AT
q S − CT

q W
T
q + diag (η) ≥ 0

S = diag (λ)

(12)

then the system (11) satisfies with the system (9) the
inclusion

x(t) ≤ x(t) ≤ x(t)

provided that x0 ≤ x0 ≤ x0, where Lq = S−1Wq.
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PROOF. Let e (t) = x−x and e (t) = x−x be respec-
tively the upper and the lower observation errors. From
(9) and (11) the dynamics of the interval estimation er-
rors are given by:

ė (t) = ẋ− ẋ = (Aq − LqCq) e (t) + Γq (13)

ė (t) = ẋ− ẋ = (Aq − LqCq) e (t) + Γq (14)

where Γq = w − w + Lqv + |Lq|V Ep

Γq = w + w − Lqv + |Lq|V Ep

If (12) is satisfied, then multiplying the second

LMI in (12) by diag (λ)
−1

yields AT
q Sdiag (λ)

−1
−

CT
q W

T
q diag(λ)

−1
+ diag (η) diag(λ)

−1
≥ 0. Since

S = diag(λ) and Lq = S−1Wq, it follows that

AT
q − CT

q L
T
q + diag (η) diag(λ)

−1
≥ 0 or equivalently

that (Aq − LqCq) are Metzler ∀q ∈ I. Due to As-

sumption 1, it is clear that Γq and Γq are nonnegative
∀q ∈ I and t ≥ 0. Based on Lemma 2, it follows
that x (t) ≤ x (t) ≤ x (t) is satisfied, provided that
x0 ≤ x0 ≤ x0.
To prove that x (t), x (t) are bounded, consider the Lya-

punov function V (e) = e(t)
T
Se (t) where S = ST ≻ 0.

The derivative of V is given by:

V̇ (e) = ė
T
Se+ eTSė

= eT
[

(Aq − LqCq)
T
S + S(Aq − LqCq)

]

e− 2eTSw

+2eTSLqv + 2eTSw + 2eTS |Lq|V Ep (15)

From Lemma 1, it is clear that

2eTSw ≤
1

δq
eTSe+ δqw

TSw (16)

2eTSLqv ≤
1

δq
eTSe+ δqv

TLq
TSLqv (17)

2eTSw ≤
1

δq
eTSe+ δqw

TSw (18)

2eTS |Lq|V Ep ≤
1

δq
eTSe+ δqEp

TV |Lq|
T
S |Lq|V Ep

(19)
Let Wq = SLq, the combination of (15)-(19) leads to

V̇ (e) ≤ eTB1e+ C1 where

B1 =Aq
TS + SAq − Cq

TWq
T −WqCq +

2

δq
S

C1 =wT [−δqS]w + wT [δqS]w + vT
[

δqL
T
q SLq

]

v

+Ep
T
[

δqV |Lq|
T
S|Lq|V

]

Ep

Similarly, the derivative of the common Lyapunov func-
tion for the lower estimation error yields:

V̇ (e) = eT
[

(Aq − LqCq)
T
S + S(Aq − LqCq)

]

e

+ 2eTSw + 2eTSw − 2eTSLqv + 2eTS |Lq|V Ep

≤ eTB1e+ C2 (20)

where C2 = wT [δqS]w + wT [δqS]w − vT
[

δqL
T
q SLq

]

v

+Ep
T
[

δqV |Lq|
T
S |Lq|V

]

Ep

From the first equation of (12), it is assumed that B1 ≺
0. Taking into account that (Aq − LqCq) are Metzler,
then according to [2] the matrix S is diagonal and can
be written as S = diag (λ), λ > 0. In addition, since
noises and disturbances are bounded it follows that C1
is bounded. Therefore the system (13) is ISS stable and
the error e is bounded. The same arguments show that
the error e is also bounded. �

Remark 1 The system (11) is initialized with the initial
conditions x0 and x0 for the first active subsystem. At
the switching time instant ti+1, the output of the previous
active subsystem (q = σ(ti)) is used to initialize (11)
with the subsystem (q = σ(ti+1)). �

The LMI (12) is formulated with the aim to find the
observer gains Lq ensuring the system stability, it can be
reformulated in order to provide a minimization of the
interval estimation error x− x as in [2].

3.2 Trotter approximation based interval observer

In this section an interest is carried to discrete time ob-
servers. For brevity of presentation, we will assume that
I = {1, 2}. The generic case with N ≥ 2 can be treated
similarly [30]. The conditions of cooperativity in As-
sumption 2 will be relaxed by computing gain matrices

Lq ∈ R
n×p, q ∈ I that satisfy

2
∑

i=1

(Ai + LiCi) is Metzler.

Under this condition, which would be more straightfor-
ward to be fulfilled, the following Trotter formula result
can be used.

Theorem 3 [32] For two given matrices B,C ∈ R
n×n,

the exponentials of B and C are related to that of B +C
as follows

lim
m→∞

(

e
B
m e

C
m

)m

= e(B+C). (21)

The Trotter result can be used to evaluate eA by splitting
A into B + C and then using the approximation eA ≃
(

e
B
m e

C
m

)m
for a sufficiently big m ≥ 0. From the system

(9) we have

ẋ (t) =Aqx (t) +Bqu (t) + w (t)

= (Aq − LqCq)x (t) + w (t) +Bqu (t)

+Lqym (t)− Lqv (t) , q ∈ I (22)

In this subsection it will be considered that the switch-
ing is periodical and tk+1 − tk = τ for some period
τ > 0. The system’s state between two switching times
can be calculated analytically from the equation (22)
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x(tk+1) = eÃσ(tk)(tk+1−tk)x(tk) +

∫ tk+1

tk

eÃσ(tk)(tk+1−s)

[

Bσ(tk) u (s) + Lσ(tk)ym(s) + ω(s)− Lσ(tk)v(s)
]

ds

where Ãσ(tk) = Aσ(tk) − Lσ(tk)Cσ(tk) and σ(tk) cor-
responds to the activated system. After switching 2m
times between subsystems (22), the state variables will
be obtained through the analytical solution

x (T ) =

2m−1
∏

k=0

eÃσ(tk)τx(t0)

+ Λ(ym (T ) , u (T )) + Π(w (T ) , v (T ))

(23)

where T = 2mτ ,

Λ(ym (T ) , u (T )) =
2m
∑

k=1

[

2m−1
∏

j=k

(

e
Ãσ(tj )τ

)

×

∫ tk

tk−1

e
Ãσ(tk−1)(tk−s)(

Bσ(tk−1)u(s) + Lσ(tk−1)ym(s)
)

ds

]

(24)

and

Π(w (T ) , v (T )) =

2m
∑

k=1

[

2m−1
∏

j=k

(

e
Ãσ(tj )τ

)

×

∫ tk

tk−1

e
Ãσ(tk−1)(tk−s)(

w(s) − Lσ(tk−1)v(s)
)

ds

]
(25)

Using the fact that Ãσ(tk) ∈ {Ã1, Ã2},

2m−1
∏

k=0

eÃσ(tk)τ =
(

eÃ1τeÃ2τ
)m

=
(

eÃ1
T
2m eÃ2

T
2m

)m

(26)

Using the Trotter formula (21) we know

lim
m→∞

(

eÃ1
T
2m eÃ2

T
2m

)m

= e(Ã1+Ã2)
T
2 (27)

Coupling the equation (23) and the formula (27) leads

x((l + 1)T ) =
(

e(Ã1+Ã2)
T
2 −∆

)

x(lT )

+ Λ(ym((l + 1)T ), u((l+ 1)T ))

+ Π(w((l + 1)T ), v((l + 1)T ))

(28)

where ∆ =
[

e(Ã1+Ã2)
T
2 −

(

eÃ1
T
2m eÃ2

T
2m

)m]

.

Due to Trotter result we know that the matrix ∆ con-
verges to zero by increasing m. Then the interval ob-
server for (28) can be designed at discrete time instants

in the following form:

x((l + 1)T ) =e(Ã1+Ã2)
T
2 x(lT ) + ∆−x(lT )−∆+x(lT )

+ Π2m + Λ(ym((l + 1)T ), u((l+ 1)T )),

x((l + 1)T ) =e(Ã1+Ã2)
T
2 x(lT ) + ∆−x(lT )−∆+x(lT )

+ Π2m + Λ(ym((l + 1)T ), u((l+ 1)T ))
(29)

where Π2m,Π2m are calculated by

Πk =

{

Ψ+
k Πk−1 −Ψ−

k Πk−1 +Dk for k ≥ 2

Dk for k = 1

Πk =

{

Ψ+
k Πk−1 −Ψ−

k Πk−1 +Dk for k ≥ 2

Dk for k = 1

where Ψk =
(

e
Ãσ(tk−1)τ

)

and the quantities Dk, Dk will
be defined by expressions (31) in Proposition 1 below.

Assumption 3 There exist twomatricesL1, L2 ∈ R
n×p

such that the matrix A1 −L1C1 +A2 −L2C2 is Metzler.

It has been shown in [24], [25] that the matrix eAt ≥ 0 is
nonnegative if and only if A ∈ R

n×n is a Metzler matrix.
Thereby, Assumption 3 allows us to conclude that the

matrix e(Ã1+Ã2)
T
2 is nonnegative for all T ≥ 0.

Assumption 4 There exist two matrices L1, L2 ∈
R

n×p, a symmetric positive definite matrix SΓ ∈ R
2n×2n

and a scalar m ∈ N such that the nonnegative matrix

Γ =

(

e(Ã1+Ã2)
T
2 +∆− ∆+

∆+ e(Ã1+Ã2)
T
2 +∆−

)

satisfies the matrix inequality

ΓTSΓΓ− SΓ ≺ 0 (30)

with respect to the matrix variable SΓ.

Proposition 1 Under Assumption 1 the inequality
Dk ≤ Dk ≤ Dk is satisfied, where

Dk =
∫ tk

tk−1

(

(

e
Ãσ(tk−1)(tk−s))+

w(s)−
(

e
Ãσ(tk−1)(tk−s))

−

w(s)−
∣

∣

∣
e
Ãσ(tk−1)(tk−s)

Lσ(tk−1)

∣

∣

∣
EpV

)

ds,

Dk =
∫ tk

tk−1
e
Ãσ(tk−1)(tk−s)

(

w(t)− Lσ(tk−1)v(t)
)

ds,

Dk =

∫ tk

tk−1

(

(

e
Ãσ(tk−1)(tk−s))+

w(s)−
(

e
Ãσ(tk−1)(tk−s))

−

w(s) +
∣

∣

∣
e
Ãσ(tk−1)(tk−s)

Lσ(tk−1)

∣

∣

∣
EpV

)

ds. (31)
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PROOF. UsingLemma 3 (by takingA = e
Ãσ(tk−1)(tk−s))

and Assumption 1, and by integrating different terms of
the obtained inequality the result is substantiated. �

Theorem 4 Let Assumptions 1, 3 and 4 be satisfied
and x ∈ Ln

∞
, then in the system (28) with the interval

observer (29) the relations

x(lT ) ≤ x(lT ) ≤ x(lT ), ∀l ∈ Z+

are satisfied provided that x(0) ≤ x(0) ≤ x(0), in addi-
tion the estimates x(lT ) and x(lT ) are bounded.
PROOF. To simplify the calculation, we suppose that
each subsystem has been activated one time, hence m =
1 and T = 2τ = t2. So the solution of the system is given
by

x(t2) =eÃσ(t1)τeÃσ(t0)τx(t0) + eÃσ(t1)τ

∫ t1

t0

eÃσ(t0)(t1−s)×

(

Lσ(t0)ym(s) +Bσ(t0)u(s) + w(s) − Lσ(t0)v(s)
)

ds

+

∫ t2

t1

eÃσ(t1)(t2−s)×

(

Lσ(t1)ym(s) +Bσ(t1)u(s) + w(s) − Lσ(t1)v(s)
)

ds

=eÃσ(t1)τeÃσ(t0)τx(t0) + eÃσ(t1)τD1 +D2

+ Λ(ym(t2), u(t2))

=e(Ã1+Ã2)
T
2 x(t0) + (∆− −∆+)x(t0)

+ eÃσ(t1)τD1 +D2 + Λ(ym(t2), u(t2))
(32)

And the estimated bounds are given as

x(t2) =e(Ã1+Ã2)
T
2 x(t0) + ∆−x(t0)−∆+x(t0)

+ Π2 + Λ(ym(t2), u(t2))

x(t2) =e(Ã1+Ã2)
T
2 x(t0) + ∆−x(t0)−∆+x(t0)

+ Π2 + Λ(ym(t2), u(t2))

(33)

with Π2 =
(

eÃσ(t1)τ
)+

D1 −
(

eÃσ(t1)τ
)−

D1 +D2
,

Π2 =
(

eÃσ(t1)τ
)+

D1 −
(

eÃσ(t1)τ
)−

D1 +D2.

Using (32), (33) and defining the estimation errors as
e(t2) = x(t2)− x(t2), e(t2) = x(t2)− x(t2) leads

e(t2) = e(Ã1+Ã2)
T
2 e(t0) + ∆+e(t0) + ∆−e(t0) +G1 +G2,

e(t2) = e(Ã1+Ã2)
T
2 e(t0) + ∆+e(t0) + ∆−e(t0) +G1 +G2.

(34)

where

G1 = eÃσ(t1)τD1 −
(

eÃσ(t1)τ
)+

D1 −
(

eÃσ(t1)τ
)−

D1,

G1 =
(

eÃσ(t1)τ
)+

D1 −
(

eÃσ(t1)τ
)−

D1 − eÃσ(t1)τD1,

G2 = D2 −D2,

G2 = D2 −D2.

According toAssumption 3 the matrix e(Ã1+Ã2)
T
2 is non-

negative. By definition ∆+,∆− are also nonnegative. By
gathering the equations (34) we get

[

e(t2)

e(t2)

]

= Γ

[

e(0)

e(0)

]

+

[

G1 +G2

G1 +G2

]

The conditions maintained in Assumption 4 ensure the
convergence of the interval observer, that implies bound-
edness of x (t) , x (t). In addition, since the Assumption
1 holds we can conclude that G1 ≥ 0, G2 ≥ 0, G1 ≥
0, G2 ≥ 0. Therefore the dynamics of the estimation er-
ror is cooperative and starting from e(0) ≥ 0, e(0) ≥ 0
we get that e(t2) ≥ 0, e(t2) ≥ 0. Repeating these steps
recurrently the result of theorem can be obtained. �

The previous subsections motivate the main results of
the next subsection. It worth noting that Assumption
2 can be relaxed. Besides, the second LMI in (12) can
be infeasible. Note also that (30) is nonlinear matrix
inequality. Some transformation of coordinates will be
introduced to alter the system into a cooperative form.

3.3 Transformation of coordinates

In this section, the main idea consists in finding a change
of coordinates that transforms the observation errors
into cooperative forms. The changes of coordinates pro-
posed for instance in [21], [27] for continuous systems can
be used to transform the matrices (Aq − LqCq) into a
Metzler form. Therefore, let us assume that there exists
a non singular transformation matrix P such that, with
the new coordinates z = Px, the system (9) is trans-
formed into the form

{

ż = PAqP
−1z + PBqu+ Pw

ym = CqP
−1z + v

(35)

A Luenberger based candidate observer for the system
(35) can be written in the new coordinates z as:



























ż = P (Aq − LqCq)P
−1z + PBqu+ P+w − P−w

+PLqym + |PLq|V Ep

ż = P (Aq − LqCq)P
−1z + PBqu+ P+w − P−w

+PLqym − |PLq|V Ep

(36)

where

{

z (0) = P+x̄0 − P−x0

z (0) = P+x0 − P−x̄0

P is the solution of the N Sylvester equations given by

PAq −RqP = QqCq, Qq = PLq, ∀q ∈ I (37)

and Rq = P (Aq − LqCq)P
−1 are Metzler ∀q ∈ I.

Let ez (t) = z − z be the upper observation error and
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ez (t) = z − z be the lower one. From systems (35) and
(36), the dynamics of the interval estimation errors are
given by:

ėz (t) = ż − ż = P (Aq − LqCq)P
−1ez

+
[(

P+w − P−w
)

− Pw
]

+ |PLq|V Ep

+PLqv = Rqez +Υq (38)

ėz (t) = ż − ż = P (Aq − LqCq)P
−1ez

+
[

Pw −
(

P+w − P−w
)]

+ |PLq|V Ep

−PLqv = Rqez +Υq (39)

where
Υq = [(P+w − P−w)− Pw]+ |PLq|V Ep+PLqv

Υq = [Pw − (P+w − P−w)]+ |PLq|V Ep−PLqv
Similarly to the proof of Theorem 2, the asymptotic sta-
bility of the observer (36) is ensured by using a com-
mon Lyapunov function for the errors dynamics ez and
ez . Following the same steps, the stability analysis is re-
duced to the feasibility of the LMI as below:

B2 =
[

P (Aq − LqCq)P
−1T

]

M

+M
[

P (Aq − LqCq)P
−1
]T

+
1

δq
M

= P−1T Aq
TPTM +MPAqP

−1 +
1

δq
M

−P−1T Cq
TLq

TPTM −MPLqCqP
−1 ≺ 0 (40)

In the case of a single mode (non switched systems), it
has been shown in several works that the existence of the
solution of the Sylvester equation P is not restrictive. In
[21], it has been shown that the Jordan canonical form
can also be used and P can be time-varying. In addition,
a constant change of coordinates has been proposed in
[27]. However, the existence of a common transformation
matrix P such that Rq, ∀q ∈ I are Metzler seems to be
difficult. The inequality presented in (40) is a nonlinear
inequality. Therefore, the computation of the observer
gains for (36) can not be easily ensured. As a solution,
a second method is proposed. The main idea consists
in redesigning two conventional observers in the origi-
nal basis “x”. Then, stability conditions will be given in
terms of LMIs.
Consider the following SLS (9) and two point observers























˙̂x
+
= (Aq − LqCq) x̂

+ +Bqu+ P−1
q

(

P+
q w + P−

q w
)

+Lqym + P−1
q |PqLq|V Ep

˙̂x
−

= (Aq − LqCq) x̂
− +Bqu+ P−1

q

(

−P+
q w − P−

q w
)

+Lqym − P−1
q |PqLq|V Ep

(41)
with Pq, q ∈ I, are chosen as in the following theorem
and

{

x̂+
0 = Qq

(

P+
q x0 − P−

q x0

)

x̂−

0 = Qq

(

P+
q x0 − P−

q x0

)
(42)

with Qq = Pq
−1.

The observer (41) is not an interval observer for (9) and
its structure is similar to the one in [4] proposed for the
case of non switched systems. However, the estimates
computed by (41) are used in Theorem 5 to deduce an
interval estimation.

Theorem 5 Consider matrices Pq (q ∈ I) such that
Fq = Pq (Aq − LqCq)P

−1
q are Metzler. If the initial con-

dition x0 verifies x0 ≤ x0 ≤ x0, then an interval estima-
tion for (9) is given by:

{

x = Qq
+Pqx̂

− −Qq
−Pqx̂

+

x = Qq
+Pqx̂

+ −Qq
−Pqx̂

−

(43)

satisfying
x (t) ≤ x (t) ≤ x (t) (44)

In addition, if there exists M = MT ≻ 0 such that

Aq
TM +MAq − Cq

TWq
T −WqCq + σqM ≺ 0 (45)

where

σq =
3

δq
and Wq = MLq

then (41) is asymptotically stable and x, x are bounded.

PROOF. Consider the errors E+
q = Pqx̂

+ − Pqx and

E−

q = Pqx − Pqx̂
−. Let us show that x − x ≥ 0 and

x−x ≥ 0 where x and x are computed by (43) and (41).
From (9) and (41) the dynamics of the errors E+

q and

E−

q are given by:

Ė+
q = Pq

˙̂x
+
− Pqẋ

= Pq (Aq − LqCq) x̂
+ − Pq (Aq − LqCq)x

+
[(

P+
q w + P−

q w
)

− Pqw
]

+ PqLqv + |PqLq|V Ep

= Pq (Aq − LqCq)P
−1
q

(

Pqx̂
+ − Pqx

)

+ γ+
q

= FqE
+
q + γ+

q (46)

Ė−

q = Pqẋ− Pq
˙̂x− = FqE

−

q + γ−

q (47)

where

γ+
q =

[(

P+
q w + P−

q w
)

− Pqw
]

+ PqLqv + |PqLq|V Ep

γ−

q =
[

Pqw −
(

−P+
q w − P−

q w
)]

+ |PqLq|V Ep − PqLqv

According to Lemma 3 we have−P+
q w−P−

q w ≤ Pqw ≤

P+
q w + P−

q w. Since Pq (Aq − LqCq)P
−1
q are assumed

to be Metzler, and by construction γ+
q and γ−

q are non-
negative for all t ≥ 0. Then, if x0 and x0 are chosen
such that E+

q (0) and E−

q (0) are nonnegative, then the

errors E+
q (t) and E−

q (t) stay nonnegative ∀t ≥ 0 such

that Pqx̂
− ≤ Pqx ≤ Pqx̂

+. As Qq = Pq
−1, then by using

Lemma 3, it follows that x = Qq
+Pqx̂

− −Qq
−Pqx̂

+and
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x = Qq
+Pqx̂

+ − Qq
−Pqx̂

− which means that x ≤ x ≤
x, ∀t ≥ 0.
For the stability analysis, let us now show that E+

q

and E−

q are asymptotically stable or simply show that

(x̂+ − x) and (x− x̂−) are asymptotically stable. Let
e+ = (x̂+ − x) and e− = (x− x̂−) be the observation
errors and consider the following Lyapunov function:

V
(

e+
)

= e+
T
Me+ (48)

where M = MT ≻ 0. As in the proof of Theorem 2, the
derivative of the Lyapunov function (48) is given by:

V̇
(

e+
)

= ė+
T
Me+ + e+

T
Mė+

= e+
T
[

(Aq − LqCq)
T
M +M (Aq − LqCq)

]

e+

+2e+
T
MPq

−1
(

P+
q w + P−

q w
)

− 2e+
T
Mw

+2e+
T
MLqv + 2e+

T
M |Lq|V Ep

According to Lemma 1, we have

V̇
(

e+
)

≤ e+
T
B3e

+ + C5

where B3 = (Aq − LqCq)
T
M +M (Aq − LqCq) +

3
δq
M

= Aq
TM +MAq − Cq

TWq
T −WqCq +

3
δq
M

and C5 = wT
[

δq P
+
q

T
P−1
q

T
MP−1

q P+
q

]

w

+wT
[

δq P
−

q
T
P−1
q

T
MP−1

q P−

q

]

w − wT [δqM ]w

+Ep
T
[

δqV |Lq|
T
M |Lq|V

]

Ep+vT
[

δqLq
TMLq

]

v

The noise v and disturbance w are bounded, it follows
that C5 is bounded. Therefore, if B3 ≺ 0, the observation
error e+ is bounded. The same arguments allow one to
show that the observation error e− is also bounded. In
addition, since Pq and Qq are bounded for all (q ∈ I)
then E+

q and E−

q are bounded. �

The cooperativity property has motivated the need for
state transformation.However, computing a transforma-
tion matrix Pq for each subsystem, such that zq = Pqx,
transforms the switched system (9) into a hybrid one.
Besides, the stability analysis in the basis “z” seems to
be difficult. The existence of a non singular common ma-
trix transforming (10) into a cooperative form is not al-
ways ensured. These limitations prove the interest of the
methodology proposed above.

4 Numerical example

4.1 Example 1: Trotter approximation

Consider the system (22) with two subsystems and

A1 =









−4.0 2.0 1.0

−1.0 −3.0 2.0

0 −0.5 −2.0









, A2 =









−1.0 −1.0 −0.5

1.0 −4.0 −1.0

3.0 1.0 −3.0









,

B1 = B2 =
[

1.2 −1.5 1
]T

, C1 = C2 =
[

1 0 0
]

,

v(t) = sin(10t)V , withV = 1

and w(t) =
[

sin(2t) 1.5 sin(3t) cos(2t)
]T

, which sat-

isfy −w(t) ≤ w(t) ≤ w(t) where w =
[

1 1.5 1
]T

.

For the cooperativity of estimated error bounds, the pa-
rameter m = 2 in the expression (28) guarantees the
nonnegativity of ∆ and the Assumption 3 is fulfilled due
to the matrix A1 − L1C1 +A2 −L2C2 is Metzler where

L1 =
[

0.0 −0.5 1.0
]T

, L2 =
[

3 −1 1
]T

. The time of

activation of each subsystem is τ = 0.125.
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0

5

10

x 1

 

 
State

Upper estimate
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−10

−5

0

5

x 2
0 2 4 6 8 10 12 14 16 18 20

−5

0

5

10

x 3

10 10.5 11
−2

0

2

4

Fig. 1. Simulation results of the first example.

In addition to that, the stability of discrete interval ob-
server (29) is verified by satisfying the matrix inequality
(30) in the Assumption 4.
The result of simulation is presented in Fig. 1 where dots
correspond to the estimated lower and upper bounds and
the solid lines correspond to the actual state. The input
signal used in simulation is u (t) = 4+10 sin (t) cos (0.3t).
This simulation result shows that the developed observer
can estimates an interval of admissible values of the state
in discrete time instants.

4.2 Example 2: Transformation of coordinates

Consider now the system (9) with I = 1, 2 and

A1 =









−3 0 0.5

0 −2.754 0

0 0 −1









, A2 =









−2.5 0 0.2

0 −0.452 0

−1 0 −1









B1 = B2 =
[

1 1 0
]T

, C1 =
[

0 0 1
]

, C2 =
[

0 1 0
]

w (t) and v (t) are uniformly distributed bounded
signals such that −w ≤ w (t) ≤ w with w =

[0.015 0.015 0.015]
T

and −V Ep ≤ v (t) ≤ V Ep with

V = 0.05.
Using theMatlab LMI toolbox, it was not possible to find
a solution for (12). Therefore, the interval observer (11)
cannot be applied. In addition, it is not trivial to com-
pute a common matrix P such that P (Aq − LqCq)P

−1

8



are Metzler. However, the interval observer (41)-(43)
can be used with different P1, P2 transformation matri-
ces. Now, using the Matlab LMI toolbox, one can solve
the LMI defined by (45). One feasible solution is given

by: L1 =
[

0.9226 0 −0.0111
]T

, L2 =
[

0 1.9007 0
]T

.

Note thatPq are computed such thatPq (Aq − LqCq)Pq
−1

are Metzler for all q ∈ 1, 2. All conditions of Theorem 5
are satisfied; it follows that the system (41) is asymp-
totically stable and the bounds x, x are computed using
(43) with Qq = P−1

q .
The results of simulation of the obtained observer are
depicted in Fig. 2 where solid lines present the state and
dashed lines present the estimated bounds. The input
signal u (t) is a square signal with frequency 2Hz and
magnitude 0.5. The switching between the two subsys-
tems is governed by the switching signal plotted in Fig.
3. The interval observer (41)-(43) is initialized by x̂+

0 and
x̂−

0 which are computed by (42) where −x0 ≤ x0 ≤ x0

with x0 =
[

0.2 0.2 0.2
]T

.
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-4

-2
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min

state x
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2
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Fig. 2. Simulation results of the second example.
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1
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Time (s)

Fig. 3. Switching signal.

The results show that, despite the disturbances, the state
is always inside the upper and the lower trajectories. The
interval observer has exhibited approved stability prop-
erties. The relation x (t) ≤ x (t) ≤ x (t) , ∀t ≥ 0 is always
verified. As shown in Fig. 2, the interval is quite large at
the beginning, although its width decreases despite the
uncertainties on the measurements. Finally, the interval
observer remains stable despite the switching instants.

5 Conclusion

This paper focused on state estimation for switched lin-
ear systems subject to disturbances in a bounded er-
ror context. The disturbances are assumed to belong to
certain known intervals at any moment of time. Several

methods were proposed to compute a set of guaranteed
lower and upper bounds that contain all the admissible
values of the state vector. In the first contribution, the
cooperativity property is ensured via an accurate com-
putation of observer gains. In the second contribution,
an interval observer is designed under change of coordi-
nates. The observer gains are computed by solving LMIs.
Efficiency of the proposed methods is demonstrated on
numerical examples. In this work, the results have been
obtained under restrictive hypothesis, like availability
of the instants of switching or existence of a common
Lyapunov function, which can be relaxed in forthcom-
ing works. Other promising directions of future works
include control design based on interval estimates, and a
combination of continuous and discrete-time estimates
obtained in this paper.
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