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Abstract. This paper aims to highlight instance retrieval tasks centered around 
‘vehicle’, due to its wide range of applications in surveillance scenario. Recent-
ly, image representations based on the convolutional neural network (CNN) 
have achieved significant success for visual recognition, including instance re-
trieval. However, many previous retrieval methods have not exploit the ensem-
ble abilities of different models, which achieve limited accuracy since a certain 
kind of visual representation is not comprehensive. So we propose a Deep En-
semble Efficiently and Effectively (DEEE) framework, to preserve the impres-
sive performance of deep representations and combine various deep architec-
tures in a complementary way. It is demonstrated that a large improvement can 
be acquired with slight increase on computation. Finally, we evaluate the per-
formance on two public vehicle datasets, VehicleID and VeRi, both outper-
forming state-of-the-art methods by a large margin. 

Keywords: instance retrieval, vehicle, deep ensemble 

1 Introduction 

Visual instance search is one of the core tasks in the field of computer vision and 
has been evolving rapidly in recent years. Given a query image example, the basic 
goal of instance-level retrieval is to search for images that contain the same instance, 
also viewed as a re-ID task.  

With the ground-breaking success of deep learning based methods, image de-
scriptors produced by CNN are significantly improving state-of-the-art performance 
for various problems including image classification[1][2][3][4], object detec-
tion[5][6], etc. It comes as no surprise that pre-trained CNN models for a source task 
(e.g., classification) are capable of being applied to another target domain (e.g., re-
trieval), due to the generalization power of transfer learning[7].  

Motivated by these advances, instance search approaches based on deep features 
have attracted sustained attention[7][8][9] both from academic research and from 
industrial applications. In this paper, we focus on the problem of instance-level re-

mailto:songlei9312@126.com


2 

trieval centered around ‘vehicle’. As shown in Fig. 1, an image is considered to match 
the query if it contains the same vehicle across different surveillance camera views.  

 
Fig. 1. Example retrieval results on VehicleID[15] dataset. The images in the first column are 
the query images. The retrieval images are sorted according to the similarity scores from left to 
right, which are color-coded as (green): correct, (red): incorrect. 

Traditional CNN-based retrieval methods[10][11][12][13] have not emphasized the 
importance of fusing various deep architectures into an ensemble model with slight 
increase on computation. In contrast, our proposed method has payed more attention 
to the complementarity of different models and implemented the deep ensemble 
framework via an effective and efficient way. To this end, this paper addresses two 
main challenges: 1) Model selection: How to ensemble various deep architectures to 
obtain an evident performance boost with marginal extra cost; 2) Feature selection: 
How to exploit multi-level features to generate a more comprehensive and compact 
fusion feature. 

Firstly, we improve the retrieval performance by fusing various deep architectures 
into a single model. After comparing the advantages of different CNN models, resid-
ual-like network[4] is selected, as it can avoid the vanishing gradient problem signifi-
cantly and some recent works[14] indicate that ResNet behaves like ensembles of 
relatively shallow networks, with the fusion strengths inherently. In terms of training 
loss functions, we finetune the network with both the verification and identification 
losses, inspired by ‘Mixed Difference Network’[15]. Secondly, we utilize the Feature 
Pyramid Network (FPN)[6] method to ensemble multi-level features by a top-down 
architecture with lateral connections. After FPN fusion, we not only improve the re-
trieval performance significantly, but also obtain a more compact and efficient feature 
representation. 

The rest of this paper is organized as follows: In Section 2, we review some related 
works and in Section 3, we introduce the proposed approaches in details. The experi-
mental results are presented and analyzed in Section 4. Finally, we draw a conclusion 
in Section 5. 
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2 Related Work 

In this section, we will describe previous works relevant to the approach discussed 
in this paper. Most of the works utilize CNN models for feature extraction and shed 
light on ‘vehicle’ retrieval tasks, especially in real-word surveillance scene. 

2.1 Deep Representation for Instance Retrieval 

Many works in the literature have proposed CNN-based representations for image 
retrieval. Razavian et al.[7] first investigate the use of CNN features for various com-
puter vision tasks, including image retrieval. A typical CNN consists of several con-
volutional layers, followed by fully connected layers and ends with a softmax layer 
producing a distribution over the training classes. However, different from classifica-
tion task, the pooled convolutional features often perform better than the fully con-
nected layers[10]. Local convolutional features are similar to traditional hand-crafted 
features, e.g., SIFT, and various aggregation methods are proposed to improve the 
retrieval performance. To our best knowledge, most of the previous retrieval works 
focus on aggregating convolutional features from a single layer, but overlook the 
complementary properties of features from multiple layers. In fact, a series of excel-
lent approaches have improved detection and segmentation performance by fusing 
different layers in a CNN model. For example, the FCN[16] algorithm sums partial 
scores for each category over multiple scales to compute semantic segmentations. 
Hypercolumns[17] uses a similar method for object instance segmentation. FPN[6] 
develops a top-down architecture with lateral connections for building high-level 
semantic feature maps at all scales. In this paper, our proposed method firstly intro-
duces an extension of the FPN architecture to instance retrieval task and improves the 
results significantly. 

2.2 Vehicle Instance Retrieval 

Vehicle-related research includes detection, tracking, joint detection and 3D pars-
ing. The growing explosion in the use of surveillance cameras highlights the im-
portance of vehicle search from a large-scale image or video database. Hongye Liu et 
al.[15] released a carefully-organized largescale image database ‘VehicleID’, which 
includes multiple images of the same vehicle captured by different real-world cameras 
in a city. To facilitate progressive vehicle Re-Id research, Xinchen Liu et al.[18] col-
lect vehicle instance dataset named VeRi-776 from large-scale urban surveillance 
videos, which contains not only massive vehicles with diverse attributes and high 
recurrence rate, but also sufficient license plates and spatiotemporal labels. In this 
paper, comprehensive evaluations on the above two datasets have shown that ensem-
ble of various deep architectures (e.g., verification and identification loss) and multi-
level deep features will make a good contribution to boost the retrieval performance, 
compared with state-of-the-art results in previous works. 
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3 Proposed Method 

3.1 Baseline Framework 

Our baseline framework is illustrated in Fig. 2. It can be divided into offline stage 
processing and online stage query. In the online stage, a query is provided by a user 
based on his intension. Then, the image is transform to the corresponding feature 
representation through a deep CNN model. Finally, the retrieval results from image 
dataset are generated, ranking by similarities with the query image feature. 

 
Fig. 2. Our baseline framework with online stage query and offline stage processing 

As shown in Fig. 2, image representation is the core part of our framework, in 
which we adopt a compact representation pooled from activations of convolutional 
layers. This kind of global feature is very effective for instance-level retrieval, as 
formulated in Eq. 1: 

 Query Feature: 𝑣𝑣 = (𝑣𝑣1, … ,𝑣𝑣𝑑𝑑) (1) 

where 𝑑𝑑 denotes the feature dimension. In this paper, all fully connected layers are 
discarded in the inference part, and the image representation, called Average Activa-
tions of Convolutions (AAC), is simply constructed by average pooling over all di-
mensions per feature map. The dimension of our pooled feature is equal to the number 
of feature map channels, e.g. 1024 or 2048. To yield a shorter feature vector and im-
prove retrieval efficiency, previous methods[10] use PCA of a post-processing tool 
for dimensionality reduction, by analyzing the covariance matrix of all descriptors. 
After acquiring the final image representation of query image (indicated as 𝑣𝑣) and a 
certain database image (indicated as 𝑢𝑢𝑖𝑖), the corresponding similarity can be calculat-
ed as inner product of the two feature vectors. 
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3.2 Effective and Efficient Ensemble Methods 

In this part, we will further introduce our effective and efficient ensemble methods 
for image representation, which can be divided into two main components: model 
selection and feature selection as shown in Fig. 3. 

 
Fig. 3. Ensemble methods for image representation: model selection (Two-Loss-ResNet) and 
feature selection (FPN Extension) 

Two-Loss-ResNet: ensemble of shallower networks and multiple tasks 

With the rapid development of CNN models on the image classification, more and 
more excellent CNN models emerged, like VGG-like[2], Inception-like[3] and resid-
ual-like[4] models. Compared with other previous architectures, residual networks 
avoid the vanishing gradient problem by introducing short paths which can carry gra-
dient throughout the extent of very deep networks. Andreas Veit et al.[14] even pro-
poses a novel interpretation of residual networks showing that a single ResNet model 
behaves as an ensemble of shallower networks, which results from ResNet’s additive 
operations. This property is very important for improving the feature representation 
since that averaging a set of deep networks is an effective solution to improve the 
accuracy performance, widely adopted in various computer vision tasks. Considering 
the above observations, we choose Residual-like architectures as our basic deep pre-
trained model. 

In consideration of the common issues for training deep CNN models, such as in-
feasible computational cost and model size, we decide to select ResNet-50 as our 
baseline model, which is a tiny-version residual network and keeps a good balance 
between effectiveness and efficiency. Compared with traditional VGG-based image 
retrieval methods[15], ResNet-50 demonstrates a better speed with 3.8 billion FLOPs, 
which is only 25% of standard VGG-16 model (15.3 billion FLOPs). More signifi-
cantly, ResNet-50 also yields a much better accuracy for instance retrieval task, as 
shown in the following experiments (See Table 1 and Table 2). 

Training a deep model with different loss functions is always a good way to en-
semble the representative abilities for multiple tasks[5][15]. To this end, two com-
monly-used loss functions are selected, cross-entropy loss and contrastive loss. Simi-
lar to conventional multiclass recognition approaches, we use the cross-entropy loss 
for identity prediction. Meanwhile, Siamese architecture and contrastive loss are 
adopted, in which we train a two-branch network and each branch is a clone of the 
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other, meaning that they share the same parameters. Then we sum the above two loss-
es together, to measure multiple outputs simultaneously. 

Our ensemble method of deep architectures can be denoted as Two-Loss-Res50, 
fusing two loss functions based on the output of ResNet-50 model,  

FPN Extension: ensemble of multi-level deep features 

 
Fig. 4. Extension of FPN[6] to ensemble multi-level deep features 

As a basic component in visual recognition systems, feature image pyramids are 
heavily used to generate scale-invariant representations. In order to fuse multi-level 
features in the training phase efficiently, we introduce an extension of Feature Pyra-
mid Network (FPN) [6], which has been a popular method used in the object detection 
model recently. The top-down architecture with lateral connections is developed to 
exploit the inherent multi-level, pyramidal hierarchy of deep CNN models with mar-
ginal extra cost. Our experimental results have demonstrated that such multi-level 
ensemble representation is very compact, suitable for instance-level retrieval tasks. 
(See Table 1) 

Through the above fusion strategies in training phase, the obtained CNN model is 
capable of yielding three kinds of features. As shown in Fig. 4, Feature_1 is a linear 
transformation of output from the 5th stage, which consist of only high-level seman-
tics. On the contrary, Feature_3 is an ensemble of output from three stages (3&4&5), 
which represents more local and detailed information.  

In this paper, we adopt Feature_3 as our final multi-level image representation for 
instance retrieval. The corresponding ensemble method can be denoted as Two-Loss-
Res50+FPN. 
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4 Experiments 

The proposed DEEE framework is evaluated by a standard performance metric, 
i.e., MAP, which is the mean of average precision scores for all query images over all 
the returned images. In addition, this paper makes most efforts on the retrieval tasks 
of ‘vehicle’, and two related datasets are used in our experiments. For fair comparison 
with existing methods, we follow the standard protocol of train/test split. All the re-
sults are obtained by single-query. 

4.1 Datasets 

VehicleID[15]: VehicleID dataset is a large-scale vehicle dataset that contains 
221,763 images of 26,267 vehicles, where the training set contains 110,178 images of 
13,134 vehicles and the testing set contains 111,585 images of 13,133 vehicles. Fol-
lowing the settings in [15], we use 3 test splits of different sizes constructed from the 
testing set: small, medium and large. 

VeRi[18]: VeRi dataset contains over 50,000 images of 776 vehicles captured by 
20 cameras covering an 1.0 km^2 area in 24 hours, which makes the dataset scalable 
enough for vehicle Re-Id and other related research. 

4.2 Experiment Setup 

According to the above analysis, we choose ResNet-50 as our base model for re-
trieval tasks. The model pretrained on ImageNet classification dataset is used to ini-
tialize the weight parameters. All the experiments are implemented on the CAFFE 
platform. We use the mini-batch SGD algorithm to learn the network parameters, 
where the batch size is set to 256, and momentum set to 0.9. We only experiment 
multi-level feature ensemble method with FPN on VehicleID dataset, because that the 
image samples in VehicleID have higher resolution and the detailed information is 
abundant, compared with VeRi dataset. 

4.3 Comparison with State of the art 

We compare our method with state-of-the-art methods on the two datasets.  
For the VehicleID dataset: (1) DRDL[15] method exploits a two-branch deep con-

volutional network to project raw vehicle images into an Euclidean space. The triplet 
loss used for deep metric learning is replaced by a novel loss function: coupled clus-
ters loss (CCL). (2) HDC[19] method ensembles a set of models with different com-
plexities in cascaded manner and mine hard examples adaptively. (3) GS-TRS[20] 
method forms the triplet samples across different categories as well as different 
groups, through partitioning training images within each category into a few groups. 
The comparison of statistic results can be found in Table 1. 
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Table 1. Comparison results for VehicleID dataset (MAP) 

Method Name Small Medium Large 
DRDL+CCL[15] 0.546 0.481 0.455 
HDC + Contrastive[19] 0.655 0.631 0.575 
GS-TRS[20] 0.746 0.734 0.715 
Two-Loss-Res50(2048d) 0.823 0.775 0.737 
Two-Loss-Res50+FPN (256d) 0.843 0.794 0.760 

For the VeRi dataset, we compared with PROVID method proposed in [18], which 
is a novel deep learning-based approach to PROgressive Vehicle re-ID. Table 2 lists 
the detailed results. 

Table 2. Comparison results for VeRi dataset (MAP) 

Method Name Standard Train-Test Split[18] 
PROVID[18] 0.278 

Two-Loss-Res50 (2048d) 0.672 

4.4 Ablation Studies 

Improving retrieval effectiveness by fusing multi-scale features 

In this section, we will analyze the typical example that our ensemble framework 
improves the retrieval result effectively. As shown in Fig. 5, more discriminative 
features are taken into account after FPN fusion, such as the color of the car roof. 

 
Fig. 5. Results comparison before and after FPN fusion. All the correct images (coded as green) 
rank before the incorrect images (coded as red) with FPN fusion. 
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Improving retrieval efficiency by feature dimension reduction 

As shown in Table 1, the ensemble image representation using Two-Loss-
Res50+FPN is 256d, which is only 1/8 of the original image representation using 
Two-Loss-Res50. This property will accelerate the retrieval procedure substantially, 
especially for large-scale image database. 

5 Conclusion 

In this paper, we propose a deep ensemble framework that simultaneously consid-
ers the effectiveness and efficiency, focusing on the instance-level retrieval task cen-
tered around ‘vehicle’. A set of problems are investigated comprehensively, including 
the selection of base CNN models, loss functions and multi-level features for training 
a discriminative ensemble model. The final experimental results indicate that the pro-
posed DEEE framework is very effective and achieve the state-of-the-art results with 
a considerably short image representation. Our study also suggests that an efficient 
fusion method is capable of generating strong representation for instance retrieval 
tasks, providing a practical solution for balancing the speed and accuracy issues in the 
future research. 
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