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On Implicit Finite-Time and Fixed-Time ISS Lyapunov Functions∗

F. Lopez-Ramirez1, D. Efimov1,2, A. Polyakov1,2 and W. Perruquetti1,2,3

Abstract— This article presents a theoretical framework to
study finite-time and fixed-time input-to-state stability of non-
linear systems using the implicit Lyapunov function formula-
tion. This approach allows to determine stability, robustness
and convergence type of a given system without relying in an
explicit Lyapunov function.

I. INTRODUCTION

In control systems theory, convergence time and robust-
ness against noise and perturbations are arguably the most
important features to take into consideration to study control
systems behavior and to design control and estimation laws.
Qualitatively speaking, convergence rates may be divided in
asymptotic and non-asymptotic. The former involving the
types of convergence where zero is reached in an infinite
amount of time (i.e. x(t) → 0 as t → ∞). Non-asymptotic
convergence on the contrary, reaches exactly zero in a finite
time [1], and the so-called fixed-time convergence does it
with a uniform upper bound on the settling-time estimate [2],
[3], [4], meaning that there exists a maximum convergence
time to zero, irrespective of the system’s initial condition.

Regarding robustness analysis of non-linear systems, one
of the most popular frameworks is the input-to-state stability
(ISS) theory, which allows to characterize the conditions
that assure that, for any bounded and measurable input, the
system’s states will remain bounded [5], [6].

Both properties, convergence time and ISS robustness,
have been entirely developed using Lyapunov analysis,
meaning that there exist tools such as finite-time, fixed-time
and ISS Lyapunov functions that assert finite-time, fixed-time
and ISS stability for a given system. In [7] the authors present
a unified framework for finite-time ISS stability (FTISS) and
stabilization to assert both finite-time stability in the absence
of disturbances and ISS robustness when inputs (or inputs
considered as disturbances) are present.

The implicit Lyapunov function theory provides an im-
plicit yet analytical expression of a Lyapuonv function V
that might be expressed, for example, as the solution of an
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algebraic equation Q(V, x) = 0, where Q(V, x) is called an
implicit Lyapunov function (ILF). This approach not only
broadens the spectrum of possible Lyapunov functions but
in many cases allows to simplify the calculations involved
since neither an explicit expression of the Lyapunov function
nor its time derivative are needed [8], [9], [10]. In [9], [10],
finite-time and fixed-time controllers and observers for linear
systems are derived using the implicit approach. In [11],
the implicit framework is used to obtain implicit control
Lyapunov functions (ICLF).

The aim of this article is to derive sufficient conditions for
an implicit Lyapunov function to be ISS, FTISS and fixed-
time ISS (FXISS), joining the properties of finite-time and
fixed-time ISS Lyapunov functions with those of the implicit
Lyapunov function approach.

The remainder of the article is organized as follows: at the
end of this section the notation used throughout the article
is presented. Section II contains the required definitions and
preliminary theory; before presenting the implicit framework,
we complete in Section III-A the results given in [7] for the
explicit case. In Section III-B the definitions and theorems
that constitute the explicit framework are presented and
Section IV includes some academic examples. The article
finishes in Section V with some conclusions and final re-
marks.

A. Notation

• R denotes the set of real numbers, R+ = {x ∈ R : x > 0}
and R≥0 = {x ∈ R : x ≥ 0}.

• The notation DV (x)f(x) stands for the directional deriva-
tive of a continuously differentiable function V with respect
to the vector field f evaluated at point x.

• For a continuous function ρ(x, y, ...), ∂xρ(x, y, ...) repre-
sents the partial derivative of ρ with respect to x.

• For a (Lebesgue) measurable function d : R+ → Rm, we
use ||d||[t0,t1) = ess supt∈[t0,t1)‖d(t)‖ to define the norm of
d(t) in the interval [t0, t1), then ||d||∞ = ||d||[0,+∞) and
the set of essentially bounded and measurable functions
d(t) with the property ||d||∞ < +∞ is further denoted as
L∞ ; LD = {d ∈ L∞ : ||d||∞ ≤ D} for any D > 0.

II. PRELIMINARIES

Consider the following nonlinear system

ẋ(t) = f(x(t), d(t)), t ≥ 0, (1)

where x(t) ∈ Rn is the state, d(t) ∈ Rm is the input,
d ∈ L∞; f : Rn+m → Rn is continuous and ensures
forward existence of the system solutions, at least locally, and



f(0, 0) = 0. For an initial condition x0 ∈ Rn and an input
d ∈ L∞, define the corresponding solution by X(t, x0, d) for
any t ≥ 0 for which the solution exists. Since (1) might not
have unique solutions and in this work we are interested in
the strong stability notions only (satisfying for all solutions),
then with a slight inexactness in the notation we will assume
that if a property is satisfied for all initial conditions in a set,
then it implies that it also holds for all solutions issued from
those initial conditions.

A. Stability Rates

Following [12], [13], [4], let Γ ⊆ Rn be an open connected
set containing the origin.

Definition 1. The origin of the system (1), for d ∈ LD and
D > 0, is said to be

uniformly Lyapunov stable if for any x0 ∈ Γ and d ∈ LD
the solution X(t, x0, d) is defined for all t ≥ 0, and for any
ε > 0 there is δ > 0 such that for any x0 ∈ Γ, if ‖x0‖ ≤ δ
then ‖X(t, x0, d)‖ ≤ ε for all t ≥ 0;

uniformly asymptotically stable if it is uniformly Lya-
punov stable and for any κ > 0 and ε > 0 there exists
T (κ, ε) ≥ 0 such that for any x0 ∈ Γ and d ∈ LD, if
‖x0‖ ≤ κ then ‖X(t, x0, d)‖ ≤ ε for all t ≥ T (κ, ε);

uniformly finite-time stable if it is uniformly Lyapunov
stable and uniformly finite-time converging from Γ, i.e. for
any x0 ∈ Γ and all d ∈ LD there exists some constant T ∈
R≥0 such that X(t, x0, d) = 0 for all t ≥ T . The function
T (x0) = inf{T ≥ 0 : X(t, x0, d) = 0 ∀t ≥ T, ∀d ∈ LD} is
called the uniform settling-time function of the system (1);

fixed-time stable if it is uniformly finite-time stable and
supx0∈Γ T0(x0) < +∞.

The set Γ is called the domain of attraction and through-
out the paper will be considered to be Γ = Rn.

B. Comparison Functions

A continuous function ϑ : R≥0 → R≥0 is said to be a
class-K function if it is strictly increasing with ϑ(0) = 0; ϑ
is a class-K∞ function if it is a class-K function and ϑ(s)→
∞ as s → ∞. A function β : R≥0 × R≥0 → R≥0 belongs
to the class-KL if β(·, t) ∈ K∞ for each fixed t ∈ R≥0 and
limt→+∞ β(s, t) = 0 for each fixed s ∈ R≥0.

C. Generalized Comparison Functions

Following [7], we define the following generalization of
comparison functions.

Definition 2 ([7]). A function ϕ : R≥0 → R≥0 is said to
be a generalized class-K function (GK function) if it is
continuous and satisfies{

ϕ(s1) > ϕ(s2), if ϕ(s1) > 0, s1 > s2

ϕ(s1) = ϕ(s2), if ϕ(s1) = 0, s1 > s2.
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Fig. 1: Example of a class-K and a class-GK functions. Remark
that a class-K function is only zero at zero while a class-GK
function can be zero in a vicinity of zero.

Note that a class-K function is a generalized class-K
function while the converse is not true (see Figure 1). A
function β : R≥0 × R≥0 → R≥0 is a generalized class-
KL function (GKL function) if for each fixed t ≥ 0 the
function β(·, t) is a class-GK function, and for each fixed
s ≥ 0 the function β(s, ·) is continuous, strictly decreasing
and there exists some t̃(s) ∈ [0,+∞) such that β(s, t)→ 0
as t→ t̃(s).

D. Input-to-state stability

Definition 3 ([6]). The system (1) is called input-to-state
stable (ISS) if for any input d ∈ L∞ and any x0 ∈ Rn there
exist some functions β ∈ KL and ϑ ∈ K such that

‖X(t, x0, d)‖ ≤ β(‖x0‖, t) + ϑ(||d||[0,t)) ∀t ≥ 0.

The function ϑ is called the nonlinear gain.

E. Finite-Time and Fixed-Time Input-to-State Stability

Definition 4 ([7]). System (1) is said to be finite-time ISS
if for all x0 ∈ Rn and d ∈ L∞, each solution X(t, x0, d) is
defined for t ≥ 0 and satisfies

‖X(t, x0, d)‖ ≤ β(‖x0‖, t) + ϑ(‖d‖∞),

where ϑ is a class-K function and β is a class-GKL function
with β(r, t) = 0 when t ≥ T̃ (r) with T̃ (r) continuous with
respect to r and T̃ (0) = 0.

As noted in [7, Remark 3], when d = 0 the system
(1) becomes finite-time stable with settling-time function
T (x0) ≤ T̃ (x). Therefore, the existence of T (x0) implies
that of T̃ (r) in Definition 4 and viceversa.

Definition 5. System (1) is said to be fixed-time ISS if it is
finite-time ISS and supr∈R≥0

T̃ (r) < +∞.

F. ISS Lyapunov functions

Definition 6 ([5]). A smooth function V : Rn → R≥0 is
called ISS Lyapunov function for system (1) if for all x ∈
Rn and all d ∈ Rm there exist α1, α2 ∈ K∞ and χ, γ ∈ K
such that

α1(‖x‖) ≤ V (x) ≤ α2(‖x‖), (2)
‖x‖ ≥ χ(‖d‖)⇒ DV (x)f(x, d) ≤ −γ(‖x‖). (3)

Remark that, without loss of generality, one can assume
that γ ∈ K∞ [14, Remark 4.1].



As the next lemma states, there is an alternative definition
of an ISS Lyapunov function that provides a dissipativity like
characterization.

Lemma 1 ([5]). A smooth function V : Rn → R≥0 is
an ISS Lyapunov function for (1) if and only if there exist
α1, α2, δ, γ ∈ K∞ such that (2) holds and

DV (x)f(x, d) ≤ δ(‖d‖)− ζ(‖x‖). (4)

The following theorem is the main result in ISS theory, it
relates the existence of an ISS Lyapunov function with the
ISS property of a given system.

Theorem 1 ([5]). The system (1) is ISS if and only if it
admits an ISS Lyapunov function.

G. Implicit Lyapunov Functions

The implicit Lyapunov function formulation combines the
implicit function theorem with Lyapunov’s direct method in
order to determine the conditions that a function Q(V, x) has
to satisfy in order to implicitly define, through the solution
of the equation Q(V, x) = 0, a Lyapunov function V .

Theorem 2 ([9]). If there exists a continuous function

Q : R+ × Rn → R,
(V, x)→ Q(V, x)

satisfying the conditions
C1 Q is continuously differentiable on R+ × Rn\{0};
C2 for any x∈Rn\{0} there exists V ∈ R+ : Q(V, x)=0;

C3 for Ω =
{

(V, x) ∈ Rn+1 : Q(V, x) = 0
}

we have
lim
x→0

(V,x)∈Ω

V = 0, lim
V→0+

(V,x)∈Ω

‖x‖ = 0, lim
‖x‖→∞
(V,x)∈Ω

V = +∞;

C4 −∞ < ∂VQ(V, x) < 0 for V ∈ R+ and x ∈ Rn\{0};
C5 ∂xQ(V, x)f(x, 0) < 0 for all (V, x) ∈ Ω,
then the origin of (1) with d = 0 is globally uniformly
asymptotically stable and the function Q(V, x) = 0 implicitly
defines a Lyapunov function V (x) for (1).

Conditions C1 and C4 are required to satisfy the im-
plicit function theorem. Conditions C2 and C3 ensure that
Q(V, x) = 0 defines implicitly a unique, continuously dif-
ferentiable, radially unbounded and positive definite function
V . The last condition implies that V satisfies the differential
inequality of Lyapunov’s direct method.

III. FINITE-TIME AND FIXED-TIME ISS LYAPUNOV
FUNCTIONS

A. Explicit Approach

In [7], some sufficient conditions for finite-time ISS with
continuous settling-time function are presented. However
converse results are not obtained. The following results show
that if some assumptions on the Lipschitz continuity of the
system and of the settling-time function are added, then a
converse result exists.

Assumption 1. Let on any compact set K ⊂ (Rn\{0})×Rm
the function f : Rn+m → Rn be locally Lipschitz continuous

and, in addition, there exists some continuous L : R≥0 →
R≥0 such that

‖f(x, d)− f(x, 0)‖ ≤ L(‖x‖)‖d‖

for all x ∈ Rn and d ∈ Rm.

Definition 7. Consider a positive definite and radially un-
bounded C1 function V : Rn → R≥0. V is called a finite-
time ISS Lyapunov function for system (1) if there exist
some χ ∈ K, c1 > 0 and a ∈ (0, 1) such that for all x ∈ Rn
and all d ∈ Rm

i) ‖x‖≥χ(‖d‖)⇒ DV (x)f(x, d)≤−c1V (x)a.
V is called a fixed-time ISS Lyapunov function for system
(1) if there exist some χ ∈ K, c1, c2 > 0, a ∈ (0, 1) and
b > 1 such that for all x ∈ Rn and all d ∈ Rm

ii) ‖x‖≥χ(‖d‖)⇒ DV (x)f(x, d)≤−c1V (x)a − c2V (x)b.

Theorem 3. The system (1) is FTISS (respectively, FXISS) if
it admits a finite-time (respectively, fixed-time) ISS Lyapunov
function. Conversely, if (1) is FTISS with a Lipschitz con-
tinuous settling-time function and Assumption 1 is satisfied,
then there exists a finite-time ISS Lyapunov function for it.

This last theorem along with Theorem 2 will be the
stepping stones for the implicit ISS formulation.

B. Explicit Approach

Definition 8. A continuous function Q : R+ × Rn → R is
called an implicit ISS Lyapunov function for system (1) if
it satisfies all conditions of Theorem 2 for d = 0 and

C5iss ‖x‖ ≥ χ(‖d‖)⇒ ∂xQ(V, x)

∂VQ(V, x)
f(x, d)≥γ(‖x‖)

for all (V, x) ∈ Ω and all d ∈ Rm, with χ, γ ∈ K.

Theorem 4. System (1) is ISS if and only if there exists an
implicit ISS Lyapunov function Q(V, x) for it.

Using the arguments of Lemma 1, it is possible to show
that the following corollary is an equivalent definition of an
implicit finite-time ISS Lyapunov function

Corollary 1. Suppose that there exists a continuous function
Q : R+ × Rn → R that satisfies conditions C1-C4 of
Theorem 2 for d = 0 and

C5iss* ∂xQ(V, x)

∂VQ(V, x)
f(x, d) ≥ ζ(‖x‖)− δ(‖d‖)

for all (V, x) ∈ Ω and all d ∈ Rm, where δ, ζ ∈ K∞. Then
(1) is ISS and Q(V, x) is an implicit ISS Lyapunov function
for (1).

C. Implicit Finite-Time and Fixed-Time ISS Lyapunov Func-
tions

Definition 9. Consider a continuous function Q : R×Rn →
R that satisfies all conditions of Theorem 2 for d = 0. Q is
called an implicit finite-time ISS Lyapunov function for (1)
if there exist some χ ∈ K, c1 > 0 and a ∈ (0, 1) such that
for all (V, x) ∈ Ω and all d ∈ Rm

C5ft ‖x‖≥χ(‖d‖)⇒ ∂xQ(V, x)

∂VQ(V, x)
f(x, d)≥cV a.



Q is called an implcit fixed-time ISS Lyapunov Function
for (1) if there exist some χ ∈ K, c1, c2 > 0, a ∈ (0, 1) and
b > 1 such that for all (V, x) ∈ Ω and all d ∈ Rm

C5fx ‖x‖≥χ(‖d‖)⇒ ∂xQ(V, x)

∂VQ(V, x)
f(x, d)≥c1V a + c2V

b.

Theorem 5. System (1) is FTISS (respectively FXISS) if
there exists an implicit finite-time (respectively fixed-time)
ISS Lyapunov function for it. Conversely, if (1) is FTISS with
a Lipschitz continuous settling-time function and Assumption
1 is satisfied, then there exists an implicit finite-time ISS
Lyapunov function for it.

With a mild modification of the poof of Theorem 5, we
obtain the next corollary, which presents dissipativity-like
conditions.

Corollary 2. Consider a continuous function Q : R+ ×
Rn → R that satisfies conditions C1-C4 for d = 0. If there
exist some δ ∈ K∞, c1 > 0 and a ∈ (0, 1) such that

C5ft* ∂xQ(V, x)

∂VQ(V, x)
f(x, d) ≥ c1V a − δ(‖d‖)

for all (V, x) ∈ Ω and all d ∈ Rm, then (1) is FTISS and
Q(V, x) is an implicit finite-time ISS Lyapunov function for
(1). If there exist some δ ∈ K∞, c1, c2 > 0, a ∈ (0, 1) and
b > 1 such that
C5fx* ∂xQ(V, x)

∂VQ(V, x)
f(x, d) ≥ c1V a + c2V

b − δ(‖d‖)

for all (V, x) ∈ Ω and all d ∈ Rm, then (1) is FXISS and
Q(V, x) is an implicit fixed-time ISS Lyapunov function for
(1).

IV. EXAMPLES

Example 1. Consider the system

ẋ = −x3 + x2d1 − xd2 + d1d2 (5)

and the following implicit ISS Lyapunov function candidate:

Q(V, x) =
x2

2V
− 1. (6)

We have that ∂Q(V,x)
∂V = − x2

2V 2 , and that ∂Q(V,x)
∂x = x

V , hence

− ∂xQ(V, x)

∂VQ(V, x)
f(x, d) = − V x

2x2
(−x3 + x2d1 − xd2 + d1d2),

if 3|d1| ≤ |x| and 3|d2| ≤ x2 and since Q = 0 ⇒ 1 = x2

2V
we have

∂xQ(V,x)
∂V Q(V,x)f(x, d) ≥ 2

9x
4.

Then, according to Theorem 4 the function Q(V, x) defined
by (6) is an implicit ISS Lyapunov function for (5) with
γ(|x|) = 2

9x
4 and χ(|d|) = ν−1, ν(r) = min{ r3 ,

r2

3 } and
we conclude that the origin of (5) is ISS. Note that although
in this example it is possible to obtain an explicit expression
for V , using the implicit framework this is not necessary.

Example 2. Consider the double integrator

ẋ = A0x+ bu(x) + d, (7)

A0 =

(
0 1
0 0

)
, b =

(
0
1

)
, d ∈ R2,

with the following control law

u(x) = −k1dx1c
ν

2−ν − k2dx2cν , (8)

where d·cρ = | · |ρ sign(·) and ν ∈ (0, 1).
In [15], instead of using an explicit Lyapunov function,

finite-time stability of this system, for x ∈ Rn and d = 0, is
proven by first considering the asymptotic stability of (7)-(8)
when ν = 1. In this case, the closed loop system becomes
linear and it is possible to propose a quadratic Lyapunov
function

V (x) = xTPx, (9)

∂xV (x)f(x, 0) < 0 for all x ∈ R2\{0} and for properly
selected k = (k1, k2). Next the authors show that {x :
V (x) ≤ 1} is strictly positively invariant under (7)-(8), for ν
sufficiently close to 1, and using homogeneity arguments (see
[15, Theorem 6.1]), global finite-time stability and ISS are
obtained. In this example we will show that it is possible to
construct an implicit FT ISS Lyapunov function for (7)-(8),
provided that ν is sufficiently close to 1.

Let us propose the following implicit Lyapunov function
candidate:

Q(V, x) = xTDr(V
−1)PDr(V

−1)x− 1, (10)

where P > 0 and Dr(V
−1) =

(
V −r1 0

0 V −r2

)
, r1 =

2−ν
2 , r2 = 1

2 . The function Q(V, x) is differentiable for any
(V, x) ∈ R+ × Rn\{0} and since P > 0 then

λmin(P )‖x‖2

V
≤ Q(V, x) + 1 ≤ λmax(P )‖x‖2

V 2−ν , (11)

and there exist some V −, V + ∈ R+ such that Q(V −, x) <
0 < Q(V +, x) and some V ∈ R+ such that Q(V, x) = 0.
Hence conditions C1-C3 are fulfilled. Remark that for ν = 1,
the identity Q(V, x) = 0 defines the quadratic Lyapunov
function (9).

The derivative of Q w.r.t. V is given by

∂VQ = −V −1xTDr(V
−1)(HrP + PHr)Dr(V

−1)x,

where Hr =
(
r1 0
0 r2

)
. Since Hr = 1

2I2 + 1−ν
2 ( 1 0

0 0 ) where
I2 is the identity matrix, Hr → 1

2I2 as ν → 1 and

0 < PHr +HrP,

so that ∂VQ(V, x) < 0 for all (V, x) ∈ R+ × Rn\{0}
and condition C4 is satisfied. Assuming additionally that
PHr + HrP ≤ P and taking into account (from (10)) that
Q(V, x) = 0⇒ xTDr(

1
V )PDr(

1
V )x = 1 we obtain

− V −1 ≤ ∂VQ(V, x) < 0. (12)

Similarly, the derivative of Q along the trajectories of (7)-(8),
denoted as ∂xQf , is given by

∂xQf = 2xTDr(
1
V )PDr(

1
V )(A0x+ bu(x) + d).

Let us assume that the following condition holds for some
µ > 0:

A0S + SAT0 + bq + bT qT + S + µI2 ≤ 0, (13)
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Fig. 2: Simulation of system (7) for ν = 0.8 and initial
conditions x(0) = (0.6,−0.6).

where S = P−1 and q = kS−1. By adding and subtracting
the term 2V ν/2xTDr(

1
V )PDr(

1
V )bkDr(

1
V )x, and taking

into account that Dr(
1
V )A0D

−1
r ( 1

V ) = V (ν−1)/2A0 and that
Dr(

1
V )b = V −

1
2 b, we obtain

∂xQf=
( y
z

)T
Θ
( y
z

)
+ V

ν−1
2 (2yTPbkỹν − yTPy)

+ 1
µV

1−ν
2 zT z,

where y = Dr(
1
V )x, z = Dr(

1
V )d, ỹν = y −

(dy1c
ν

2−ν , dy2cν)T and

Θ =

(
V
ν−1
2 (P (A0 − bk) + (A0 − bk)TP + P ) P

P − 1
µ
V

1−ν
2 I2

)
.

Since the Schur complement of
(
P−1 0

0 η

)
Θ
(
P−1 0

0 η

)
for

any η ∈ R is equivalent to the left hand side of (13) and
Q(V, x) = 0⇒ yTPy = 1, we have that

∂xQf ≤ −V
ν−1
2 (2yTPbkỹν − 1) + 1

µV
1−ν
2 dTD2

r(
1
V )d.

Since ỹν → 0 and D2
r(

1
V ) → V −1I2 as ν → 1,

there exists some ν, sufficiently close to one, such that
maxy:yTPy=1 y

TPbkỹν < c1 ≤ 1. Then

∂xQ < −c2V
ν−1
2 + 1

µV
−1+ 1−ν

2 dT d,

where c2 = 1− c1 > 0, c1 >
1
µ . From (12) we obtain

∂xQ

∂VQ
f(x, d) ≥ c1V 1+ ν−1

2 − 1
µV
−1+ 1−ν

2 dT d,

and from (11) we finally derive

‖x‖ ≥ χ(‖d‖)⇒ ∂xQ

∂VQ
f(x, d) ≥ (c1 − 1

µ )V 1+ ν−1
2

where χ(r) = 1
λmin(P )r

1
ν+1 and we recover the condition

C5ft. Thus, we conclude that Q(V, x) is a finite-time implicit
Lyapunov function and form Theorem 2, the origin of (7)-(8)
is finite-time ISS stable for any ν sufficiently close to 1.

V. CONCLUSIONS

A theoretical framework, with necessary and sufficient
conditions, for implicit ISS and implicit FT ISS Lyapunov
functions has been developed. For the implicit FX ISS case
sufficient conditions were provided.

All the theorems and definitions here presented allow to
assert, with a single implicitly defined function, the conver-
gence type and the robustness, in an input-to-state sense, of
a given nonlinear system. Also, with the results presented, it
is possible to obtain the convergence time to zero whenever
the disturbances are absent. In order to achieve these results,
necessary and sufficient conditions for finite-time ISS explicit
Lyapunov functions were developed for the first time.

The implicit framework, being developed from Lyapunov’s
direct method, also lacks a universal methodology to obtain
implicit Lyapunov functions, however, as seen in Example
2, it can be used in systems where no explicit LF is known,
thus broadening the Lyapunov analysis tools.

To derive nonlinear gains form a given implicit Lyapunov
function is proposed as a future research topic.
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