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Abstract

We study the routing problem of scalable video coding video streaming over
wireless mesh networks. In contrast to most of the conventional routing al-
gorithms, our proposal focuses on optimizing users’ satisfaction. The mean
opinion score —an indicator of quality of experience (QoE) in video streaming—
is utilized to assess the quality of routes in wireless mesh networks. The ob-
jective is to optimize the overall user experience in the network. Conventional
routing approaches do not consider QoE and are not optimal with respect to
user experience. Moreover, some centralised approaches are not scalable and
require significant computational resources. The latter disadvantage can be
overcome using distributed approaches. This paper presents a QoE-based co-
operative distributed routing approach. Among distributed cooperative opti-
mization schemes, AD? is highlighted as one of the most efficient because of
its fast convergence. The contributions of this paper are as follows: we encode
the original problem into a factor graph and optimize the number of exchanged
messages; we propose a partially distributed routing scheme based on OLSR
and AD?; and we propose a distributed decoding algorithm in order to find a
feasible solution. Our thorough simulation results confirm the advantages of the
proposed scheme.

*Corresponding author at: IRISA, University of Rennes 1, Campus de Beaulieu, 35042
Rennes, France.
Email address: quang.pham-tran-anh@irisa.fr (Pham Tran Anh Quang)

Preprint submitted to Elsevier September 28, 2018



1. Introduction

The recent rapid growth of wireless networks has led to the development of
various wireless applications that are widely used in our modern lives, in various
domains such as military, commerce, entertainment, etc. Moreover, the number
of wireless Internet users has been drastically increasing [1]. Furthermore, wire-
less local area network (WLAN) communication interfaces can be found on most
devices nowadays. Consequently, wireless devices can connect to one another
and form wireless mesh networks (WMNs). Recent works in the literature have
proposed interesting applications which confirm the benefits of adopting WMNs
[2, 3, 4, 5]. The abundance of wireless links can be exploited in several scenarios.
For example, wireless mesh networking can be utilized to maintain connections
in disaster recovery scenarios, when conventional infrastructure networks are
unavailable.

Video streaming is one of the most popular services on the Internet and its
traffic accounts for 70% to 82% of all Internet traffic [6]. Scalable video coding
(SVC) is an extension of the H.264/MPEG-4 AVC video compression standard.
It enhances flexibility of video streaming over inherently unstable wireless net-
works [7]. The major advantage of SVC is its capability of decoding a stream
with partially received data [8]. The more layers a client can receive, the better
the video quality. The video quality measurement can be obtained either us-
ing objective or subjective approaches. The subjective approaches are based on
evaluations done by real humans. Thus, they are more correlated to users’ expe-
rience than objective approaches, which are based on network-oriented metrics.
Regarding subjective quality-assessment methods, the International Telecom-
munication Union (ITU) recommends the Mean Opinion Score (MOS) metric
[9]. MOS can be divided into five levels corresponding to the users’ percep-
tion: 5 (Excellent), 4 (Good), 3 (Fair), 2 (Poor), 1 (Bad). MOS is a good
measure of quality, but it requires a lot of resources and cannot be obtained au-
tomatically. A hybrid Quality of Experience (QoE) evaluation method, named
Pseudo-Subjective Quality Assessment (PSQA), was proposed in [10] to esti-
mate users’ experience in real-time. The most recent version of PSQA for SVC
was introduced in [11].

In WMNS, traffic flows may have to traverse through multiple relaying nodes
until reaching the destination. That can deteriorate the performance as well as
the quality of some applications, especially video streaming ones. Determining
the end-to-end path that can enhance user experience is the most important task
in WMNs. Because of the aforementioned advantages of SVC and QoE metrics
and the importance of routing in WMNs, we study QoE-based routing problem
for SVC video streaming over WMNs in this paper. A use-case of this scenario is
video streaming in rural areas where the cellular networks may not be available
or may have insufficient coverage. Thanks to the wide-spread of wired networks,
the dwellings may be equipped with gateways (GWs) connecting to the Internet
through high speed connections. Consequently, WMNs with multiple GWs are
considered in this study.

The existing routing schemes can be categorized into two groups: central-



ized [12, 13, 14, 15, 16] and distributed [17, 18, 19]. The centralized routing
algorithms contain a centralized entity. The centralized controller is able to
characterize the whole network and determine the global optimal or sufficiently
sub-optimal routing solutions. In contrast, the distributed routing algorithms
allow nodes to find out the local optimal solutions based on their knowledge.
Centralized schemes can provide high quality routing solutions, however, they
also have some disadvantages, such as high requirements in terms of computa-
tional resources, high calculation time, etc. Conventional distributed schemes
can deal with large-scale network, but its routing configuration is far from the
optimal solution.

Alternating Directions Dual Decomposition (AD3) [20], an algorithm pro-
posed in the realm of the machine learning literature, has been empirically shown
to outperform state-of-the-art message-passing algorithms on a wide variety of
large-scale problems. Furthermore, existing machine learning approaches that
have been particularly designed for routing come with high cost in terms of time
[21], e.g. thousands of seconds, which is far above our requirements. Nonethe-
less, the applicability of AD? to distributedly solve an optimization problem
poses non-trivial challenges: (1) an encoding of the optimization problem as
a so-called factor graph, a graph-based structure, that guarantees the efficient
computation of messages by AD3; (2) the operation of AD? in a distributed
manner; and (3) the decoding of the solution (using LP relaxation of the opti-
misation problem) obtained by AD? into a feasible solution.

Here we address the above challenges through the following contributions:

e We cast the routing problem in WMNSs as an optimization problem

e We provide an encoding of the optimization problem as a factor graph.
The encoding employs AD? computationally-efficient factors in order to
guarantee efficient computation.

e We formulate and solve a factor and variable assignment problem in order
to optimize the number of messages exchanged by GWs.

e We propose a scheme that is based on combining the well-known OLSR, to
gather information about the network, with AD?, to solve the optimization
problem in a distributed manner.

e We design a distributed decoding algorithm to convert the solution output
by AD? into a feasible solution.

The rest of this paper is organized as follows. Section 2 provides related
works. Section 3 outlines the whole proposed scheme. Section 4 provides math-
ematical descriptions of multi-channel WMNs under time constraints. In Sec-
tion 5, we demonstrate how to convert the optimization problem into a factor
graph and solve it with AD3. A joint variable and factor assignment problem is
also studied in this section. Subsequently, the output is decoded by the GLAM
algorithm, which is presented in Section 6. Simulation results are presented and
discussed in Section 7. Finally, Section 8 concludes the paper.



2. Related Work

In WMNs, routing is one of the important elements that impacts the overall
performance. Therefore, several routing algorithms have been proposed and are
discussed in this section.

2.1. Centralized vs. Distributed Routing Algorithms

We categorize existing routing algorithms into two major types: centralized
and distributed. With distributed algorithms, each entity takes decisions inde-
pendently, based on the local information available. Ad-hoc On-Demand Distant
Vector (AODV) [22] and Optimized Link State Routing Protocol (OLSR) [23]
are the most well-known protocols in this type. Both of them determine the
path to a destination based on the number of hops. The main difference is that
OLSR maintains a routing table at every node while AODV creates and main-
tains the routes when they are needed. OLSR is more efficient in high density
networks [24]. A multipath extension of OLSR was presented in [25]. Multiple
end-to-end paths are determined explicitly at the source by Multipath Dijkstra
Algorithm. Though the routes in MPOLSR are not computed distributedly, the
distributed selection of Multipoint relays (MPRs) puts MPOLSR into decen-
tralized group. Another variant of OLSR, named cross-layer QoS-aware routing
protocol on OLSR (CLQ-OLSR), has been introduced in [26]. Two sets of
routing mechanisms were implemented, physical modified OLSR protocol (M-
OLSR) and logical routing, by constructing multi-layer virtual logical mapping
over physical topology. Physical M-OLSR protocol is responsible for routing
table construction and bandwidth estimation on best-effort interface, while log-
ical routing on real-time interfaces computes the optimized logical path using
topology and bandwidth information. Every node in CLQ-OLSR estimates the
available bandwidth on each associated channel. Each node disseminates the in-
formation of topology and available bandwidth to other nodes through HELLO
and TC messages. The optimized logical path could be computed using the
topology and bandwidth information. CLQ-OLSR outperforms OLSR, [23]| and
multichannel-OLSR [27] in terms of average packet delivery rate, delay, and
jitter. Above routing algorithms consider some QoS parameters, however, they
did not take video specific parameters into account. Consequently, the rout-
ing configurations of these algorithms do not provide optimal performance for
video streaming services. Whereas, such video specific parameters are consid-
ered in our work. Furthermore, some routing protocols are unable to provide
the optimal solutions as shown in Section 7.

In [28], the algorithm assigns different paths and different transport layer
protocols to different types of frames. The I-frames and inter-frames are con-
veyed by TCP and UDP respectively. The paths for I-frames are determined by
adopting TCP-ETX routing metric while inter-frames are transported through
the shortest path. Although this scheme is able to enhance the reliability, it
does not consider user experience. A novel routing algorithm, called Quality of
Experience (QoE) Q-learning based Adaptive Routing (QQAR), was presented
in [29]. QQAR takes experience of users into account. QoE measurement is



integrated into routing paradigm in order to enable adaptive and evolutionary
capabilities of the system. QQAR utilizes PSQA tool for QoE evaluation and
Q-Learning algorithm for determining the paths. The simulations confirmed
that QQRA outperforms other traditional approaches in terms of MOS. The
algorithm was not designed for wireless networks and SVC videos. However,
this routing algorithm was designed for wired networks.

With centralized routing algorithms, a central entity is responsible for deter-
mining all routes in the networks. A joint conflict-free routing and scheduling
for real-time traffic in WMNs was studied in [13]. The authors proposed a fast
and accurate algorithm called Delay-Aware Routing and Scheduling (DARS).
However, it does not consider multi-path routing which can split a stream into
different paths to enhance the streaming performance. In [12], an optimization
architecture for joint multi-path and scheduling problem is proposed for WMNss.
An optimal route is selected by considering link interference. Nevertheless, all
of these aforementioned studies do not take user’s perception into account, even
though perceptual quality is very important for video streaming.

In [14], the authors adopted constrained shortest path first to determine
the end-to-end paths that satisfy given requirements of throughput, loss rate,
and jitters for video streaming over Software-defined networks. It is worth
noting that the algorithm takes quality of experience (QoE) into account. The
values of QoE metric are monitored and a new path is determined when there is
degradation of QoE. The scheme, nevertheless, was designed for wired networks.
In previous work [15, 16|, we proposed the centralized algorithm of QoE-based
routing in WMNs. However, the major disadvantages of centralized algorithms
are high computational complexity and overhead. Therefore, in this paper, we
study a distributed cooperative algorithm to overcome these shortcomings.

In WMNSs, the availability of multiple GWs is possible. An intelligent gate-
way selection can improve the capacity of networks [30, 31]. A Gateway-aware
Routing Metric (GARM), which can effectively select the best gateway for each
node, was presented in [30]. A smart gateway selection is able to enhance the
effective capacity of the network. In [31], two novel cross-layer control algo-
rithms called Cross-Layer Control algorithm with Dynamic Gateway Selection
(CLC_DGS) and Cross-Layer Control algorithm with Dynamic Gateway Selec-
tion and Delay Differentiation (CLC_DGS _DD) were proposed. They integrate
an optimal traffic splitting scheme into a data transmission control framework
with rate control, routing and scheduling. The CLC_DGS and CLC_DGS DD
algorithms have shown the ability of distributing traffic of a flow into multi-
ple gateways in order to guarantee maximum network utility which is an in-
creasing concave function of average rate. Besides achieving maximum network
utility, CLC_DGS DD is able to provide a flexible framework for adjusting
delays among different flows, thus achieving low delays for preferential flows.
All aforementioned studies were designed for data traffic in order to optimize
network-oriented metrics. Therefore, there is a need of gateway selection for
video streaming that can optimize user experience; hence the study of this pa-
per.



2.2. Distributed Cooperative Algorithms and AD?

To distribute a problem, a well-known method is Alternating Direction
Method of Multipliers (ADMM) [32]. The major advantage of ADMM is its
adaptability in various large-scale distributed problems. However, the slow con-
vergence of ADMM prevents its application to dynamic wireless networks.

Recently, a new ADMM-based algorithm, the so-called AD? (Alternating
Directions Dual Decomposition) has been proposed in the realm of the ma-
chine learning literature [20]. Besides obtaining faster convergence speed than
ADMM, AD? has further interesting features as compared to other message-
passing algorithms in the machine learning literature: it reaches consensus faster
than other algorithms such as Tree-Reweighted Belief Propagation (TRBP) [33],
or Projected Subgradient Dual Decomposition (PSDD) [34]; it neither has the
convergence problems of Max-Product Linear Programming (MPLP) [35] nor
the instability problems of Norm-Product Belief Propagation [36]; and its any-
time design allows to stop the optimization process whenever a pre-specified
accuracy is reached. Furthermore, as reported in [20], AD3 has been em-
pirically shown to outperform state-of-the-art message-passing algorithms on
large-scale problems. Besides these features, AD? also provides a library of
computationally-efficient factors that allow to handle hard constraints within
an optimization problem (e.g. as shown in [37]). This opens the possibility of
employing AD? to approximate constrained optimization problems in general.
Notice that this goes beyond approximating the Mazimum a Posteriori (MAP),
which is the core problem tackled by the above-mentioned message-passing al-
gorithms. Notice also that message-passing algorithms, such as AD?3, have been
shown to outperform modern Linear Programming (LP) solvers such as CPLEX
(e.g. [38]) in approximating large-scale MAP problems in a wide variety of appli-
cation domains (e.g. computer vision, natural language processing). To the best
of our knowledge, this is the first study on the application of AD? to dynamic
wireless networks.

In practice, AD3 is an iterative three-step algorithm designed to approximate
an objective function encoded as a special graph-based structure, a so-called fac-
tor graph. A factor graph contains two types of nodes: factors (to represent the
objective function and constraints) and variables (representing decision vari-
ables). Each factor is linked to its variables by means of edges. A key aspect
of AD? is that it separates the optimization problem into independent sub-
problems that progress to reach consensus on the values to assign to primal and
dual variables. Thus, during the first step, the optimization problem is split into
separate sub-problems, each one being distributed to a factor. Thereafter, each
factor locally solves its local sub-problem. During the second step, each variable
gathers the sub-problems’ solutions of the factors it is linked to. Finally, during
the third step, the Lagrange multipliers for each sub-problem are updated.

Employing AD? to approximate an optimization problem poses several chal-
lenges. A first challenge is to represent an objective function by means of a
factor graph that solely contains computationally-efficient factors. This must
be done to guarantee the fast computation of the messages exchanged by AD?3.



Furthermore, given that AD? solves an LP relaxation of an optimisation prob-
lem encoded as a factor graph, a further challenge is to design a distributed
decoding algorithm that builds a feasible solution from the solution to the re-
laxed problem obtained by AD?®. Finally, a final, and fundamental challenge
in this paper, is to run AD? in a distributed environment as we require. No-
tice that although AD? is amenable to parallelization [20], it has been mostly
employed in a centralized manner in existing works.

3. The protocol

The outline of our proposed scheme is discussed in this section. First, the
modifications of control packets of a conventional routing protocol in order to
monitor network status are discussed. It is followed by a description of the steps
of our proposed scheme.

8.1. OLSR-based Protocol

In this paper, AD? is executed through collaboration between GWs. Each
GW has to be aware of availability and quality of links (via SINR) in the net-
works to solve the optimization problem using AD3. Introducing new packets
to handle this task will increase the complexity and overhead. Consequently, we
exploit existing control packets of the well-known Optimized Link State Routing
Protocol (OLSR), i.e. Hello and TC. With this aim, in what follows we describe
how to slightly modify the Hello and TC control packets.

The proposed scheme adopts the control plane of OLSR. As mentioned
above, the GWs have to monitor the status of the links in the network and this
could be done by slightly modified control packets of OLSR. In OLSR, every
node broadcasts Hello packets periodically. Hello packets contain information
on state of links and neighbor interface addresses. Due to the exchange of Hello
packets, each node can know about all its one-hop and two-hop neighbors and
determine the multipoint relays (MPRs) from the set of one-hop neighbors. The
MPRs are chosen so as to be able to reach every two-hop neighbor. After that,
the lists of MPRs are broadcasted to one-hop neighbors using Hello packets.
Then, each node creates the set of MPR Selectors and broadcasts it to other
nodes in the networks using Topology control (TC) packets. Each node utilizes
the information in TC packets to calculate the route to different destinations
in the networks. Consequently, the gateways, which are also network nodes,
are able to collect the network topology information through periodical control
messages. Similar to [39, 40], the Hello and TC packets should be modified so
as to be able to convey SINR information. The modification of control packets
is described in Fig. 1.

3.2. Phases

We propose a three-phase scheme as described in Fig. 2.



«—4B——»<+— GB———r+—4B——>» «——4B—»

. Neighbor Interface Neighbor Interface
Header Link info tuple #1 Addr. #1 Addr. #N
Link code | Reserved | Link message size SINR #1

«+«—]B—»<«—]B—»<«—2B— P»a+——)B— >

(a) Modified Hello packet

12— ><+—2B—><«—6XxNB———

Addr. #1 Addr. #N

S
Common message header equence MPR selector tuples
number
MPR Selector ‘ SINR #1 ‘ ‘ MPR Selector SINR #N

«—A4B——»<+2B—>
(b) Modified TC packet

Figure 1: Modified control packets

Phase 1:  Collect status of links through control packets of OLSR.
In this phase, each gateway collects status of different links by receiving
OLSR’s control packets. Each gateway then forms a list of nodes it is able
to reach. Then, the GWs exchange their list of nodes and links among
themselves, in order to create factors.

Phase 2: Run AD?2 between gateways. The GWs cooperate to run AD3.
The number of iterations is predefined. Local solutions of GWs can be
exchanged through the high speed connections. The variable and factor
assignment problem will be discussed in Section 5.3 with an objective to
minimize the number of messages exchanged.

Phase 3: Decoding and Streaming. The output of AD? is decoded by the
Gateway-Layer Mapping Algorithm (GLAM) proposed in the following
section. Then, each GW is aware of the layers of streams it is responsible
for streaming.

Phase 1 runs in background as a part of standard OLSR. Meanwhile, Phase 2
will be triggered every 7 seconds. As we should rerun AD? in case a change in
topology is detected, the value of 7 is chosen equal to the TC interval. The result-
ing routing algorithm is called AD3-GLAM. Since heavy overhead in wireless
networks is not desirable, it is unfeasible that all the nodes in the network coop-
eratively run AD3. Additionally, the authors in [41] confirmed that a partially
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Figure 2: Phases of our proposed scheme

distributed mechanism offers a better solution quality and less overhead than a
fully decentralized mechanism. Therefore, Phase 2 is done through cooperation
between gateways instead of between all nodes in the networks.

8.8. Signal to Interference and Noise Ratio Prediction

In phase 1, the GWs collect the status of links through control packets of
OLSR so as to form the optimization problem. The capacity of a link is inferred
from its Signal to Interference and Noise Ratio (SINR). This section discusses
the projection of the status of a link based on historical data.

In this paper, we adopt the physical interference model to depict the inter-
ference suffered by links in the network. In this model, by definition, commu-
nication between nodes is successful when the SINR (signal to interference and
noise ratio) at the receiver is above a threshold 6. Note that this threshold de-
pends on the desired characteristics of transmissions. Let us denote the received
signal strength of a packet from node ¢ to node j as P;_,;. So, the SINR of link
[ from i to j is defined as follows

P

Py + Y Pisyj’
i

SINR; = (1)



MCS 0 1 2 3 4 5 6
SINR(dB) | 5.0 | 7.8 | 12.3 | 14.0 | 19.0 | 21.7 | 24.0

Table 1: MCS and SINR mapping [42]

where Pps is the background noise and Zk £i Py_,; is the total interference
impacting the link from ¢ to j. In 802.11n, the PER (packet error rate) depends
on the SINR as well as the MCS (modulation and coding scheme) used. In
other words, it means that the data rate is a function of SINR for a given PER.
The capacity of a link can be determined as ¢; = f (SINR;). For example, the
mapping between SINR and MCS in order to obtain PER < 10% can be found
in Table 1.

Time is divided into 7-second cycles. During a cycle, each node measures the
SINR of its local links and sends this information to a gateway where the sub-
optimal solutions are determined using a cooperative distributed mechanism.
Let us denote o;(t) as the average SINR of link [ in cycle ¢. In this paper, we
adopt the window mean exponentially weighted moving average (WMEWMA)
estimator [43] for SINR estimation. The main reason we choose WMEWMA
is its efficiency and simplicity. The predicted SINR of link ! in cycle (¢ + 1),
61 (t+ 1), can be determined as

&l(t+1)=(1—a)al(t)+% S ek, 2)

k=max(1,t—T)

where T is the window length and « € [0,1] is the adjustable weighting coeffi-
cient. The value of « is selected so as to minimize the prediction error. Note
that when T" = 1 this estimation is similar to the EWMA estimator proposed
in [44].

Next, Section 4 formulates the optimization problem that will be solved
during Phase 2. Section 5 details how to encode the optimization problem and
optimize the number of exchanged messages while Section 6 details the decoding
algorithm of Phase 3. We do not detail AD? since it consists in running AD3
without modification, which is out of our contributions. The background of
AD? is already discussed in Section 2.2

4. Problem Formulation

We consider a mesh wireless networks with multiple GWs. The GWs are
fixed nodes with wired high speed connections and act as wireless access points.
Meanwhile, other nodes are assumed to be equipped with 802.11n wireless cards.
These other nodes are considered to be mobile with low to moderate speed (0m /s
to 3m/s). A video model of scalable video coding is assumed in which video is
hierarchically encoded into different layers. The combination of multiple layers
can enhance the quality of received videos gradually as a function of the number
of layers received. A layer of requested video can be streamed to a destination

10
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Figure 3: Wireless mesh networks with multicommodity flow

from a single gateway. However, a multiple-layer video can be downloaded from
multiple GWs.

4.1. The Network and QoE Models

The network model and QoE models are going to be discussed in this section.
We adopt the multicommodity flow model to formulate the routing problem in
WDMNSs [45]. In this model, each flow is identified by its destination. Hence, the
flows with the same destination are considered as a commodity, regardless of
their gateways. Fig. 3 depicts an example of video streaming over WMNs with
multiple gateways. Destinations 1 and 2 request the videos from the two servers.
Layer 1 of stream 1 is downloaded from server 1 and layer 2 from server 2. A
layer of a video traverses through a given end-to-end single path. However, the
complete video arrives to the destination through multiple end-to-end paths.

We model the network using a directed graph G = (N, A). The set of nodes
N consists of N nodes, labeled n = 1, ..., N. They can send, receive, and relay
data from sources to sinks. The set of links A comprises L directed links, labeled
l=1,..,L. Let O(n) and I(n) be the sets of outgoing and incoming links of
node n.

We denote destinations and sources as d = 1,...,D and s = 1, ...,.S, where
D < N and S < N. The set of sources and destinations are denoted by S and D,
respectively. The node index of destination d is ¢4 € A. An integer source-sink
vector s(9 is defined for each destination d. When n # ¢4, the entry sﬁfi is 1if

node n is the originator of layer k of stream d. When n = ¢4, then sfldzﬁ =—1if

layer k is received. Otherwise, s;dzc = 0. For the sake of clarification, definition

of notations can be found in Table 2.

4.1.1. QoFE model
We reuse the QoE model of SVC discussed in [15]. We denote ~,, as the
maximum bit rate of m-layer videos. The maximum number of available layers

11



Notation || Definition
(€)

x) % binary variable indicates layer k of
7 stream d is conveyed by link [
sndi binary variable indicates layer k of
7 stream d originates at node n
Y the required bandwidth of layer m
am MOS of m-layer video
I(n) the set of incoming links at node n
O(n) the set of outgoing links at node n
L(n) the set of local links of node n, L(n) =
I(n) UO(n)
S the set of gateways
D the set of destinations
(d) MOS of stream d
Yij binary variable indicates variable i be-
longs to node j
Za,j binary variable indicates factor a be-
longs to node j
bi.a binary variable indicates the connection
between variable i and factor «
Xl((Q the cost of link [ of layer k of stream d

Table 2: Definition of notations

is M. Once the network is able to admit stream d with bandwidth greater
or equal to v,,, m layers can be transmitted. Since MOS is a non-decreasing
function of the number of layers, v9 < 71 < ... < s corresponds to QoE levels
g < @1 < ... < qp. Note that (79 =0,g0 = 1) means that no layer can be
transmitted. Note that the number of layers and how to select the set of layers
are out of the scope of this paper.

The quality of stream d can be defined as follows.

M
D = g0+ 3D slhA (3)

neS k=1

where Ag = qr+1 — qr > 0.
A layer of a video should be injected into the network from a single gateway.
This can be formulated using the following constraint

ngﬁc < 1,Vk (4)

nes
Moreover, the layer k + 1 is transmitted only if the layer £ was also trans-

mitted, which is
d d
PIEHED DEVIRL (5)
nes nes

12



4.1.2. Network model
We denote binary variable xl(‘i) as the indicator that layer k of stream d is
conveyed by link [. If link [ is utilized to convey layer k of stream d, :z:l(d) 1.

Otherwise, xl(k) = 0. We have

oo = > il =8 (6)

1e0(n) l€l(n)

To avoid negative value of sngL when n = ¢4, the above equation is modified

as follows @ @ @
Z Tl — Z Tik = Spa.k (7)
1€l(¢a) 1e0(¢a)

In I(n) and O(n), there is at most one link conveying a layer of a video.

That means
domy <1
1€l(n)

d
ooy <1 (8)

1€0O(n)

The total amount of time a node spends to relay a layer k to destination d
is formulated by time-constraint model proposed in [46]. This model has been
widely used in works such as [12, 47].

DD I PRI ©

l€L(n) d=1 k=0

where p should be < % for MAC protocol feasibility [48]. The real payload,
however, may occupy only 50% of available transmission time in interference
environment [49] because of the collisions and re-transmissions. In fact, p can
be selected dynamically according to interference. However, the selection of p
value is not in the scope of this paper. We select p = 0.5 x % = % in this paper.
The capacity of link ¢; can be inferred from SINR.

4.1.8. The Optimization Problem
The objective is thus to solve the following problem.

Problem 1 (QoE-based Routing Problem for SVC). Our problem amounts to
mazximizing the total MOS of all users in the network:

max Y, W)
d€D

st (4),(5),(6),(7),(8),(9) (10)
zi5 s € 0,1}
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To analyze the complexity of problem 1, we introduce the generalized max-
imum coverage problem.

Definition 1 (Generalized Maximum Coverage problem (GMC) [50]). Given
a budget L, a set £ of elements, a set of bins B, a positive profit P(b,e) and a
non-negative weight W (b, e) for each tuple (b,e), and overhead of using bin b as
W(b), find a triple S = (8,7, f), where 8 C B,n C &, and f is an assignment
function from n to B guaranteeing that each element e is assigned to a unique
bin b. The weight of selection is W(S) =3 s W(b) + 3., W(f(e),e). This
weight is limited by the budget L, such that W(S) < L. The profit of selection
is P(S) = $,e, PUF(0),€).

Theorem 1. For any € > 0, Problem 1 has no (1 — 1/e + €) approximation
algorithm unless P = NP.

Proof. We show that a special case of Problem 1 is equivalent to generalized
maximum coverage problem (GMC).

Let us consider a special case of our Problem 1, where there are Np + 2
nodes containing a source, a relaying node, and Np destinations as shown in
Fig. 4. The video is encoded into M layers. Let us denote m as the total number
of layers received at the destination and M is the set of available values of m.
Now, this special case of Problem 1 is equivalent to GMC. Indeed, M and D
are equivalent to B and £ in GMC. The number of total received layers at a
destination is unique, so function f of GMC is automatically satisfied. At the
relaying node, the utilization, in terms of node occupancy in time, to forward
layer k of stream 7 is

1 1
)= (=4 =) (1)
Note that the node occupancy constraint at the relaying node consists of all
the other node occupancy constraints. Further, the weight of tuple (b,e) in
GMC corresponds to 7(k,d). Overhead of using bin b is 0. Consequently, the
budget L in GMC corresponds to p in Problem 1. The profit P(b,e) in GMC
will be P(k,d) = g which is the MOS of stream d. Thus, this special case of
Problem 1 can be directly mapped to GMC. In [50], the authors showed that the
upper-bound approximation ratio of GMC is —=; since it holds MC as a special
case. Moreover, GMC is a NP-hard problem. The special case of Problem 1
has one-to-one relationship with the GMC problem, so Problem 1 is at least as

hard as GMC. O

5. Encoding and solving the optimization problem

In the previous section, we discussed the need for AD3 and the modifications
of the OLSR routing protocol. AD? requires that the optimization problem
posed by Problem 1 is encoded as a factor graph. The encoding and solving
processes are executed during the phase 2 described in Section 3.2, and hence
right after phase 1 updates the global status of the network through OLSR TC.
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Figure 4: Special case of the problem

The information exchange required to run AD? can be done through reliable
Transmission Control Protocol (TCP) over a high speed wired network. Each
gateway knows the variables and factors that it controls as a result of solving
the factor and variable assignment problem (problem 2 in Section 5.3), which
distributes the factor graph among gateways. Once AD? converges to a solution,
we need a decoding algorithm in order to convert it to a feasible solution. In this
section, we discuss how to encode the optimization problem as a factor graph.

5.1. AD?-based optimization

Problem 1 is a NP-hard problem. Although it can be solved by state-of-
the-art integer linear programming solvers, it is unfeasible to use them to solve
large-scale problems because of the limitations of computation resources and
calculation time. As we mentioned in Section 2, AD? is able to provide faster
convergence than ADMM and has a library of computationally-efficient factors
to tackle hard constraints in an optimization problem. The solution obtained
by AD? may not be a feasible solution because AD? solves a relaxation of the
optimization problem. However, it can be exploited to derive a feasible solution
close to the optimal one by a decoding algorithm like the one we present in
Section 6.

Running AD?, nevertheless, requires synchronization between GWs. The
benefits of cooperation between mediators (GWs in this paper) have been dis-
cussed in [41]. AD? will shift to next iteration when all nodes finish solving their
local problems and exchanging solutions. Our algorithm runs over an existing
routing protocol with some slight modifications which will be presented in the
following section.

5.2. Encoding the Optimization Problem

For the sake of readability, we provide an example in order to demonstrate
the whole encoding procedure of the problem.

Example 1. Let us consider a network with 4 nodes as shown in Fig. 5, where
node 0 and node 1 are gateways, node 2 is a relaying node, and node 3 is a
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Figure 5: Sample network from Example 1

destination node. For simplicity, we consider a video with two layers 1 and
2, corresponding to the MOS values 2.451 and 2.748. Note that with 2 layers
we will have delta MOS values (Ay) of 1.451 and 0.297. Delta MOS value
s the difference of MOS wvalues of a given layer and its previous layer. The
difference between maximum bit rate between two layers is 0.23 Mbps. The air-
time constraint at node 2 already comprises the air-time constraints of other
nodes, in case it comes under their transmission ranges. Thus, we consider
only the air-time constraint at node 2. Following the definition of problem 1,
the QoE-based routing problem for SVC can be encoded as the following integer
linear program (ILP):

max 1.0+ 1.451 (80’1 + 81’1) + 0.297 (80’2 + 8172)
s.t. So,1 + 81,1 < 1(081), S0,2 + S1,2 < 1(682)
50,1 + 51,1 > S0,2 + 51,2(¢s3)
1,1 = 80,1(054), T1,2 = 50,2 (055)
T2,1 = 51,1(036); T22 = 51,2 (087)
31 = 53,1(658); T3,2 = 83,2 (689)
211+ ®2,1 — 3,1 = 0(cs10)
1,2+ T2 — 32 = 0(cs11)
r1,1+0.2321 2 + T2,1+0.2322 2 + r3,1+0.2323 2 < p(CS12)

cy &) €3
Tk, S,k € {0,1}

FEach variable contributes to the global MOS. From the objective function, the
variables so.1, 51,1, 50,2, 51,2 contribute positively to the global MOS, while others
are assigned zero value in terms of their contribution. There are 12 constraints
in the above ILP, which are indexed from csy to cs1o. Constraints csy and cso
are derived from Eq. (4). Eq. (5) is captured by css. The constraints from csy
to cs11 are based on the routing constraints in Eq. (6) and (7). The constraints
in Eq. (8) are automatically satisfied, and hence are discarded. Constraint
cs12 1S the air-time constraint at the relaying node. Fig. 6 shows the factor
graph encoding the example. FEclipse-shaped objects represent variables and the
inner fractional value is the contribution of the variable to the objective func-
tion. Meanwhile, rectangular shaped objects are the factors corresponding to
constraints. A link between a variable and a factor exists when that variable is
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Figure 6: Factor graph of Example 1

related to the constraint represented by the factor.

In order to adopt AD?, we have to encode our optimization problem into a
factor graph. Moreover, recall from Section 2 that our aim is to solely employ
computationally-efficient factors, so that the computation of AD? as well as the
use of messages is efficient. Next, we introduce the factors (functions) from [20]
that will allow the encoding of the constraints of Problem 1.

Definition 2 (OR factor). It represents a disjunction of K binary variables
(K > 1) defined through the following potential function

0 if1‘1V$2V...VLEk=1

—00 otherwise (13)

HOR (56‘1, ...,.Z‘K) = {

Definition 3 (AtMostl factor). It constrains at most one of the variables
x1,...,TK to be active. Its potential function is defined as:

0  if kst ap=1

OAtMost1 (.Tl, ...,.’EK) = Ve, =..=xg =0 (14)
—00 otherwise

Definition 4 (XOR factor). It constrains that exactly one of the variables
xr1,...,TK takes value 1 through the potential function:

0 if Nk st z,=1

—00 otherwise

OxoRr, (ml,...,xK) = { (15)

17



Definition 5 (XOR-out factor). It constrains at most one of the variables
Z1,...,TK to be active; if one is active, it constrains xx1 = 1; if all are
inactive, then it constrains xx 11 = 0. Its potential function is defined as:

OxXOR-out (T1;- -, Tx, Tr 1) =
0 Z'fo+1:1A§§/€€{1,...,K}:xk:1 (16)
0 ifl‘K+1:OAVk‘E{l,...,K}:xk:O

—o0  otherwise

Definition 6 (Knapsack (KS) factor). Its potential function can be defined as:

{ 0 if Yap <C
%

—00 otherwise

GKS (1'1,...,.%'[() = (17)

where C' is a given constant.

Now we can encode the above optimization problem into a factor graph as
illustrated in Figure 6. Variables, represented as round circles, are linked to
the factors representing the hard constraints in the problem, which in turn are
represented as rectangles. Each variable contains the value obtained when the
variable is active. For instance, so; contains 1.451. In this way we encode our
objective function.

In general, the optimization Problem 1 can be encoded as follows: Eq. (4)

and (8) can be encoded by using the AtMost1 factor; Eq. (5) can be rewritten
as ) ,cs s;di = omes S fld;Hl > 0, then it can be encoded by an OR factor; and
Eq. (9) can be encoded by a KS factor. In order to encode Eq. (6) and (7) we

create auxiliary variables xEZ?k = > lci(n) a:l(cg and x(()f?t nk = 2iel(n) xl(k) By

Eq. (8), (@) and a:out i 1sin {0,1}. Then, Eq. (6) and (7) can be rewritten

’L’ﬂ’ﬂk?

as x(oi)tnk xfz)n et s; 1> and hence can be described by an XOR-out factor.

When a node is not a gateway (sn k= ()) or does not have either incoming

(xgz)n E = 0) or outgoing links ( (()i)tm’k = O), Eq. (6) and (7) will turn into
xﬁi)n & xgi)t k= 0, xz(-i)n’k — S(di =0, or x((m)t - s;di = 0 respectively. All

of them can be encoded by means of XOR factors.

Following [20], the complexity of the OR, XOR, AtMost1, and XOR-out
factors is O(K -logK), where K stands for the number of variables connected to
the XOR factor. Moreover, according to [51], the complexity of the KS factor
is linear with the size of the factor. Therefore, we have managed to provide
an encoding of our optimization problem that only employs computationally-
efficient factors.

5.8. Factor and Variable Assignment Problem

In what follows, we detail how to distribute a factor graph, which encodes
our optimization problem, between the gateways in a network. In this way, we
will be able to run AD? in a distributed manner between GWs. Note that GWs
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are the sources of the streams in this paper. As OLSR is a link-state routing
algorithm, each GW maintains a database of link-state obtained by receiving
control packets. Let us denote L as the set of links which are in the database at
the gateway s. The number of exchanged messages can be minimized by solving
a joint variable and factor assignment problem. Let us denote binary variables
yi; € {0,1} and z,,; € {0,1} as follows

| 1 if variable ¢ belongs to node j

Yig = { 0 otherwise (18)
| 1 if factor a belongs to node j

Feog = { 0 otherwise (19)

Note that y; ; = 0if ¢ ¢ £;. Let us denote the binary variable b; , so that
bi,o = 1 if and only if there is a connection between variable ¢ and factor a. We
assume that a message is created when a factor requests the value of a variable
from another node. The total number of messages is

2:@a<§:ﬂ—yw%w0 (20)

seS

where S is the set of sources (GWs). We define an auxiliary binary variable

Zi o = Vi,s * Za,s, then

7,0
Zo S Yis (21)
Za S Zos (22)
Zf,a > Yi,s + Ra,s — 1 (23)

Moreover, each variable and factor should be assigned to one of the GWs by
enforcing the following constraints:

Y yie <1 (24)

s€eS

D zas<1 (25)

seS

Consequently, we have an optimization problem to efficiently distribute and
assign a factor graph by minimizing the number of messages and considering
the above constraints:

Problem 2 (Factor and Variable Assignment Problem).
min > b; 4 (Z (1 - Zfa)>

s€eS

st (21),(22),(23), (24), (25)
25,0(7 Yi,ss Za,s € {0, 1}

19



The above problem is an integer linear programming (ILP). Note that the
complexity of this problem is much smaller than that of Problem 1, thus it can
be solved by using off-the-shelf ILP solver such as CPLEX or Gurobi [52, 53].
An approximate algorithm for this problem may be necessary to cope with
large-scale problems, however it is out of scope of this study.

6. Heuristic Decoding Algorithm

AD?3, as explained in Section 2, is used to solve a relaxed version of Prob-
lem 1. Practically, the algorithm may have to stop after M iterations because of
the limitations in terms of calculation time. The solution, therefore, comprises
fractional values which may not feasible for the optimization routing problem.
Thus, below we describe a distributed decoding algorithm to obtain the final
feasible solution.

6.1. Cost of Path

AD? may provide fractional values of some variables. Once we round them
to obtain a feasible solution, we increase the link utilization and thus incur some
additional cost called as cost of path. Besides, we may gain better MOS with
this rounding and that should also be considered.

Let us denote 551([2 and Efldgc as the fractional solution of AD? to problem 1.

First, we propose the cost of link based on the fractional solution of AD?. The
cost of link is defined for each tuple (I, k,d), where [ is the link index, k is the
layer, and d is the destination. Note that the link will be utilized to convey

layer k of stream d when a:l(cg = 1. The air-time cost of rounding a fractional

79 to 11is (=0) e —n-0)
5 Cy

link 9El(dk) to 1 can be the gain in MOS (gx — gx—1) of stream d. Therefore, we
define the cost of link as the ratio of the air-time cost to the potential profit as

~(d
(1 - xl(k)) (Ve — YE-1)
@] (Qk - Qkfl)

. Also, the potential profit obtained by rounding

X,k = (27)
where ¢; and 7y are the capacity of link [ and the bandwidth requirement of
layer k respectively. The capacity of link [, ¢;, is identified from the up-to-date
Hello and TC packets. Therefore, in this way the decoding algorithm becomes
aware of link quality changes. In particular, that helps the decoding algorithm
to assign a high cost to bad links, thus avoiding their usage.

Indeed, the impact of link selection is local. Thus, the cost of path cannot
be determined by summing up of all the costs along the path. Alternatively, it
should be the maximum cost of involving such links

= @ 28
Xp() 1?7:?) Xi,k> (28)

20



where P,id) is the path to destination d of layer k. The optimal path of (k,d)
is the path with minimal cost among available paths to (k,d). The algorithm
to find the optimal path for layer k of stream d is described in Alg. 1. Line
6 to line 10 is the major part of the algorithm. Each GW finds the optimal
path for layer k of stream d. Then, GWs exchange their solution to find out the
gateway that provides the lowest cost path to stream layer k to destination d.
If there exists a path from any GW to the destination, the lowest cost path will
be output by the algorithm, as shown in lines 11 and 12. Otherwise, an empty
set will be the output of the algorithm (line 14)

Algorithm 1: Finding optimal path for (d, k)

1 Input:Set of gateways G, 7, (output of AD?)

2 Output: The optimal path for layer k of stream d - PZ(d) and the

corresponding cost of path X and gateway Qz(d)
k

3 Xpp(@ = 00
a G =0,
5 P =,
6 foreach g € G do
- if there is P,id) from g and Xp@ < Xpr @ then
8 X'p:(d) = Xplgd);
*(d
9 gk( ) =9;
w | | P p,

11 if P9 # 0 then
12 return (Pz(d), Xp=@, gz(d))

13 else
14 Lreturn 1]

6.2. Gateway-Layer Mapping Algorithm (GLAM)

In this section, we are going to discuss the gateway-layer mapping algorithm
(GLAM), or Alg.2, in details. This algorithm is able to decode AD? solution
in a distributed manner. The objective of GLAM is to assign a video layer to
a GW in order to maximize the number of transmitted layers. The algorithm
can be divided into two main parts. The first part is from line 5 to line 11.
The objective of the first part is to determine the availability of paths and
the priority for each (d,k). In line 7, the optimal path and its corresponding
gateway is determined by using Alg. 1, for each (d, k). At line 8, the algorithm
checks the availability of the path. If the path exists, the cost of the path will
be checked in line 9 and line 10. If the cost of the path of stream d and layer
k is less than the cost of the path of layer £k — 1, then the new cost for the
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(Dest., Layer,GW] _Cost (Dest., Layer,GW]| _Cost
D1,1,G 0.2 2,1,G2 0.1
D1,2,G 0.3 D1,1,G1 0.2
D2,1,G 0.4 ,2,G2 0.2
D2,2,G 0.5 D2,2,G2 0.25

(a) Each GW calculates optimal paths to (b) Exchange information between GWs
destinations and run Alg. 2

Figure 7: Example of decoding process

path that is equal to the cost of layer k — 1 will be assigned to layer k. Then,
the tuple (dvk’XpI:(dhgz(d)) is added into set U. The priority of each (d, k)
is determined based on the optimal cost of paths and its layer in line 12. The
(d, k) pair with lower cost is assigned higher priority. When the cost is equal,
the lower layer will have higher priority. The reassignment cost process in lines
9 and 10 guarantees that a layer will not be transmitted unless the lower layer
was transmitted.

Note that the solution after finishing part 1 satisfies the routing and integer
constraints of the original problem. In the second part, the air-time constraints
are considered. From line 15 to line 25, the process of tackling paths violating
air-time constraints is described. The links violating the air-time constraints
will be assigned the cost equal to infinity, in order not to be chosen later. Then,
Alg. 1 is applied to find a new optimal path for (d, k) in line 17. If the path
exists, a process to check the cost and sort U will be triggered from line 18 to
line 22. Otherwise, all layers which are greater or equal to k& will be discarded
(lines 24 and 25) because layer k is missing. The process for paths which do not
violate the air-time constraints is described from line 26 to line 29. The layer k&
of stream d will be removed from U since this layer has already been considered.
After that, the streaming process for layer k of stream d begins.

To demonstrate the decentralized operation of the decoding algorithm, we
introduce an example described in Fig. 7. Two GWs, G1 and G2, connect
to a high speed wired network and two destinations, D1 and D2, connect to
GWs through relaying nodes R1 and R2. For simplicity, a two-layer video
is considered. At the beginning, all GWs exchange their fractional solutions,
which are the output of AD?3, and calculate the optimal paths to all destinations
(Alg. 1). We assume the cost of optimal paths as shown in Fig. 7a. Then, GWs
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Algorithm 2: Gateway-Layer Mapping Algorithm (GLAM)

S U A W N

10

11

12
13

14

15

16

17

18

19

20

21

22

23
24

25

26

27

28

29

Input: Set of streams D, set of gateways G
Output: Set of stream-layer V and corresponding gateways {Gi 4}

foreach d € D do

V=0
U = 0;
while |U]

foreach layer k do

(’P;(d), Xpr(@) Qz(d)) + Find the optimal path for (d, k) (see
Alg.1);

if P;' # 0 then

if Xp:(@ < Xpr(@ then
w(d) = Xopx(d)
L Xp; X

U (kX0 Gi);

Sort U in ascending order of X« and k;
k

> 0do

foreach entry (d,hxp*(d),g,:(d)) in U do
k

if P;(d) violates any air-time constraint then

XI(UQ + oo for links violating air-time constraints;

Run Alg. 1 — (P,;*(d),xp*(d),g,’;(d));
k

if P;'Y #0 then

if Xpr@ < Xpe (@) then

| o =m0

U<« (d7 ka X'p;(d) P gz(d)) ;
Sort U in ascending order of X p=(@ and k;
k

else
foreach m > k do

L U\ (d, My X pe (@) g;(d));

else

)
V (d,k,gz(d));

Start Streaming layer k for stream d from gateway g;‘d);
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exchange these optimal path information through high speed network and run
Alg. 2 as shown in Fig. 7b. First, they sort all entries in ascending order of the
cost. Consequently, the first entry is (D2, 1, G2) with the cost 0.1. Although the
initial cost of the entry (D1, 1, G1) is greater than the entry (D1, 2, G2) (0.2 and
0.15), (D1,1,G1) still it has higher priority than (D1,2,G2) because of lines 9
and 10 in Alg. 2. By doing this, we guarantee compliance with constraints (5).
The last entry is (D2,2,G2) with the cost 0.25 and the algorithm terminates.

7. Simulation Results

We evaluate the performance of the proposed mechanism using network sim-
ulator (NS) version 3.25 [54]. We consider a rural area where cellular networks
may not be available. The terrain size is 500m x 500m. The number of mobile
nodes is 15 to 35. There are four fixed GWs at (125, 125), (125, 375), (375, 125),
and (375,375). Mobile nodes move according to the random walk model with
the arbitrary speed in range [0, 3] m/s. We adopt the log distance propagation
loss model at 2.4GH z for physical layer simulation. In medium access control
(MAC) layer, we adopt 802.11n standard with single spatial stream. The details
can be found in Table 4.

Refer to [15], the number of layers is 7 for numerical analysis. Table 3 shows
the mapping between MOS, maximum bit rate, QP, and FPS using PSQA tool
[11].

m | QP | FPS | Maximum bit rate (Mbps) | MOS (¢,)
1 44 7.5 1.0 2.451

2 42 7.5 1.23 2.748

3| 36 7.5 2.3 3.194

4 | 36 15 3.03 3.602

5 | 28 15 6.96 3.959

6 | 28 30 9.2 4.791

7 22 30 17.14 5

Table 3: QoE levels, Maximum bit rate, QP and FPS

7.1. Prediction Error

First, we conduct some simulations in order to determine the optimal « for
the SINR estimator. We consider the most dense scenarios (35 nodes), which
have heaviest interference among all scenarios. The window length is 1 , 5, and
10. Fig. 8 shows that the error is minimized with & = 0.6 and 7' = 5.

7.2. Performance

We study the average MOS value with a varying number of streams and
nodes. Each simulation configuration runs 30 times with different initial posi-
tions of mobile nodes.
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Parameter Value

Path loss exponent 3
Reference loss 40.046 dB
Channel Width 20 Mhz
Spatial streams 1

Transmission power 15 dBm
Short Guard Interval || No

RTS/CTS No
Hello Interval 1s
TC Interval 5s

Table 4: Simulation parameters
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Figure 8: Average Error vs Weight (o)) and Window Length (T)

7.2.1. MOS and calculation time

Fig. 9 shows that the average MOS generally degrades when the number of
nodes decreases and the number of streams increases. The MOS value does not
change significantly when varying the number of nodes. In fact, the increase
in number of nodes can increase the number of connections in the network.
However, the interference between links may prevent the capacity of networks
from increasing. The degradation in MOS caused by interference also shows up
when the number of streams increases. An increase in the number of streams
leads to heavier traffic on links and more links start to get utilized. Hence, the
interference issue becomes more severe.

The comparison of OLSR with AD3-GLAM is shown in Fig. 10 and Fig. 11.
Generally, the proposed mechanism offers better performance than OLSR. Fur-
thermore, the increase in the number of iterations can enhance the performance
of the proposed mechanism. In Fig. 10, the number of streams is 5. The gap
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Figure 9: Average MOS under variations of the number of nodes (N) and the number of
streams (D)

between OLSR and the proposed scheme can be up to 1.0 in MOS. The gap
between 10-iteration AD3-GLAM and 100-iteration AD3-GLAM is less than
0.1 in terms of MOS, which is not detectable by humans. Meanwhile, there is
no difference in performance when the number of iterations increases from 100
to 1000.

In Fig. 11, the number of nodes is 25. The gap between OLSR and AD3-
GLAM is significant when the number of streams is high. When there is only
one stream in the network, the interference impact is ignorable. Therefore,
forwarding packets through the shortest path does have similar performance to
AD3-GLAM. However, the interference problem becomes more severe when the
number of streams increases. Consequently, AD3-GLAM, which solves the opti-
mization problem considering interference, will significantly outperform OLSR.
The gap between AD3-GLAM and OLSR can be up to 0.7 in MOS.

Next, we evaluate the performance of AD3-GLAM by comparing it with the
exact solution. The exact solution is obtained by using well-known solver called
Gurobi [52].

We conduct the simulations with three different number of nodes: 15, 20, and
25. Meanwhile, the number of streams is still from 1 to 5. The approximation
ratio (AR) is defined as the ratio of the objective value of AD3-GLAM with
100 iterations and the exact solution. Fig. 12 shows the AR under different
simulation configurations. The AR values in all configurations are over 90% and
decrease when the number of nodes or the number of streams increases. In other
words, the AR of AD3-GLAM decreases as the problem size increases. Besides
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AR, the absolute gap between two approaches is also meaningful. Fig. 13
demonstrates the gap between the exact and AD3-GLAM solutions. Although
the AR is high, the gap in MOS between the two approaches is not negligible. It
represents the trade-off for running a decentralized algorithm. The calculation
time of Gurobi, nevertheless, is much higher than that of AD3-GLAM with 100
iterations as shown in Fig. 14. For instance, the calculation time of Gurobi of
25-node case is 4000 times as much as the calculation time of AD3-GLAM.

7.2.2. Fairness
Besides average MOS, the fairness is also important aspect that should be
taken into account. To measure the fairness of AD3-GLAM, we adopt Jain’s
fairness index which is determined as follows.
) (29)

o Br)

where W; is the MOS of stream 4. Fig. 15 shows the fairness of OLSR and
AD3-GLAM when the number of streams is 5. AD3-GLAM provides better
fairness indexes as compared to OLSR with the gap of about 0.08. There is an
insignificant impact on the fairness when varying the number of iterations of
AD3-GLAM.

All above simulations confirm the performance of AD3-GLAM. Now, we
analyze the cost (in calculation time) of AD3-GLAM under various numbers
of iterations. Fig. 16 demonstrates the calculation time with different numbers
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of iterations. While the calculation time values of AD3-GLAM 10 iterations
and AD3-GLAM 100 iterations do not differ much, the calculation time with
AD3-GLAM 1000 iterations is about 5 times greater than that of AD3-GLAM
10 iterations and AD3-GLAM 100 iterations. The complexity of the problem is
in proportion to the size of the networks, so the calculation time increases with
the number of nodes. Additionally, a higher number of iterations also mean
higher computation time. Meanwhile, the average MOS is slightly enhanced
when increasing the number of iterations as shown in Fig. 11. Consequently, to
find a compromise, it is favorable to select a low number of iterations in small
and moderate network size, above which the gains in average MOS become
marginal.

7.3. Owerhead

The total number of messages per iteration, obtained by solving the opti-
mization Problem 2 (Opt. Msg.) and in worst case (WC Msg.), are compared in
this section. The worst case consists in factors such that all variables related to
them are assigned to different GW. Fig. 17 shows the total number of messages
per iteration in two cases when the number of streams is 5. The assignment of
optimization Problem 2 can help to reduce up to 3000 messages. Assume that
the length of each message is 64-bit so as to convey a floating point value, the
gain in overhead size per iteration is 3000 x 64 = 192000 bits. By optimally
allocating factors and variables to GWs, ’Opt. Msg.” is able to significantly
reduce the number of messages exchanged between GWs during computation.
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The number of messages under different numbers of streams and numbers of
nodes is shown in Fig. 18.

8. Conclusion

In this paper, we studied a QoE-based joint routing and layer-allocation
problem for SVC video streaming in WMNs. This is the first research on adopt-
ing AD?, an advanced message passing algorithm, to solve a routing problem
in wireless networking. We combined AD? and a distributed heuristic decoding
algorithm so as to determine the sub-optimal solution. AD3-GLAM runs on
OLSR which is a conventional routing protocol and is available on most of mod-
ern ad-hoc supporting devices. That makes it easy to implement AD3-GLAM
in practical world.

Additionally, we considered the factor and variable assignment problem to
address the high cost of exchanging messages in networks. The optimal solution
derived by solving the optimization problem can reduce significantly the total
number of exchanging messages.

The intensive simulation results confirmed that AD3-GLAM is not only bet-
ter than conventional OLSR, but is also asymptotic to exact optimal solutions.
Moreover, AD3-GLAM also provides a good fairness among users which in turn
is also an important aspect in video streaming.
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