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ABSTRACT
Recent advances in wireless sensors for personal healthcare allow to recognise human real-time activities with mobile devices. While the analysis of those datastream can have many benefits from a health point of view, it can also lead to privacy threats by exposing highly sensitive information. In this paper, we propose a privacy-preserving framework for activity recognition. This framework relies on a machine learning technique to efficiently recognise the user activity pattern, useful for personal healthcare monitoring, while limiting the risk of re-identification. We extensively evaluate our framework with a reference dataset: results show an accurate activity recognition (87%) while limiting the re-identification rate (33%). This represents a slightly decrease of utility (9%) against a large privacy improvement (53%) compared to state-of-the-art baselines.
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1 INTRODUCTION
The emergence of medical Internet of Things (IoT) devices have paved the way for personal healthcare monitoring at home or in hospital environments. These devices record electronic health measurements from a variety of sensors (most commonly an accelerometer, a gyroscope and a magnetometer) and send these patient data to an application server to be processed and analysed. These processing and analysis include for instance advanced signal processing and machine learning algorithms to provide a variety of services such as (1) motion tracking: number of steps, burned calories, traveled distance and sleep monitoring and (2) vital signs measurement: heart rate, skin temperature, electrocardiogram (ECG) and electroencephalogram (EEG) [18].

Due to their nature, collected data from medical IoT devices are highly sensitive. Advances in wireless communication and web technologies facilitate the remote real-time monitoring of such systems [39]. However, the complex workflow of collected medical data multiplies the security and privacy risks all along the life-cycle of the data including the data collection and transmission [3, 38], as well as the processing and the storage [31]. When such medical data can be accessed by an adversary, risks of privacy threats like leakages of sensitive information or user re-identification are very high (e.g., the re-identification of Governor William Weld’s medical information [22]).

In the context of activity recognition through mobile devices, the challenge is to identify data that can preserve the privacy of individuals while still being relevant enough for machine learning tasks [33]. This challenge raises two important questions: 1) Is the collected data protected enough so that no one can misuse it to infer sensitive information or to re-identify the owner? 2) How to assess whether the protected data are still accurate enough for researchers in the health domain? Achieving this balance between data utility and data privacy is an important objective to send secure and reliable data through mobile devices and to strengthen end-user confidence and adoption.

In this paper, we propose a privacy-preserving framework for activity recognition from mobile devices. This framework relies on a machine learning technique to efficiently recognise the user activity pattern, useful for personal healthcare monitoring, while limiting the risk of re-identification of users from biometric patterns that characterizes each individual. To achieve that, firstly we extracted multiple features from raw signal and deeply analysed their impact on both the activity recognition and the user re-identification. We show that features in temporal domain are useful to discriminate user activity while features in frequency domain lead to distinguish the user identity.

Based on this observation, we design a novel privacy-preserving framework. In this framework, data records are processed locally on the user device and only relevant features are extracted. Additionally, features in the frequency domain (i.e., features leading to discriminate users) are normalized. This normalization can be viewed as a generalization-based approach. However compared to other generalization-based approaches based on $k$-anonymity that are well known to drastically reduce the utility of the protected data [15], our solution keeps a high utility (i.e. activity recognition) while providing a good privacy (i.e. small user re-identification).
Once normalized, this information are periodically upload to the application server. Each batch of features is stored independently on the server (i.e., with a different pseudonym) to avoid to link both batches to individuals and batches together. Moreover, to avoid centralizing both the data and the associated identity of their owners on the same node, the mapping between the pseudonyms and the user identities is only retained by the hospital practitioners.

We exhaustively evaluated our framework with the use of a reference dataset. Results show an accurate activity recognition of 87% in average while limiting the user re-identification rate up to 33%. We also compared our solutions against different baselines. Our solution provides a better privacy-utility trade-off with a slightly decrease of utility (9%) against a large increase of privacy (53%).

Our contributions can be summarized as follow:

- We quantify both the risk assessment associated to the re-identification of users (90% in average) and the capacity to detect the user activity (97% in average) from signal from mobile devices.
- We deeply analysed the impact of multiple features on both the activity recognition and the user re-identification. We show that features in the temporal domain tend to discriminate the user activity while features from the frequency domain tend to discriminate users.
- We propose an efficient workflow and machine learning technique to recognise user activity with high utility while limiting the risk of user re-identification. Our solution provides a better privacy-utility trade-off with a slightly decrease of utility (9%) against a large increase of privacy (53%) compared to state-of-the-art baselines.

In this paper, we present background on IoT healthcare workflow in Section 2 before to define the adversary model in Section 3. We then quantify and analyze the capacity of both recognizing the activity of user and their identity in Section 4. Section 5 details our privacy-preserving framework and Section 6 presents its evaluation. Finally, related work is reviewed in Section 7 before to conclude in Section 8.

2 BACKGROUND ON IOT HEALTHCARE WORKFLOW

This section explains the methodology we followed for activity recognition and user re-identification using IoT mobile devices. Although this description is specific to our methodology, it is typical and provides background on IoT healthcare workflow. Figure 1 depicts the whole workflow including data acquisition (Section 2.1), signal preprocessing (Section 2.2), segmentation (Section 2.3), feature extraction (Section 2.4), and classification (Section 2.5).

2.1 Data acquisition

Data acquisition relies on sensors that are present in IoT devices, such as smartphones, smartwatches, smart wristbands, tablets and medical sensors. There exist a variety of sensors that allow the acquisition of various types of data, which can then be used for different types of tasks. For the recognition of physical activities, the authors in [29] propose to use of inertial sensors, i.e., accelerometers and gyroscopes, complemented with orientation measurement using magnetic sensors, e.g., a compass and a magnetometer, and location measurement using location sensors, e.g., a global positioning system (GPS).

The data acquisition process is accomplished by a specific module in the mobile device and consists of the measurement and conversion of the electrical signals received by each sensor into a readable format [32]. Several challenges are associated with the data acquisition process when recognizing physical activities, including the positioning of the mobile device, the data sampling rate and the number of sensors to be used and hence managed [7]. All these factors directly influence the correct extraction of meaningful features. As the sensors are embedded in the mobile device, they cannot be located separately in different parts of the body; rather, the mobile device needs to be situated in a usual and comfortable position. Another issue related to mobile devices is the power consumption of the data acquisition tasks. Multitasking execution patterns differ among mobile devices, because these
depend on their processing ability, memory and power capabilities and on the operating system and on the number and type of mobile applications currently installed and/or running. The selection of the best data acquisition methods depends on the purpose of use, the type of data acquired and their environment [12, 28].

2.2 Signal preprocessing

Sensor signals are typically preprocessed by the application of a series of filters. First, noise was reduced with a median filter and a third order low-pass Butterworth filter with a cutoff frequency of 20 Hz. This frequency threshold was selected from the work presented in [21] which states that the energy spectrum of the human body motion is below 15 Hz. The resulting signals were further filtered to break them down into channels that make sense from a physical point of view as displayed in Figure 3. For example, linear acceleration signal was decomposed in two principal channels: gravitational and body motion components. This step was performed using another low-pass filter and assuming that the gravitational component mainly refers to the lowest frequencies [2]. Subsequently, body motion acceleration and gyration signals were derived in time to obtain jerk that reflects the temporal variations of the signals. Finally, signals were decomposed according to their acquisition axes (x, y, z, respectively) in order to observe them in a specific direction (vertical, lateral or longitudinal) as depicted Figure 2. The magnitude of associated signals has also been calculated to produce an average signal less sensitive to how the device is fixed on the person. This filtering step allowed to reach 20 channels in total.

2.3 Segmentation

Channel signals are typically segmented using a fixed sliding window technique. Windows with a span of 2.5 seconds and an overlap of 50% were captured. An overlap degree of 50% means that the window is shifted by half of its size, in other words 50% of the previous data are included in the next window. The choice of the window size is not trivial especially for an activity recognition algorithm. A small window size could split an activity signal while large window size could contain multiple activity signals. We decided to calibrate our window size on the most complex activity: walking. Hence, the window size has been chosen to take into account at least a full walking cycle of two steps: the cadence range of an
average person walking corresponds to minimum speed of 1.5 steps by second according to [6].

2.4 Feature Extraction

From each window of each channel signal, a feature vector was extracted which contained 17 measures estimated in the time and frequency domains respectively. The Discrete Fourier Transform (DFT) was used to extract the descriptors of each window in the frequency domain. The choice of these descriptors was made on the basis of an earlier review on effective descriptors for gait recognition [5]: e.g. for time domain mean, standard deviation (STD), signal magnitude area (SMA) and signal-pair correlation (Corr); and for frequency domain energy and entropy. The selected measures to obtain the feature vector are depicted in Figure 7. A feature vector was calculated from each experiment window sample and labeled according to the user and activity it belongs.

Figures 4 and 5 show an example of the dataset format, where lines correspond to window samples and columns to features (except the two last ones which correspond to the labels). Such dataset is used as an input for the classification task. A total of 340 features (20 channels x 17 measures) are extracted. The notation for naming a descriptor in the rest of this article is the following \( \{ \text{orientation}, \{ \text{channel} \}, \{ \text{descriptor} \} \).

2.5 Classification

2.5.1 Machine learning algorithm. Random Forest (RF for short) was chosen for the multi-class classification tasks, respectively classes referring to activity recognition and classes associated to user identities in case of an adversary willing to misuse the classifier to re-identify users. In general, the RF algorithm is a supervised classifier having fast training time and very high performance without fine tuning [25]. RF operates by building a large ensemble of decision trees, where
each tree is built on a bootstrapped sample of the original data [10]. The classification trees are built based on recursive binary splits: for each split, a randomly-chosen subset of input variables is used to find the optimal binary split that corresponds to a condition on a feature. The optimal splits are determined using the Gini impurity index [20]. The function "RandomForestClassifier" in the Python Scikit Learn package [26] was used for constructing the RF classifier. In this work, according to the instances and features of our classification problem, 700 is chosen as the number of trees in the forest, \( \sqrt{n} \) random features are considered in building each tree and 10 is set as the maximum depth of each tree.

2.5.2 Utility and privacy measures. To measure the classification quality based on the proposed features with RF, we computed the accuracy from the confusion matrix [19]:

\[
\text{Accuracy} = \frac{|TP| + |TN|}{|TP| + |TN| + |FP| + |FN|},
\]

where \(|TP|\) (True Positive): is the number of correct predictions for a specific event value, \(|TN|\) (True Negative): is the number of correct predictions for non-event values, \(|FP|\) (False Positive): is the number of incorrect predictions for a specific event value, and \(|FN|\) (False Negative): is the number of incorrect predictions for non-event values.

Accuracy reflects the number of correct predictions made by the model over all kinds predictions made. Accuracy is comprised in \([1 : 0]\) where a value of 1 corresponds to a perfect prediction. We use this metric to compute the quality of our classification to predict both the activity of the user and the user identity. We called Accuracy/activity the result when it is applied to the activity recognition, and we call Accuracy(re-identification) the result when it is applied to the user identity. We prefer the accuracy rather than the f-score because the variable classes in the data are nearly balanced.

\begin{algorithm}
\caption{Feature selection}
\textbf{Input} : List of features sorted by importance \( f \) and associated initial accuracy \( a \);
\textbf{threshC} = 0.7; \textbf{threshA} = 0.03
\textbf{Output} : List of selected features
\begin{algorithmic}[1]
\State\For{each feature \( f_j \) \( \in \ f \)}
\State Compute the Pearson correlation values \( C \) for each feature in \( \{ f - f_j \} \) : \texttt{fcorre}
\State\For{each feature \( f_j \) \( \in \texttt{fcorre} \)}
\If{\( |C(f_j)| > \textbf{threshC} \)}
\State Compute accuracy new\( A \) of classification for \( \{ f - f_j \} : \texttt{new} \)
\If{\( a - \texttt{newA} < \textbf{threshA} \)}
\State Erase feature \( f_j \) from \( f \)
\EndIf
\EndIf
\EndFor
\EndFor
\end{algorithmic}
\end{algorithm}

2.5.3 Feature ranking and selection. The RF algorithm can be used to rank features according to their importance in the classification. When training a tree, it can be computed how much each feature decreases the Gini impurity index [20] in a tree. For a forest, the impurity decrease from each feature can be averaged and the features are ranked according to this measure.

The RF algorithm can also be used for feature selection [10]. This is done via measuring the mean decrease of accuracy when a particular feature is removed from the set of features in the trees. If the accuracy deterioration after feature exclusion is negligible, the feature is less important and vice versa. The importance scores of the features in the RF classifier [10, 16] can therefore be evaluated and used as a feature selection criteria. For more details, see the Algorithm 1: It consists of two nested loops, one corresponding to features ranked by importance (line 1) and one corresponding to features correlated to each of the features of the first loop (line 3). The correlation is calculated using the Pearson coefficient (line 2), If the correlation between two features is greater than a certain threshold (line 4), then the accuracy of the random forest algorithm is recalculated after removal of the correlated feature (line 5) and if the corresponding decrease in accuracy is below a certain threshold (line 6) this feature is eliminated for good (line 7).

3 ADVERSARY MODEL
Before presenting our privacy-preserving framework in Section 5, we describe our assumptions and the adversary model against which our solution is designed. The framework presented in this paper involves three premises: the client running on the smartphone of users, the application server storing the features and performing the classification, and the hospital practitioner monitoring the patient activity. First, we assume that the client application and the smartphone on which it is run are trusted. This means that the data acquisition, the preprocessing, the segmentation, the feature extraction, and the normalisation cannot deviate from a correct behaviour. Moreover, we do not consider limitation on the sampling rate of the data acquisition as in [35].

Second, we assume that the application server runs on public cloud platforms. We consider that this cloud platform is honest but curious [14]. This means that the application server behaves correctly when it comes to processing data received from clients. More precisely, this means that the data is stored correctly in the database, that no forged information can be injected in the database, and that the classifier model cannot be maliciously tampered. However, we assume that the adversary is able to collect part or the entire information stored in the database. Each information corresponds to independent batches of data unlinked to users (i.e., with a different random pseudonym for each batch). Additionally, we assume that the adversary is able to collect data relative to the gestures of each user from a malicious IoT device for instance. This prior knowledge on each user is used by the adversary to build a classifier model. This classifier exploits the same preprocessing, segmentation, and features than our classifier but with the objective to predict the identity of the user for each batch of data stored in the database.
Table 1: User activities can be recognised with a high success rate (recognition using the methodology presented Section 2).

<table>
<thead>
<tr>
<th>Activity</th>
<th>Accuracy(activity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walking</td>
<td>0.97</td>
</tr>
<tr>
<td>Walking upstairs</td>
<td>0.95</td>
</tr>
<tr>
<td>Walking downstairs</td>
<td>0.94</td>
</tr>
<tr>
<td>Sitting</td>
<td>0.97</td>
</tr>
<tr>
<td>Standing</td>
<td>0.98</td>
</tr>
<tr>
<td>Laying</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Third, we assume that the server used by the hospital practitioner is trusted. This server is used to store the mapping between the batches of data sent to the application server and the identity of the users.

Lastly, all communications between nodes (i.e., clients, the application server, and server of the hospital practitioner) are secured. We assume that no information can be inferred from these secured communications.

4 QUANTIFYING ACTIVITY RECOGNITION AND USER RE-IDENTIFICATION

We carried out an extensive evaluation of the capacity to recognise the activity of users and to re-identify them. We show that following the methodology described in Section 2, we are able to predict the activity of the user with a very high rate of success. In addition, we show that without any protection scheme, data from mobile devices act as a personal fingerprint and lead to re-identify users. We first describe the dataset used in this evaluation in Section 4.1 before to quantify the activity recognition and the user re-identification in Section 4.2 and Section 4.3, respectively. Finally, we analyse the impact of extracted features in Section 4.4.

4.1 Dataset

The dataset used in this work is available online for public use as the "Human Activity Recognition using Smartphones" dataset in the UCI Machine Learning Repository [2]. It is composed of the 3-axial raw data from accelerometer and gyroscope sensors read at a constant frequency of 50 Hz. A group of 30 volunteers were selected to follow a protocol of activities while wearing a smartphone on waist. The experiment was planned in order to contain six basic activities: three static postures (standing, sitting, lying-down) and three ambulation activities (walking, walking-downstairs and walking-upstairs). Figure 2 displays accelerometer signal of one of the experiments and the associated activities. The protocol of activities is detailed in [30]. The duration of an entire experiment was around 15 minutes and was repeated ten times. All the experiments were recorded on video to have a ground truth to annotate the performed activities on acceleration and gyration signals.

4.2 Activity Recognition

Table 3 summarizes the accuracy for the recognition of the different activities. Results show that our machine learning framework is able to highly recognise activities with an average accuracy of 0.97. As the table indicates, the accuracy is lower for ambulatory activities in stairs. A possible explanation for this is that these activities correspond to the smallest acquisition times (Figure 2).

4.3 User Re-Identification

Figure 6 depicts the cumulative distribution of the accuracy for the user re-identification task. Accuracy ranges from 0.82 to 0.96 among the 30 users with an average of 0.90. These results indicate that the data collected from the gesture of users characterizes each individual and can lead to re-identify them with a high success rate. However, the task of re-identification is slightly more difficult than that of recognizing activities with lower accuracy.

4.4 Impact of Features

<table>
<thead>
<tr>
<th>Features</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y_grav_std</td>
<td>0.175</td>
</tr>
<tr>
<td>Z_grav_med</td>
<td>0.163</td>
</tr>
<tr>
<td>Z_grav_energy</td>
<td>0.137</td>
</tr>
<tr>
<td>X_grav_max</td>
<td>0.128</td>
</tr>
<tr>
<td>Magn_grav_max</td>
<td>0.123</td>
</tr>
<tr>
<td>Y_gyro_mean</td>
<td>0.107</td>
</tr>
<tr>
<td>Y_gyro_irq</td>
<td>0.088</td>
</tr>
<tr>
<td>Y_body_zcross</td>
<td>0.079</td>
</tr>
</tbody>
</table>

Table 2: Most important features for user re-identification (features in the frequency domain are in grey).

The previous experiments are also used to rank features (from the 340) according to their importance. Eight and eleven features were respectively selected for the activity recognition and user re-identification tasks given the correlation and accuracy analysis (see Algorithm 1 for methodology and Tables 2 and 3 for results). Indeed, many features are
alike and contain similar information on the original sensor data. Compared to using all 340 features, using only these 19 relevant features lowers only slightly (< 4%) the two classification tasks performance (97% vs 96% for activity classification and 90% vs 86% for user re-identification). This can be observed more precisely in the Figures 7a and 7b, where the importance of each selected feature is independently tested for the task of interest: there is a strong correlation between the importance of a specific feature and the performance of the RF algorithm after removing it.

Based on these ranking results, it is interesting to note that the task of activities recognition (i.e., utility) is almost exclusively (9 of the 11 selected features) operated in the time domain whereas the task of user identification (i.e., privacy) is based (5 of the 8 selected features) on features in the frequency domain. These results can be explained by the fact that the activities are mainly distinguished from each other by their level of amplitude in acceleration and gyration (Figure 2) and therefore their associated statistics. Conversely, the user identification is more related to the pace or cadence at which this person performs the activity and is strongly related to biomechanics (e.g., age, size, weight).

## 5 PRIVACY-PRESERVING ACTIVITY RECOGNITION FRAMEWORK

To ensure privacy, our framework relies on both an architecture limiting the exposure of sensitive information and a data normalisation applied on features leading to re-identify user (Section 4.4). These normalisations act as a form of generalisation-based obfuscation. In this section, we first present the architecture of our framework (Section 5.1) before to describe the normalisation of each sensitive feature (Section 5.2).

### 5.1 Architecture

The design of our privacy-preserving framework comprises three main elements: a client application running on the user smartphone communicating with its IoT environment, the application server, and the hospital practitioner. To limit the exposition of sensitive information, the application server does not store identified data but only batches of features where each batch is randomly pseudoanonymized. Only the hospital practitioner retained the mapping between the user identities and pseudonyms, and requests the application server to monitor the activity of users.

The architecture of our privacy-preserving activity recognition framework is depicted Figure 8. Firstly, IoT devices (e.g. smartwatch) or directly the smartphones perform the data acquisition (❶). In both cases, these raw data are stored locally on the smartphone. The client application then performs the preprocessing, the segmentation and the features extraction following the methodology described in Section 2. On the basis of our analysis on the importance of features, this feature extraction only concerns the 19 features identified as important (Section 4.4). Moreover, the client conducts the normalisation of the features identified as leading to the re-identification of users. All these normalisations are described in the following sub-section. As all the aforesaid actions performed on the smartphone only concern the associated user on one batch of data (i.e., one day for instance), the resulting computational cost is cheap. On a commodity computer, these operations applied on all the data of one user spend 2.5 seconds in our experiments. Secondly, the client application associates a random pseudonym to each
Figure 8: Architecture of our framework: the user smartphone is leveraged to extract relevant features and only these features are uploaded periodically to the application server.

timestamped batch of features before to periodically upload them to the application server (❷). The client application then sends to the hospital practitioner the list of pseudonyms associated to its identity (❸).

When a batch of features is received by the application server, it stores this information in a database (❹). Consequently, each batch in this database does not contain the identity of the user but a random pseudonym. The application server then periodically performs the classification to detect the activity associated to each batch of features.

Finally, when the hospital practitioner wants to monitor the activity of a specific user, firstly it retrieves locally all the pseudonyms associated to the specified user and then requests the application server to have the activity history of the specified pseudonyms (❺).

5.2 Normalisation

In order to limit the re-identification of users, we propose a normalisation scheme which generalises the effect of the different descriptors identified as important for the task of user re-identification. In other words, we try to mitigate their characteristics allowing the re-identification of the user without removing them completely because they also have an impact on the recognition of activities. Given the data from the sensors noted \( S \) and of size \( n \), applying the normalisation approach on \( S \) will output the so-called "normalised data" noted \( S^* \). In this work, we distinguished five normalisations, each of them referring to the features in the frequency domain listed in Table 2. Regarding the temporal features, we simply delete them.

5.2.1 Normalisation by mean. (Y_gyro_mean)

\[
S_i^* = S_i - \mu + \mu^*, \quad i \in [0, n],
\]

with \( \mu \) and \( \mu^* \) being respectively the data means before and after normalization.

5.2.2 Normalisation by interquartile range. (Y_gyro_irq)

The interquartile range (IQR) is a measure of statistical dispersion, being equal to the difference between 75th and 25th percentiles.

\[
S_i^* = \frac{S_i}{IQR} IQR^*, \quad i \in [0, n],
\]

with \( IQR \) and \( IQR^* \) being respectively the data interquartile ranges before and after normalisation.

5.2.3 Normalisation by standard deviation. (Y_grav_std)

\[
S_i^* = \frac{S_i}{\sigma} \sigma^*, \quad i \in [0, n],
\]

with \( \sigma \) and \( \sigma^* \) being the data standard deviations before and after normalisation.

5.2.4 Normalisation by root mean square. (Z_grav_energy)

\[
S_i^* = \frac{S_i}{\sqrt{\frac{1}{n} \sum_{j=1}^{n} S_j^2}}, \quad i \in [0, n].
\]

5.2.5 Normalisation by maximum and minimum. (X_grav_max)

\[
S_i^* = (S_i - Min) \frac{newMax - newMin}{Max - Min} + newMin, \quad i \in [0, n],
\]

with \( Max \) and \( Min \) being respectively the maximum and minimum of the original data and \( newMax \) and \( newMin \) the maximum and minimum of the normalised data.

The reference values after normalisation for mean, IQR, standard deviation and newMin and newMax were chosen by taking the average of the values before normalisation.

6 EVALUATION OF OUR FRAMEWORK

We carried out an extensive evaluation of our framework. In this section, we start with a description of the comparison baselines (Section 6.1) before evaluating the performance of our approach in term of utility-privacy trade-off (Section 6.2).

6.1 Comparison Baselines

To highlight the benefits of our approach, we compare the performance of our framework with that of two alternatives. The first alternative follows a perturbation scheme. Similarly
to [1] that applies a perturbation scheme in the frequency domain of aggregated time series in the context of location privacy, this alternative (called perturbation) adds a Gaussian noise in the signal in frequency domain before the extraction of features. The second alternative is based on simply the removing of features identified as leading to the user re-identification (Section 4.4). The incentive behind this alternative (called suppression) is that without these features, the re-identification is harder.

6.2 Privacy Improvement

Figure 9 reports for our solution and the baseline approaches the trade-off between the utility captured by the accuracy to recognise the activity and the privacy captured by the accuracy to re-identify users. For the baseline based on the suppression of features, each point of the curves corresponds to the deletion of a feature (from the 8 selected ones for the re-identification task). For the baseline based on perturbation, in turn, each point refers to the addition of an increasing fixed amount of noise (noise is centered on zero and its standard deviation is, for each point, increased by 2). Finally, in our framework, each point corresponds to the normalisation of a growing number of features (in order of increasing importance).

Results show that the suppression approach (slope: 0.12) seems the most advantageous in terms of compromise between utility and privacy. However it is very quickly limited by the number of selected features and therefore in privacy and utility metrics; for instance the best obtained performance are respectively 0.66 and 0.93. The perturbation approach (slope: 0.34) is very effective in loss of identification however at the cost of a very important loss of utility too, with for best performance in privacy and utility metrics respectively 0.51 and 0.84. Our approach is between the two (slope: 0.21) and provides the best utility and privacy trade-off (respectively 0.87 and 0.33). Our approach based on normalisation gives a better control on the weight of each feature in the protection, unlike the suppression approach for which limits their impact to consideration or not.

Lastly, we also considered an adversary that trains a classifier only with features leading to the re-identification (Table 2), in this case the accuracy in term of re-identification is less efficient than with our framework (0.17).

7 RELATED WORK

With the technological advances of recent years, the medical domain is changing fast raising important privacy issues. For instance, new high throughput DNA sequencing technologies have drastically reduced the price and democratized DNA analysis. Due to the highly sensitive nature of this data, an important research area has emerged to address the quantification of the risk associated to this information and to protect it [5, 36]. The widespread adoption of medical IoT has also introduced new security and privacy questions and concerns. These security and privacy concerns emerge at multiple stages in the life-cycle of the data [31]. In the data transmission for example, [38] proposed a method to capture network traffic from medical IoT devices and automatically detect clear-text information that may reveal sensitive medical conditions and behaviors. [3], in turn, presented PDI, a framework which aims to prevent an adversary from inferring certain sensitive information about subjects using the encrypted data that they disclosed during communication with an intended recipient. Other approach such as the NeuroSENS architecture [13] tries to improve the security and the privacy of neurological gait monitoring at several levels (data storage, mobile and web apps and data transmission). Although gesture recognition attracts many attention currently [37], to the best of our knowledge, our work is the first one that addresses the protection of data dedicated to activity recognition through wearable devices in the medical domain. The identification of relevant features for both the activity recognition and the user re-identification is also novel.

Several well known reported user re-identifications have shown that hiding explicit identity information through pseudonymity is not enough to guarantee the anonymity of users [22]. Indeed, many criteria lead to uniquely identifying users. Previous researches have shown that individuals can be identified from their mobility [8, 23], their touch-based gestures on touch-screen devices [24], or their Web browsers [11] to name a few. Following these studies, we also demonstrate in this paper that an user can be easily identified from its gestures collected by sensors.

Compared to other approaches that obfuscate independently every record [4], only features leading to the re-identification of users are obfuscated. In addition, although this obfuscation based on a normalization does not provide the same privacy guaranty as other generalization-based approaches ensuring k-anonymity, the utility (i.e., activity recognition) remains high while providing a good privacy (i.e., a small re-identification rate).

Lastly, splitting sensitive information (i.e., both the identity of users and their data) on different nodes have already showed its benefits in terms of privacy [17, 27]. In addition, by processing the signals at the edge of the network on the smartphone of users, our framework inherently reduces the

![Figure 9: Our framework provides a better utility and privacy trade-off than baseline approaches.](image)
operational costs of the application [9] and strengthens the control of users on their data.

8 CONCLUSION

We present a privacy-preserving IoT framework in the context of activity recognition for healthcare monitoring with wearable devices. Our framework processes the signal and extracts relevant features locally on the user smartphone. In addition, according to the observation that the frequency-domain prevails in the user identification task, a normalization is performed on the frequency-based features to obfuscate the re-identification of users. Finally, only a set of features unlinked to the identity of its owner is uploaded to the application server which is then able to recognize the activity of the users with a high accuracy while reducing the risk of user re-identification. An extensive validation of our framework has been performed on reference data sets yielding good results in terms of privacy-utility trade-off: a high activity recognition with few user re-identification.
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