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Abstract—A huge volume of data is produced every day by social networks (e.g. Facebook, Instagram, Whatsapp, etc.), sensors, mobile devices and other applications. Although the Cloud computing scenario has grown rapidly in recent years, it still suffers from a lack of the kind of standardization that involves the resource management for Big Data applications, such as the case of MapReduce. In this context, the users face a big challenge in attempting to understand the requirements of the application and how to consolidate the resources properly. This scenario raises significant challenges in the different areas: systems, infrastructure, platforms as well as providing several research opportunities in Big Data Analytics. This work proposes the use of hybrid infrastructures such as Cloud and Volunteer Computing for Big Data processing and analysis. In addition, it provides a data distribution model that improves the resource management of Big Data applications in hybrid infrastructures. The results indicate the feasibility of hybrid infrastructures since it supports the reproducibility and predictability of Big Data processing by low and high-scale simulation within Hybrid infrastructures.
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I. INTRODUCTION

Mankind is producing an ever-increasing amount of data. According to the National Security Agency (NSA)\(^1\), by 2020 there will be around 40 Zettabytes (40,000,000 Petabytes) of data that will require processing of some sort. This volume of data requires processing capabilities beyond those that the current IT infrastructure can provide. In addition, the data input can originate from different sources, such as social interaction, scientific research, business activities and government decisions [1].

Although, Cloud Computing (Cloud) has grown rapidly in recent years, it still suffers from a lack of standardization and the availability of management resources [2]. Private clouds are used exclusively by a single organization, that is able to keep careful control of its performance, reliability and security, but might have low scalability for Big Data processing requirements. Public clouds, on the other hand, have an infrastructure that is based on a particular Service Level Agreement which provides services and quality assurance requirements with resources regarding processing, storage and bandwidth. The Cloud Service Provider (CSP) manages its own physical resources. This interface might vary depending on the provider, but maintains properties like elasticity, isolation and flexibility [3].

MapReduce (MR) [4] is a programming framework proposed by Google that is currently adopted by many large companies and has been employed as a successful solution for data processing and analysis. The most popular open-source implementation of MR is the Hadoop [5], [6], which is used for deploying Hadoop clusters as the basis for several Big Data analytics.

The emerging systems are highly heterogeneous environments with variable structures, where resources can be added or removed if necessary [7]. The hybrid infrastructure in this work can be defined as a mix of public or private Cloud with Volunteer Computing (VC), similar to the environment explored by [8]. This work proposes the use of hybrid infrastructures such as Cloud and Volunteer Computing for Big Data processing and analysis. In addition, the work provides a data distribution model to improve resource management for Big Data applications in hybrid infrastructures. Further, a new platform for the hybrid infrastructures, proposed in previous work [9], called SMART, enables the deployment of VC and Cloud. Besides, a simulator called BIGhybrid [10] was designed by the features required for this infrastructure. It can be considered as a toolkit for Big Data analytics. Hence, a set of strategies will be defined and evaluated for the use of VC and Cloud in hybrid infrastructures.

This work is structured as follows. Section II carries out a review of related works. Section III describes the proposed model and its structure. In addition, the strategies for data and task distribution are discussed. Section IV describes the methodology, the experiments and the obtained results. The conclusions and suggestions for future work are outlined in

\(^1\)The Next Wave, Vol. 20, No. 4, November 2014
Section V.

II. RELATED WORK

This section aims to examine the infrastructure initiatives for implementing Big Data in homogeneous and heterogeneous environments. Some of these initiatives lead to hybrid infrastructures in private and public Cloud. However, it is very unusual to find an evaluation of hybrid environments which include a Volunteer Computing platform, in the context to Big Data and particularly that of Geo-distributed environments. Thus, the strategies adopted for different Big Data platforms are summarized and evaluated regarding the related work, which is closer to the presented hybrid model.

A. MapReduce in a Heterogeneous Environment

The MapReduce model was originally conceived for large homogeneous cluster environments. As a result, some simplifications were made to the model aiming to optimizing the task distribution. However, these adjustments may entail system degradation in heterogeneous environments. The work of Zaharia et al. [11] was the first study to detect these problems. Their study points out that there are some concerns over the changes of the MapReduce model since it may lead to an excessive number of speculative tasks. To overcome this problem, the authors proposed LATE (Longest Approximate Time to End), which is a new task scheduler. Although LATE does not completely avoid speculative tasks, it considerably reduces performance degradation in heterogeneous environments.

Some works focus on adapting MapReduce algorithms to volatile and heterogeneous environments. One of the first proposals was the MOON project (MapReduce On Opportunistic Environments) [12], a hybrid model for voluntary computing which assumes that the system consists of volatile and reliable non-volatile machines. The aim of the authors was to investigate whether there was a hybrid design which would be able to provide a high degree of data availability in volatile environments. Their solution involves applying the LATE algorithm and loss of data from the volatile machines is overcome by replicating data in reliable machines.

BitDew-MapReduce (BitDew-MR) [13] is a MapReduce implementation adapted to a volatile environment, that has already been combined with Cloud like a hybrid infrastructure to improve performance and reduce costs through the bag-of-tasks application. The fault-tolerance system needs a synchronization schema, as pointed out by [14], where transient and permanent failures can be handled. A barrier-free computation is implemented to mitigate the host churn behavior [15].

MRA++ (MapReduce with Adapted Algorithms for Heterogeneous Environments) adapted MapReduce algorithms to heterogeneous environments with the aim of addressing the main problems originating from the simplification of the MapReduce model [15]. Thus, the developed algorithms allow the use of data-intensive applications in large-scale environments through the use of the Internet. The strategy adopted in this work is to examine three areas of the MapReduce implementation: grouping, data distribution and task scheduling. The data is distributed in accordance with the heterogeneity of the machines to prevent a large increase of execution time. The machines are grouped according to their computational capabilities.

B. MapReduce across Multiple Clouds

Organizations are increasingly relying on an infrastructure from multiple providers as a means of increasing fault tolerance and avoiding provider lock-in. When multiple Clouds (hereafter also described as Multi-Cloud) are involved, the application deployment becomes complex. A Multi-Cloud infrastructure contains various configuration choices and can change its requirements and workloads dynamically at the time of execution. In this context, multiple cloud infrastructures, like clouds in heterogeneous environments, need different levels of configuration, such as the operational system, service containers and configuration capabilities [16].

The study of Tudoran et al. [17] argues that there are two methods for modeling complex infrastructures. The analytical model uses low-level details like workloads and characterizes their ability to predict performance. The sampling method as an active approach which does not require any previous knowledge of the infrastructure of the users in public clouds. Because of this, the authors introduce the GEO-DMS a sample-based category for modeling that monitors the environment through agents. The model registers the correlation between performance (execution time) and cost-effectiveness (finance), and imposes budgetary constraints in the interests of safety.

The system used for the geo-distributed data analytics in the work of Ji and Li [18] involves adopting a centralized approach where a significant amount of bandwidth is consumed, which leads to a poor performance. In addition, this approach must be subject to new constraints, such as concerns about privacy. The distributed execution is a strategy that transfers computations to local data centers and then aggregates the intermediate results for further processing. Thus, this execution method can lead to low latency since it involves a distributed execution, although several approaches fail to take account of the constraints in data movement.

C. Big Data in Hybrid Systems

In a Hybrid Cloud environment, the data centers are interconnected by means of slow links. The data is moved from the private to public Cloud when a new VM allocation is required to improve a task performance. The data locality and data movement are a challenge for accelerating iterative MapReduce in Hybrid Clouds because iterative applications reuse invariant input data [19]. Furthermore, since the extra resources represent an additional cost for data movement, the trade-off between performance gains and benefits must be evaluated.

These issues are evaluated in the work by Clement et al. [20] which addresses iterative MapReduce problems in a Hybrid IaaS Cloud environment. The authors argue that it is essential to improve data locality in a hybrid Cloud environment. The aim of the strategy is to extend the original fault-tolerance
mechanism of HDFS and deploy data replicas from an on-premise VM in a private Cloud to another allocated off-premise VM in a public Cloud as if it were an external rack in the HDFS.

In the work of Tang et al. [8] the authors implement a layer to create a hybrid distributed file system (HybridDFS) with reliable data storage clusters in Cloud and unreliable data storage in desktop grid. Each data chunk in volatile nodes has at least one replica distributed for different volunteer PCs or cluster nodes. This means, it is possible to check the feasibility of using hybrid infrastructures such as Cloud and VC.

A next generation data processing engine has been designed that is based on Lambda Architecture [21]. This architecture makes it possible to build Big Data systems as layers that can satisfy the properties of getting low latency readings and updates without impairing the robustness of the system.

The Apache Flink, previously called Stratosphere, is a data analytic framework that follows the Lambda Architecture and enables the extraction, analysis and integration of heterogeneous datasets [22]. Flink has a flexible pipeline that enables several map-reduce and extended functions.

Although there have been several works that address this issue, there are still many open-ended problems about Big Data in Cloud environments. In addition, the geographically distributed environment has not been explored yet in hybrid infrastructures. The combination of VC resource allocation with Cloud environments for data-intensive applications, is a possible line of inquiry that could be explored to allow the available resources to be freely exploited. This work seeks to explore this and define what the reasonable constraints are for the development of a hybrid Infrastructure model that can make it possible to achieve this goal.

III. The Hybrid Infrastructure Model

The Cloud infrastructure is comprised of providers with heterogeneous hardware and the environments may need the specifications of configuration parameters at several levels such as the operating systems, service containers, and network capabilities [16]. When there are many cloud providers with heterogeneous environments and configurations, a hybrid infrastructure often has to use an orchestrator to manage the results and data input from users. This infrastructure enables highly heterogeneous machines to be used.

On the basis of previous work carried out in MR for hybrid infrastructures [10], Figure 1 illustrates the solution proposed here that involves a hybrid model which depicts a Global Dispatcher and Global Aggregator. This concept can be used as an infrastructure for services that rely on multiple data abstractions. The Global Dispatcher that is located outside the cloud, is a layer that handles task assignments and the management of user-provided data. The layer decouples the data storage system and manages policies for splitting and distributing data in accordance with each system. The Global Aggregator obtains data output from both systems and merges them to obtain the final dataset.

The Global Dispatcher handles the task assignments and input data from users. It is a centralized data-driven subsystem that manages remote data localization, and policies for the splitting and distribution of data, in accordance with the needs of each system. The working principle is similar to the publish/subscribe service where the system obtains data and publishes the computing results. This approach is simple, but risks causing a network bottleneck.

Concerning the proposed hybrid infrastructure, we modeled strategies based on off-the-shelves frameworks (e.g., Apache Flink, BitDew-MR, and Hadoop) which establish a feasible platform to evaluate data distribution and task allocation. For instance, BitDew-MR improves computational performance with the use of VC in a hybrid infrastructure. This means the hybrid environment will be simulated through the features from the Flink for the Cloud and BitDew-MR for the Volunteer Computing. The Flink framework and BitDew-MR are considered like subsystems from the hybrid infrastructure. This environment must make it possible to evaluate the best strategies for data distribution and task allocation, and hence make it feasible to establish the platform for Big Data executions.

A. Model of strategies for data and task distribution

This section provides a conceptual basis for strategies to use hybrid infrastructures. The evaluation is presented in Section IV. The hybrid infrastructures have several features that are related to distinct resources. So, consider that a user must launch his applications in an infrastructure where himself must choose the best resources for Cloud and Volunteer Computing (VC) for composing a hybrid infrastructure. Thus, each resource can have a different abstract specification, the user will be able to know which resource is faster, through a simulated environment, before choosing the resource, as follows.

A CSP offers resources that represent VM instances of a hardware \( H_{vm}(i) \), where \( i \in VM \). Each VM represents a set of heterogeneous resources that are related to a number of CPU cores, memory, and storage. Each resource, called \( r_c \), represents a VM and the total amount of the available resources represent a vector \( R_c(n_r) = \{r_{c1}, r_{c2}, ..., r_{cn}\} \) where \( n_r \) is the number of available resources, i.e., \( n_r = [1, 2, ..., n] \) resources. The resource allocation defines the computational capacity in Flops/s of the machine set. The resources are

---

**Fig. 1.** Hybrid infrastructure from a high-level view
homogeneous from the standpoint of the user, because the CSP only enables access to the virtual instances of machines. However, the hardware of the CSPs might be heterogeneous and in general, the user does not have any knowledge of them.

Hence, an allocated resource may have a poorer performance than a single hardware component, when two or more users are running their applications on virtual machines with the same leased hardware. The performance may have a different time rate of execution for each VM, called $\rho$, that is caused by the hardware contention. Its value can be between an interval of $(0,1)$. Thus, the resource allocation ($A_{V_m} \subseteq \hat{R}_v$) of a user ($u$) in Cloud can be expressed in the Equation III.1, where $n \leq n_r$.

$$A_{V_m}(u) = \sum_{i=1}^{n}(1-\rho_i)r_{ci} \tag{III.1}$$

In VC, a donor offers a hardware $H_i(t)$ that will be dedicated to the processing of tasks for an unspecified time period ($t$), where the number of offers to a volunteer resource pool are defined by $l = \{1,2,3, \ldots, m\}$ resources. Any free hardware is related to heterogeneous resources that represent the number of CPU cores, memory, and storage available within a time period. The pool is a set of stable and unstable nodes. The volunteer resources are a vector $\hat{R}_v(H_i(t)) = \{h_1t_1, h_2t_2, \ldots, h_mt_m\}$ where $t_k$ is the time availability in each machine for the users to make use of a free hardware resource in the resource pool. The user cannot define the availability time for a resource because this issue is handled for the user internally by the fault-tolerance mechanism of the platform in a transparent way. However, the user can define a variable $\xi$ which determines the number of unstable nodes in the pool. The variable $\xi$ is within the range of an interval $(0,1)$. The VC maintains connections through the Internet. In addition, data transference will depend on the bandwidth $\beta_t$ between these nodes and the total bandwidth $\beta_k$ available in the CSP channel. The allocation of VC resources ($A_{VC} \subseteq \hat{R}_v$) of a user ($u$) is represented by Equation III.2.

$$A_{VC}(u) = \sum_{k=1}^{m}(1-\xi)h_k \tag{III.2}$$

The performance model has a component that represents the Cloud Allocation with stable VMs and a VC allocation that depends on a rate corresponding to $\xi$ that defines the ratio of the unstable nodes and might be influenced by the available bandwidth ratio. This model shows the effects of the job execution on the data-intensive applications. Choosing the best features of the platform and data distribution for the environment are crucial factors that are required to mitigate these effects. Thus, the performance of an allocation $P(A_u)$ of a user $u$ is defined by Equation III.3.

$$P(A_u) = \sum_{i=1}^{n}(1-\rho_i)r_{ci} + \sum_{k=1}^{m}(1-\xi)h_k \tag{III.3}$$

Cloud allocation  VC allocation

The hybrid infrastructure scenario in this study consists of five key components: workers, orchestrators, the dispatcher, aggregators and CSPs. Figure 2 represents these components and shows the data flow for this scenario. The workers are grouped according to their computational capacity to integrate a VC that provides a pool of computational resources for a user in a private mode. This private mode means that no other user can employ the allocated resources until the user himself releases them to the resource pool.

An orchestrator (built in the dispatcher module) receives the data which is assigned as user tasks and transformed into a “job”. After this, the dispatcher partitions the data and tasks on the basis of their computational capacities and assigns them to VC and Cloud. In a hybrid infrastructure, each system processes its own data by grouping the intermediate data in a last Reduce phase within the Cloud to produce a single result in the aggregation stage. The Shuffle occurs in parallel with the Map phase. This begins when the Map tasks that have been completed achieve at least 5% (a Hadoop standard) and in the case of Cloud, assume that the execution of Reduce begins after all the Map tasks have been fulfilled.

The time $T_i$ (in Equation III.4) of a MapReduce job in a hybrid infrastructure (inspired by the equations of Ohnaga et al. [23] and Khan et al. [24]) consists of a maximum value between the execution time in Cloud ($T_c$) and VC ($T_d$) added to the time of the data integration (called $T_i$). The $T_i$ time includes the transfer of intermediate data ($T_e$) from the VC to Cloud through an Internet link, and the time of the additional Reduce phase to produce a single Reduce. Our system is different from other approaches because it includes the integration time to produce a single and consistent result for Big Data processing.

$$T_i = \max(T_c, T_d) + T_i \tag{III.4}$$

The user submits a job ($J$) that will execute a workload across a set of selected resources ($S$) from all of the available resources in Cloud and VC ($R$) (where $S \subseteq R$). When pending tasks occur for a job launch, the system scheduling allocates one free slot per time to each machine in the whole resource pool, and after this, will allocate the other pending tasks in one free slot for each machine and so on. This process sets off execution waves ($w_j$) which are limited to the maximum
number of allocated resources since the workload is larger than the computation resources available. These waves are rounds of successive executions $G = \{1, 2, 3, 4, 5, \ldots, n\}$ that continue until all the $n$ tasks have been completed. The execution waves are defined as follows: $w_j \in G \subseteq J$.

The concurrent tasks define execution spaces, called slots, in each machine and the number of free slots determines the amount of parallel work. As discussed previously, the Shuffle phase occurs at the same time as the Map phase if there is more than one execution wave. Thus, the time spent on data transfer (called $T_S$) must be reduced to the max time of the last Map phase in the last wave. Therefore, the sum of the max time for the Map and Reduce phase in each wave is added to the $T_S$ time.

The strategy of data distribution, in the Global Dispatcher module, seeks to maximize the use of the VC resources, while at the same time, reducing the Cloud allocation resources. This is carried out without increasing the execution time when compared with a single Cloud implementation and the data-split will include the execution waves in the dispatcher to achieve this aim.

The MapReduce execution occurs in waves because the machines begin the tasks and finish almost at the same time. Then, the total resources ($R_{TC}$) are the sum of Vm instances ($V_m(i)$) multiplied by the Map free slots of a machine ($s_{Mc}$). Slots represent the simultaneous execution tasks on the machine. The Equation III.5 introduces the $\Phi$ relation that is the result of the total workload in Cloud ($W_c$) (equivalent to chunk numbers) divided by the available resources in Cloud ($R_c$). When $\Phi_C = 1$, then all the resources are busy, and there is a full execution wave. That is, $\Phi$ relation summarizes the workload for each infrastructure.

$$\Phi_C = \frac{W_c}{R_c}, \text{where } R_c = \sum_{i} V_m(i) \text{ and } R_c \subseteq R_{TC} \quad (III.5)$$

In finding the best data distribution, it is necessary to take half of the machines to Cloud and VC. The job in hybrid systems has two executions and to achieve a good load balance, the $\Phi_{Ch}$ relation in Cloud must be balanced to $\Phi_{VC}$ relation. The best strategy is to use Equation III.5 to find the load balancing. Equation III.6 reflects the $\Phi$ relation in Cloud hybrid and VC, where $C_{Ch}$ and $C_{VC}$ are the chunk size in Cloud Hybrid and VC respectively, and $C_k$ the chunk size for a single execution in Cloud.

$$\Phi_{Ch} = \frac{C_{Ch}}{C_k} \times \frac{W_{Ch}}{\sum_{i} V_m(i)} \Phi_{VC} = \frac{C_{VC}}{C_k} \times \frac{W_{VC}}{\sum_{i} M_{VC}(i)} \quad (III.6)$$

Finally, the best load balance is achieved when Equation III.7 is verified, this relation defines the data distribution related to the number of Cloud and VC resources which is the goal of the data load balance strategy.

$$\Phi_{Ch} \leq \Phi_C \Leftrightarrow \Phi_{VC} \leq \Phi_C \quad (III.7)$$

IV. Evaluation

This section provides the evaluation of data distribution model strategy for Big Data processing and analysis in hybrid infrastructures.

The strategies seek a minimal rate $\xi$ to define the ratio between VC and Cloud nodes, also the data load balance to improve the computation resource allocation in a hybrid infrastructure. The workloads are real-world executions that have their origin in Big Data applications of companies like Yahoo (YH) and Facebook (FB) [25]. The YH and FB clusters have 2,000 and 3,000 machines respectively. Although the type of jobs at Facebook can change significantly from one year to another, the purpose of this scenario is to cover real-world environments. On the basis of this scenario, around 1,800 simulated experiments were conducted with the BigHybrid simulator with the aims of finding compatible low and large-scale patterns in hybrid infrastructures.

A. Simulated Experiments in Hybrid Infrastructures

This subsection describes a simulated environment setup to validate strategies in hybrid infrastructures. The evaluation of the strategies for the use of hybrid infrastructures in Big Data is divided into low-scale, middle-scale and high-scale experiments.

The computational capacity of the processors in the simulated experiments is equivalent to an Intel Xeon E5506 - 2 Cores, 4M Cache, 2.13 GHz ≈ 5 GFlops and the computational capacity in a volatility environment represents a distributed value between 4 to 6 GFlops, for all of the experiments. The configuration is similar to what was found in Yahoo and Facebook by the evaluation made by Yanpei [25]. For analytical purposes, the computational consumption is defined by workloads of 64, 32 and 16 MB chunk size. The network, workload and the machines numbers vary in each experiment. The number of the Reduce tasks is equal to twice the machine number.

The first experiment has more tasks than resources ($T > R$) with a workload of 512 tasks (chunk size 64 MB) and 128 machines. The hardware and task configurations are the same as in the earlier experiment. The aim of this experiment is to consolidate the observations with regard to the relation of data distribution between Cloud and VC. Figure 3 shows eight executions ranging from A to H at the top of the chart. The chunk size and input data are described in the graph for each execution for Cloud (C) and VC. The red line indicates the time for a single Cloud deployment, equivalent to 1,232 seconds. The concurrent task execution in the y-axis is measured in seconds, and the number of the machines for Cloud and VC (Cloud/VC) in the x-axis is measured in units. The experiment shows that the data distribution for this scenario achieves the best load balancing when Equation III.7 is true. The A, B, C and D executions shown in Figure 3 have a performance that is acceptable in this case.

However, when there is more resources than tasks ($R > T$), a lower limit ($\Phi_C = 1$) is established, this makes sense if we imagine that all tasks are running in a single wave. Table I
shows that is possible to establish an upper limit for the $\Phi$ relation for Cloud and VC which is independent of the time execution and has a value of $\Phi \leq \Phi_C$. Thus, the relationship for the resource distribution can be summarized as $1 \leq \Phi \leq \Phi_C$. This relation enables the machine quantities to be defined in a hybrid infrastructure through an initial simulation of Cloud execution and then to determine the data distribution for the hybrid infrastructure. This means both load balance from the Cloud and Volunteer Computing are bound by the $\Phi$ relation.

### Table I

<table>
<thead>
<tr>
<th>Relation</th>
<th>Cloud</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Phi_C/\Phi_{VC}$</td>
<td>4/4</td>
<td>4/4</td>
<td>4/4</td>
<td>4/4</td>
<td>4/5</td>
<td>3/6</td>
<td>3/7</td>
<td>3/7</td>
<td>3/7</td>
</tr>
</tbody>
</table>

Figure 4 shows the impact of volatility on performance for the same execution profile of Figure 3. The letters (a) and (b) correspond to the A and B executions in Figure 3 respectively. The y-axis measures the time in seconds and the x-axis represents the percentage of volatile machines. The first time execution on the left (for all the Figures) represents an implementation without volatility, for comparative purposes, which is the basis of the incremental volatility nodes made in the offsets of 5% to 35%. The experiments show the behavior of the task executions with a networking of 10 Mbps bandwidth. The line red represents the execution time of 1,232 seconds in a single Cloud.

The impact of volatility is sensitive for tasks with a chunk size ranging from 32 to 64 MB due to the overhead of data copy when a machine has a shutdown. The low bandwidth of the network affects the data transfers considerably. The experiments suggest there is an operational flexibility in volatile environments when 20% to 25% of machines have a shutdown without any serious degradation of performance. The chunk sizes for this scenario is 32. However, losing 1/4 of machines in VC can produce a high latency in a slow Internet link. The VC environments can remain relatively stable in some scenarios but do not have a behavior that is easily predictable. Another factor is that is necessary to evaluate the strategy of the mechanism to improve the performance of Big Data in a hybrid infrastructure, as discussed earlier. In a volatile environment, the machines may have an overhead with a data copy to rebuild replicas, since they might experience long timeout periods, which can allow for the Fault-Tolerance Mechanism (FTM) to take account of false-negatives in the execution behavior. The FTM was detailed in previous work [10].

Figure 5 shows several VC job executions with the aim of determining the behavior in a high-scale and Table II shows the number of machines and workloads. The executions run with a 64 MB chunk size. The experiment in a single Cloud runs in 901 seconds on 2000 machines and a workload of 9088 chunks. The red line in the Figure 5 indicates the time of this execution in a high-scale. The y-axis measures the parallel tasks in a VC environment in seconds for each execution and the x-axis measures the bandwidth. The different jobs are represented with colors, as indicated in the caption. The different jobs are represented with colors as indicated in the caption of the Figure, and each Job shows its $\Phi$ relation to Cloud and VC respectively. The $\Phi_{VC}$ relation (VC relation) is maintained according to the earlier estimate.

The experiment in high scale shows that the behavior is different between operations of medium and low-scale. This can be explained by the large number of machines in the network and the administrative overhead needed to manage the
data transference in the Internet. In some case, the execution is possible from 50 MHz to 300 MHz bandwidth, but the best performance occurs with 300 MHz bandwidth. However, a thorough cost analysis can determine other data distributions where the borderline for the Cloud execution may be exceeded without any loss of quality in the solution. The results indicate a cost reduction ranging from 10% to 50% in the worst and best case scenarios respectively, in comparison with a single Cloud execution.

This scenario demonstrates that a slight variation in workload can lead to behavioral changes in the VC environment. Thus, hybrid infrastructure with high workloads require orchestrators to control data transfers and the task synchronization.

B. Discussion

The results of the simulated experiments established strategies for using hybrid infrastructures based on behavior patterns of job executions in Cloud and VC.

Since an optimal allocation is difficult to achieve, strategies to obtain an approximation can be accepted, as argued by Mashayekhy et al. [26]. The $\Phi_{Ch}$ and $\Phi_{VC}$ parameters used to find Cloud and VC resources, establish a suitable number of machines to achieve an acceptable performance and good approximation. As well as this, these settings help inexperienced users to locate the number of Cloud and VC machines without the need for a previous knowledge of the CSP infrastructure, which can be considered to be one of the benefits of this study.

The relation between workload, number of machines and load balance can be viewed as a significant contribution to providing a data load balance and reducing the data transfers between machines from 39.1% to 57.14% in the worst and best case scenarios, respectively. These values are compatible with the work of Tudoran et al. [17] who achieved a reduction of 50% with a relative error from 10% to 15%. The relation where $1 \leq \Phi \leq \Phi_C$ is particularly stable in all the scales regardless of bandwidth.

V. Conclusions

Cloud computing has changed the way applications are developed and ported in geographically distributed infrastructures. Clouds can offer several services, by providing dynamic features as well as being a suitable scenario for building Big Data applications and their range of components. However, the resource management for intensive applications, such as MapReduce applications, remains an opened topic due to the wide use of resources at run time [27], [28]. This problem can be even worse if the users do not manage their application resources properly, and can leading to problems of cost effectiveness.

The proposed evaluation found behavioral patterns which enable their deployment in hybrid infrastructures (in low and high scale) and established a set of strategies such as: i) The relationship between the execution time and the number of volatile nodes; ii) The relationship between resource distribution in Cloud and VC; iii) The relationship $\Phi$ between Cloud and VC; iv) The relationship between the load balance and number of machines; The results are summarized in Table III and suggest that the hybrid infrastructures have an operational continuity in an environment with up to 25% of unstable nodes in the worst case scenario without a loss of performance and with 3 replicas which is the Hadoop standard.

The $\Phi_{Ch}$ and $\Phi_{VC}$ parameters designed to find Cloud and VC resources, established that there were a number of suitable machines that could achieve an acceptable performance. The $\Phi$ relationship between Cloud and VC can help the users to find resources that are adapted to their workloads.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Strategies</th>
<th>Aim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volunteer hosts</td>
<td>$5% &lt; \xi &lt; 25%$</td>
<td>Achieved</td>
</tr>
<tr>
<td>Cloud resources</td>
<td>$\Phi_{Ch} = \frac{C_{Ch}}{\xi} = \frac{W_{Ch}}{\sum W_{M}(i)}$</td>
<td>Achieved</td>
</tr>
<tr>
<td>VC resources</td>
<td>$\Phi_{VC} = \frac{C_{VC}}{\xi} = \frac{W_{VC}}{\sum M_{VC}(i)}$</td>
<td>Achieved</td>
</tr>
<tr>
<td>$\Phi$ relation between Cloud and VC</td>
<td>$1 \leq \Phi \leq \Phi_C$</td>
<td>Achieved</td>
</tr>
<tr>
<td>Data load balance</td>
<td>$\Phi_{Ch} \leq \Phi_C \iff \Phi_{VC} \leq \Phi_C$</td>
<td>Achieved</td>
</tr>
</tbody>
</table>

In future works, several activities are needed to build the SMART platform in a real-world environment. First, it is necessary to complete the cost model analysis and the I/O interference of the strategies defined in this work. The mechanism of the decision engine can assist some strategies of this work when deployed as a decision heuristic model.
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