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## Previously, on learning local substitutable languages. .

## ICGI'12-14, PhD thesis of Gaelle Garet 2014

- Learning substitutable ${ }^{1}$ and $k, l$-substitutable ${ }^{2}$ languages $\rightsquigarrow$ Learning $k$, l-local substitutable languages for proteins
$L$ is $k, l$-local substitutable ( $k, l-$-LS $)$ iff

$$
\begin{aligned}
& x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}, x_{3}, z_{3} \in \Sigma^{*}, u \in \Sigma^{k}, v \in \Sigma^{\prime}, y_{1}, y_{2} \neq \lambda \\
& x_{1} u y_{1} v z_{1} \in L \wedge x_{3} u y_{2} v z_{3} \in L \Rightarrow\left(x_{2} y_{1} z_{2} \in L\right.\left.\Leftrightarrow x_{2} y_{2} z_{2} \in L\right) \\
& \text { i.e. }\left[y_{1}\right]_{L}=\left[y_{2}\right]_{L}
\end{aligned}
$$

$$
\begin{array}{ll}
k=1, I=2: & \text { "the man gulped down a coffee in Rennes" } \in L \\
& \text { "a man xertzed a coffee before leaving" } \in L \\
& \Rightarrow[\text { gulped down }]_{L}=[\text { xertzed }]_{L}: \\
& \text { If "a guy gulped down a beer in Wroctaw" } \in L \\
& \text { Then "a guy xertzed a beer in Wrocław" } \in L
\end{array}
$$
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## Today: Learning in polynomial time and data by reduction

- Polynomial time and (thick) data identification in the limit
- Grammars in reduced normal form (RNF)
- ReGLiS ${ }_{\text {core }}$ :
- Single pass algorithm
- Build parsing graph and reduce rule at once
- Returns in polynomial time a CF in RNF, by rejection of "bad" training samples
- Conclusion, perspectives and questions...

Polynomial time and (thick) data identification in the limit

## A class $\mathcal{L}$ of languages is identifiable in the limit from polynomial time and data (IPTD) using a class $\mathcal{R}$ of representation ${ }^{34}$

iff there exist two polynomials $p()$ and $q()$ and an algorithm $\mathcal{A}$ such that:

- Given a training sample $S$ of size $\|S\|$, $\mathcal{A}$ returns a representation $R$ in $\mathcal{R}$ consistent with $S$ in $\mathcal{O}(p(\|S\|))$;
- For each representation $R$ in $\mathcal{R}$ of size $\|R\|$, there exists a characteristic sample ${ }^{\text {a }} C S$ of size at most $\mathcal{O}(q(\|R\|))$
${ }^{a}$ such that $\mathcal{A}$ returns a representation $R^{\prime}$ equivalent with $R$ for any sample $S \supseteq C S$
- The learnability criterion to target for tractable Grammatical Inference
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- The learnability criterion to target for tractable Grammatical Inference
- Importance of representation: DFA are IPTD, NFA are not IPTD
- Not fair for CFG?
${ }^{3}$ C. de la Higuera. "Characteristic Sets for Polynomial Grammatical Inference". In: Machine Learning 27.2 (1997)
${ }^{4}$ R. Eyraud, J. Heinz, and R. Yoshinaka. "Efficiency in the Identification in the Limit Learning Paradigm". In: Topics in Grammatical Inference, 2016


## Compression is disadvantaged in IPTD

- NFA vs DFA: CS for DFA could ensure convergence to target language, but NFA for the language can be exponentially smaller
- CF grammars $G_{n}=\left\langle\Sigma, N, P, N_{n}\right\rangle$ for $\left\{a^{2^{n}}\right\}$ :

$$
\begin{aligned}
& N_{n} \rightarrow N_{n-1} N_{n-1} \\
& N_{i} \rightarrow N_{i-1} N_{i-1} \text { for } 1<i<n \\
& N_{1} \rightarrow \text { aa }
\end{aligned}
$$

representing each a unique string $a^{2^{n}}$, that has to be in CS but whose sizes grow exponentially with $\left\|G_{n}\right\|$.
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In contrast, reduced grammars produced by ReGLiS don't introduce non-terminals which are not needed for the language ( $\sim$ DFA).

```
The reduced grammar for { {a\mp@subsup{2}{}{\primen}}\mathrm{ is }S->\mp@subsup{a}{}{2n}
```

And $k$, I parameters from $k$, $l$-LS should constrain the grammar space...
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- CF grammars $G_{n}=\left\langle\Sigma, N, P, N_{n}\right\rangle$ for $\left\{a^{2^{n}}\right\}$ :
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representing each a unique string $a^{2^{n}}$, that has to be in CS but whose sizes grow exponentially with $\left\|G_{n}\right\|$.

In contrast, reduced grammars produced by ReGLiS don't introduce non-terminals which are not needed for the language ( $\sim$ DFA).

The reduced grammar for $\left\{a^{2^{n}}\right\}$ is $S \rightarrow a^{2^{n}}$.
And $k$, I parameters from $k$, l-LS should constrain the grammar space...
Open question: can we bind polynomially the size of the characteristic sets wrt the size of reduced grammars (or wrt the size of reduced grammars for $k, l-L S$ languages)? Any ideas?

We will thus use here the classical criterion for CFG: IPTtD...

## IPTtD ${ }^{56}$

Thickness of grammar $G: \tau_{G}=\max \{|w(\alpha)|:(A \rightarrow \alpha) \in P\}$ where $w(\alpha)$ is the smallest word derived from $\alpha$
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- For each grammar $G$ in $\mathcal{G}$ of size $\|G\|$, there exists a characteristic sample ${ }^{\text {a }}$ of size at most $\mathcal{O}\left(q\left(\|G\|, \tau_{G}\right)\right)$
${ }^{\text {a such that }} \mathcal{A}$ returns a grammar $G^{\prime}$ equivalent with $G$ for any sample $S \supseteq C S$
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[^6]Class $\mathcal{G}$ of grammars learnt by reduction?

## Learning by reduction principle

## (ReGLiS)

Example with $k=I=1$ on training set: $S=\{\triangleleft I$ see a dog in the street $\triangleright$, $\triangleleft I$ see a cat in the street $\triangleright$, $\triangleleft$ look at a bird $\triangleright$, $\triangleleft$ We look at the dog $\triangleright$, $\triangleleft I$ watch through the window $\triangleright\}$

```
Step 1: build bottom grammar Go = \\Sigma,N,P, No\rangle:
```

/* Axiom */
NO $\rightarrow$ I see a dog in the street | I see a cat in the street | I look at a bird
| We look at the dog | I watch through the window
/* Substitutability classes */
N1 -> I | We
N2 -> I see | I look at
N3 -> see | look at
N4 -> I see a | We look at the
N5 $\rightarrow$ see a
N6 -> a
N7 $\rightarrow$ I see a dog | I see a cat
N8 $\rightarrow$ see a dog | see a cat
N9 -> a dog | a cat
N28 $\rightarrow$ dog | street | cat | window
N11 -> I see a dog in | I see a cat in | We look at | I watch through
N12 -> see a dog in | see a cat in | watch through
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## A first contribution: characterization of reduction's result

## A CFG $\left\langle\Sigma, N, P, N_{0}\right\rangle$ is in reduced normal form (RNF) if:

1. Each non-terminal represents exactly one congruence class

$$
\forall A \in N, L(A)=[L(A)]_{L}
$$

2. Each non-terminal, other than the axiom, has alternative derivations

$$
\forall A \in N, A \neq N_{0}:|\{(A \rightarrow \alpha) \in P\}|>1
$$

3,4. $P$ is the set of fully reduced rules $\forall A, B \in N$ :
3. $\left(B \Rightarrow{ }_{G}^{*} \delta \alpha \gamma \wedge A \Rightarrow_{G}^{*} \alpha\right) \Longrightarrow\left(\exists\left(B \rightarrow \delta^{\prime} A \gamma^{\prime}\right) \in P, \delta^{\prime} \Rightarrow_{G}^{*} \delta \wedge \gamma^{\prime} \Rightarrow_{G}^{*} \gamma\right)$ (existence of reduced rules)
4. $\forall(A \rightarrow \alpha),(B \rightarrow \beta) \in P: L(\alpha) \subseteq L(\beta) \Longrightarrow A=B \wedge \alpha=\beta$ (only fully reduced rules)

- No assumption on the class of languages
- Canonical form for local substitutable languages
- Substitutable languages with a finite set of prime [Cla13] are LS?
- Interesting for strongly-congruential grammars [Sci14]?


## $\mathcal{G}=\mathrm{CFG}$ in RNF

Polynomial running time?

## ReGLiS

## Generalize grammar

```
/* Detect substitutability classes
*/
\mathcal{C}
    /* Discard classes }\rightsquigarrow NT with unique derivation */
\mathcal{P}
/* Build bottom grammar
N\leftarrow{N\mp@subsup{N}{C}{}:C\in\mp@subsup{\mathcal{P}}{S}{}};P\leftarrow{\mp@subsup{N}{C}{}->y:N}\mp@subsup{N}{C}{}\inN,y\inC
    /* Generalize grammar by reduction
R\leftarrowP;
repeat
P\leftarrowR;R\leftarrow\emptyset;
foreach ( N
            /* Reduce rule
            PG}\leftarrow\mathrm{ build_parsing_graph ( }\alpha,P
                foreach }\beta\in\mathrm{ non_redundant_rhs(PG) do
                if }\beta\not\inN\mathrm{ then
                            R\leftarrowR\cup{N林的}
until R=P
return \langle\Sigma,N,R, N[S]
```


## Focus on core of ReGLiS

## Generalize grammar
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## Build parsing graph and reduce rule at once

reduce_rhs $(\alpha, R)$

```
\alpha= I look at a bird
```


increasing span
IPaths $[i, j]$ :


- Dynamic programming algorithm ( $\sim$ chart parsing) Parsing edges and irreducible paths ${ }^{7}$ up to $j$ from:
- Parsing edges and irreducible paths up to $j-1$
- Smaller reduced rules
${ }^{7}$ path encoding a fully reduced rule


## Build parsing graph and reduce rule at once



Irreducible paths from 1 to 6 are $(1,2,6),(1,4,6)$ and $(1,5,6)$ $(1,2,4,6)$ is reducible since it is a subset of $(1,4,6)$
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## Build parsing graph and reduce rule at once



Irreducible paths from 1 to 6 are $(1,2,6),(1,4,6)$ and $(1,5,6)$ $(1,2,4,6)$ is reducible since it is a subset of $(1,4,6)$

- Dynamic programming algorithm ( $\sim$ chart parsing) Parsing edges and irreducible paths ${ }^{7}$ up to $j$ from:
- Parsing edges and irreducible paths up to $j-1$
- Smaller reduced rules
- Complete parsing instead of syntactic matching
- Will enable us to ensure polynomial time...

[^8]
## Ensuring polynomial-time

Parsing graph generating a non-polynomial number of reduced rules:

$|\mid$ Paths $[1, i]|=||P a t h s[1, i-1]|+||P a t h s[1, i-2]|=F(i-1)($ with $F(0)=0, F(1)=1)$
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Parsing graph generating a non-polynomial number of reduced rules:


- This is not the parsing graph for a substitutable language! Implies $N_{\left[\alpha_{2} \alpha_{3} \alpha_{4}\right]} \rightarrow N_{2} \alpha_{4} \mid \alpha_{2} N_{3}$ and thus [ $\alpha_{2} \alpha_{3} \alpha_{4}$ ] prime: there should be an edge between 2 and 4 (or the edge for $N_{2}$ or $N_{3}$ is erroneous).
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- This is not the parsing graph for a substitutable language! Implies $N_{\left[\alpha_{2} \alpha_{3} \alpha_{4}\right]} \rightarrow N_{2} \alpha_{4} \mid \alpha_{2} N_{3}$ and thus [ $\alpha_{2} \alpha_{3} \alpha_{4}$ ] prime: there should be an edge between 2 and 4 (or the edge for $N_{2}$ or $N_{3}$ is erroneous).


## More generally

If an intermediate state is involved in more than one irreducible path, then the language is not substitutable. Otherwise, the parsing graph is said nice (for learning substitutable languages).

We can consider only nice graphs to ensure polynomial time. . .

## Handling "bad" training samples

## Bad parsing graphs

- When more than one irreducible path to (or from) an intermediate state have to be stored, raise an exception
- Exception handling is drastic here: stop everything and return trivial RNF grammar of training sample $S:\left\langle\Sigma,\left\{N_{0}\right\},\left\{N_{0} \rightarrow w: w \in S\right\}, N_{0}\right\rangle$ ( "Wait/ask for a more complete sample")
- Then the number of irreducible paths between start and end positions is at most the number of intermediate positions.
- For a training sample $S$ with $n$ sequences of maximal length $m$ :

```
Time complexity of ReGLiS core is }\mathcal{O}(n\mp@subsup{m}{}{5}
```


## Non-RNF grammars

- The same strategy of raising an exception is used to deal with non-RNF grammars


## Thank God, there are also "good" training samples

Let $G_{R}(L)=\left\langle\Sigma, N, P, N_{0}\right\rangle$ denote the canonical RNF grammar of $L$ in LS
Characteristic sample for $L$

$$
C S(L)=\left\{u w v \in \Sigma^{*}:(A \rightarrow \alpha) \in P,(u, v)=c(A), w=w(\alpha)\right\}
$$

where
$w(\alpha)$ : smallest string generated from rsh $\alpha$
$c(N)$ : smallest context enabling to reach a non-terminal $N$ from $N_{0}$
$C S(L)$ is polynomial wrt the size $\left|G_{R}(L)\right|$ and the thickness $\tau_{G_{R}(L)}$. + ReGLiS $_{\text {core }}$ returns a RNF grammar consistent with $S$ in $\mathcal{O}\left(n m^{5}\right)$ :

## IPTtD Result

$k$, I local substitutable languages are IPTtD using RNF context-free grammars by reduction

## Conclusion, perspectives and questions

## Contributions

- Reduced normal form (RNF)
- ReGLiS ${ }_{\text {core }}$
(Python code soon at http://people.rennes.inria.fr/Francois.Coste/reglis2/)
- Single pass algorithm, building parsing graph and reducing rhs together
- Polynomial time by limitation of the number of reductions
- Raise errors on bad training samples to ensure returning a RNF
- IPTtD result wrt RNF by reduction


## Perspectives

- IPTD result? using only RNF properties, or using also $k$, l-LS properties?
- New insights for improving IPTxxD? (No compression, pol. data wrt smallest word of congruence classes...)
- Do we need to return a grammar in $\mathcal{R}$ before convergence?
- Back to more practical algorithms
- Couldn't we fix the parsing graph instead of stopping generalization?
- We could also use this detection to interact with the user or oracle...
- Better/complete characterization of LS? and their links with substitutable languages with a finite set of prime?
- Learn by reduction other languages than the substitutable ones...

Other questions?
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