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ABSTRACT. In this paper, a hybrid multi-seasonal model is proposed to describe the action of
Radopholus similis with banana plants’ roots. On one side a general Holling type II predator-prey
model with stage structuration of the predators is coupled including a host-parasite dynamic with a
parasite free living stage. On the other side, at a certain period called inter-seasonal time, a de-
cay equation is given, consisting essentially in the exponential decay of free living pest when hosts
are lacking. The switching between these two continuous systems is given by discrete laws and the
switchings are repeated season after season. The proposed model is reduced and analysed and
relevant constants like the basic reproduction number and the minimal inter-season duration for pest
eradication are computed. Numerical simulation are provided.

RÉSUMÉ. Dans cet article, un modèle hybride multi-saisonnier est proposé pour décrire l’action de
Radopholus similis sur les racines des bananiers. D’un côté, un modèle proie-prédateur de Holling
type II avec une structuration par stade des prédateurs est couplé avec une dynamique hôte-parasite
incluant un stade libre des parasites. De l’autre côté, sur un temps dit inter-saisonnier, une équation
de désintégration est donnée, consistant essentiellement en la décroissance exponentielle de la po-
pulation de parasite libre en absence d’hôte. La commutation entre ces deux systèmes continus est
donnée par des lois discrètes et les commutations sont répétées saison après saison. Le modèle pro-
posé est réduit puis analysé et des constantes révélatrices comme le taux de reproduction de base
et la durée minimale d’inter-saison pour l’éradication des ravageurs sont calculées. Des simulations
numériques sont fournies.
KEYWORDS : Mathematical modelling; Radopholus similis; Multi-seasonal model; Semi-discrete
model; Parasit-host dynamics; Slow-fast dynamics; Model reduction;
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1. Introduction
Banana cultures are hampered by several parasitic factors like plant-parasitic nema-

todes, insect pests or soil-borne fungi that seriously threaten the sustainability of these
systems by decreasing yield, causing plant toppling or requiring intensive pesticide use.
The nematode Radopholus similis is the most significant parasitic nematode of the banana
plant and the banana plantain plant in the world [8]. The infestation by the Radopholus
similis causes damages going from simple roots lesion reducing the production to the
fall of the seedlings. These damages are due to the fact that the nematodes destroy the
roots tissue by feeding on. Hence, Radopholus similis is one of the most regulated pests
of banana plant [5] but its control still implies toxic nematicides which are not always
efficient.

After describing briefly the biology of R. Similis, we propose a general model that will
be reduced and summarily analysed then provide some numerical result.

2. Biological background and model formulation
The burrowing nematode Radopholus similis is a phytophagous nematode that attacks

the roots of host plants. Like most nematodes in its family, the Pratylenchidae family, it
is an obligate parasite. The following observations show that, it can only feed on living
roots, which explains why: (i) it occurs mainly in roots and rhizomes, and little in the soil;
the ratio of population density in soil and roots (expressed as the number of nematodes
per gram) is generally less than 1/100; (ii) in roots, maximum densities are observed at
the edges of necrotic areas or between necrotic zones, and not in necrotic root sections
[1]. In absence of host, the population of nematodes therefore decreases. Exponential
model fairy well describes the decay of the nematode population in the absence of a host
[3].

Concerning banana plant biology and cultivation, its roots are continuously produced
until the flowering [2]; subsequently, the newly emitted roots are mainly related to suc-
cessive suckers. After a complete season of culture of banana -10 to 12 months- it is
advisable to remove all the old plant roots before planting healthy suckers, in order to
avoid the nematodes to directly infest suckers roots from the infested roots. The crop ro-
tation or the fallow strategies consisting in leaving the soil free of any nematodes host for
a while in order to insure sufficient decay of nematodes population in the soil and reduce
the infestation.

According to the previous biological background, the following assumptions are
made:

– There are two compartments for nematodes: free nematodes in the soil (P ) and
nematodes infesting the roots (X).

– There is one compartment for healthy roots (S).
– There are several cropping seasons with an inter-season that match the duration of

the fallow or the alternative culture duration.
– During one cropping season, banana roots grow logistically [4] until the flowering.

The duration d until the flowering is usually 7 months and a cropping season usually lasts
tf = 11 months. If τ is the duration of the inter-season, we let T = tf + τ be the combined
duration of the banana cropping and the alternative cropping (or the fallow).



– The logistic growth of the roots during a cropping season is then given by: dS
dt

=

g(t, S) where the function g(t, S) is defined by

g(t, S) = ρ(t)S(1 −
S

K
).

The form of the function ρ(t) within the (n + 1)th season follows:

ρ(t) = {
ρ , t ∈ {0}∪]nT,nT + d],
0 , t ∈]nT + d,nT + tf].

(1)

Where ρ is the growth rate of the roots during the growth phase.
– At the end of a season, the roots of the plants are torn off. We assume that a small

fraction q (that can be null) of infesting nematodes remains in the soil. This fraction
corresponds to the nematodes that leave the roots toward the soil at the removal or the
non-fresh roots that are left in the soil during the removal.

– When free pests contact plant roots (S) with a rate β, they infest the roots and start
feeding on it with a saturated response as well as in Holling type II functional response,
which is well-suited for invertebrates [6]. In the absence of experimental data, it seems
coherent to rely on this functional response, since nematodes are invertebrates.

– The infesting parasites have a natural mortality µ.
– Infesting nematodes use a part of their food to reproduce inside (proportion γ) or

outside (proportion 1 − γ) the roots.
– In the absence of hosts, free nematodes undergo an exponential decay with a rate Ω.
This assumptions result in a three-dimensional semi-discrete model; a switched sys-

tem, coupled to two sets of recurrence equations and one set of ordinary differential equa-
tions, define the model.

During the cropping, i.e t ∈ {0}∪]nT,nT + tf], free nematodes (P ) and infesting ne-
matodes (X) interact with the healthy roots according to the following switching system:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dP (t)

dt
= −βP (t)S(t) + αa(1 − γ)

S(t)X(t)

S(t) +∆
−ΩP (t),

dS(t)

dt
= ρ(t)S(t)(1 −

S(t)

K
) − a

S(t)X(t)

S(t) +∆
,

dX(t)

dt
= βP (t)S(t) + αaγ

S(t)X(t)

S(t) +∆
− µX(t).

(2)

With the initial conditions P (0) = P0, S(0) = S0, X(0) = 0.
Where ∆ > 0 is the half-saturation constant.

In the following, we will term the dynamics of (2) during the {0}∪]nT,nT+d] interval
"the first subsystem of (2)" while "the second subsystem of (2)" will concern ]nT+d,nT+
tf ], with ρ = 0.

When roots are removed, only free parasites and a fraction q of infesting nematodes
survive. So, for t = nT + tf :

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

P (nT + t+f) = P (nT + tf) + q.X(nT + tf),

S(nT + t+f) = 0,

X(nT + t+f) = 0.
(3)

where the + superscript will always indicate the instant that directly follows.
When there is no host plant, i.e t ∈]nT + tf , (n + 1)T ], the remaining free nematodes

undergo a decay:



⎧⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

dP (t)

dt
= −ΩP (t),

dS(t)

dt
= 0,

dX(t)

dt
= 0.

(4)

At the beginning of a new season of banana plants, i.e. t = (n + 1)T , fresh healthy
roots are added through new suckers. The equation translating the process follows:

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

P ((n + 1)T +) = P ((n + 1)T ),
S((n + 1)T +) = S0,
X((n + 1)T +) = 0.

(5)

The system formed by the equations (2 - 5) represents our multi-seasonal nematodes-
banana interaction model. This type of multi-seasonal model exists in the literature for
another nematode, Meloidogyne incognita [7].

3. Model reduction and analysis

Proposition 1 – The problem (2- 5) admits a solution that is unique for any initial
condition and continuous on any interval ]nT,nT + tf ] and ]nT + tf , (n + 1)T ], with
n ∈ N.

– The state variables remain non-negative over the time.

– The tranasition law of free nematodes from one banana cropping season to the next
is given by

P ((n + 1)T ) = [P (nT + tf) + qX(nT + tf)]e
−Ωτ . (6)

Proof.

– The equation (4) with initial condition (3) easily satisfies the Cauchy-Lipschitz con-
ditions. Hence the conclusion directly follows on the intervals ]nT + tf , (n + 1)T ]. Fur-
thermore, each subsystem of equation (2) is a well-posed Cauchy problem. The first
subsystem has P0, S0,0 as initial condition when n = 0 and the initial conditions are
given by (5) when n ≥ 1. The second subsystem has the value of the solution of the
first subsystem as initial condition. Therefore, since S is bounded and the (P,X) dynam-
ics are linearly bounded, the switched system (2) admits a unique continuous solution on
{0}∪]nT,nT + tf ].

– We first consider n = 0 and denote by W = (P,S,X) the state vector and W (0) the
initial condition. As these state variables represent biological quantities, we setW (0) ≥ 0.
The structure of the model then ensures that the state variables remain non-negative in the
course of time. Besides, the discrete rule (5) ensures that if the non-negative orthant is
positively invariant for season n then the initial condition for season n+1 will be positive,
hence the same conclusion will follow for n ≥ 1.

– Let t ∈]nT + tf , (n + 1)T ], n ∈ N.
We solve dP

dt
= −ΩP with initial condition P (nT + t+f) = P (nT + tf)+ q.X(nT + tf)

to obtain P ((n + 1)T ) = [P (nT + tf) + qX(nT + tf)]e
−Ωτ . ∎

The proposition 1 shows that the problem (2-5) is well posed. In the next proposition,
we reduce the first subsystem of equation (2) to a Rosenzweig-MacArthur model, by
introducing a new state variable N = P +S that represents the total number of nematodes
and using the singular perturbation theory.



Proofs of propositions (2 - 4) are left in appendix.

Proposition 2 The first subsystem of equation (2) can be reduced to the system:
⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

Ṡ = ρS(1 −
S

K
) − a

SN

S +∆
,

Ṅ = αa
SN

S +∆
− µN,

(7)

With initial conditions S(nT +) = S(0) = S0, N(nT +) = N(0) = P (nT ).
Where N = P +X; assuming that the primary infestation is very fast (β is high) and

the free pest P tends very fast to 0 and using the singular perturbation theory for slow-fast
dynamics [11]. The states of the second subsystem will then be initialized with the final
values of the first subsystems taking P (nT + d+) = 0 and X(nT + d+) = N(nT + d);

REMARK. — According to Proposition 2, the number of free pest is null in the reduced
first subsystem. That is a good approximation when β has a high value.
Thus, we consider that there is no free pest at the input of the second subsystem of equa-
tion (2) and that, at the same input, the number of infesting parasites X is therefore equal
to the sum N of the two. In the following proposition, we therefore compute the values
of the pest level and the roots biomass in the neighbourhood of the pest free solution.

Proposition 3 In the neighbourhood of the Pest Free Solution (PFS),

– For all n ∈ N and t ∈ [0, d], the solution of equation (7) is given on ]nT,nT + d] by

N(nT + t) = P (nT )e
−µt+ ∫

t

0

αaS∗(τ)

S∗(τ) +∆
dτ

(8)

S(nT+t) = S0−∫

t

0
F (ξ)exp(−∫

ξ

0
ρ(1−

2S∗(τ)

K
)dτ)dξ×exp(∫

t

0
ρ(1−

2S∗(τ)

K
)dτ),

(9)
– For all n ∈ N and t ∈]nT + d,nT + tf].

There exists a matrix Π(t) detailed in appendix such as

S(t) = S∗(t) − a
S(nT + d)

S(nT + d) +∆
X(t)

and

(
P (t)
X(t)

) = Π(t − (nT + d)).(
0

N(nT + d)
)

Where S∗(t) =
S0K

S0 + (K − S0)e−ρt

From this result, one can now compute the basic reproduction number of the pest and
the minimal inter-season duration that leads to the disappearance of the pest. That is the
aim of the following proposition.

Proposition 4 (Pest eradication)
We have the following results:

1) For all n ∈ N, the persistence of free nematodes is given by

P (nT ) = P0e
−nΩτδn[Π1,2(tf − d) + qΠ2,2(tf − d)]

n
, (10)

Where

δ = exp( − µd + ∫
d

0

αaS∗(τ)

S∗(τ) +∆
dτ) = N(d)/P0.



2) The basic reproduction number is given by

R0 = e
−Ωτδ[Π1,2(tf − d) + qΠ2,2(tf − d)]. (11)

3) The minimal inter-season duration τ0 such as the pest will disappear over time
as soon as τ > τ0 is given by

τ0 =
ln([Π1,2(tf − d) + qΠ2,2(tf − d)]δ)

Ω
. (12)

4. Numerical simulations
We consider the parameters values in Table 1. In Figure 1, we compare the difference

in behaviour between the system and its reduced form for different values of β within a
season. In Figure 2, we illustrate the behaviour of the reduced system in the neighbour-
hood of the pest free equilibrium. Since N = P+X and P = 0 in the first substem, such as
N = X in this same subsystem, the value X (number of infesting nematodes) will always
be the one represented instead of N. With the considered parameters, we obtain τ0 = 8.04.
The figure 2 illustrates the behaviour of the pest with τ taking different values: τ ≪ τ0,
τ < τ0, τ > τ0, τ ≫ τ0.

Figure 1. Comparison between the model (M) and its reduced form (RM) for different
values of β.



Parameter Value Ref.
Ω 0.0495(1) day−1 [3]
µ 0.05 − 0.04(2) day−1 [9]
K ≥ 143(3) grammes (g) in

Costa Rica
[10]

S0 60(4) g [10]
tf 300 − 360(5) days [12]
d Berangan: 210-240 days [12]

Cavendish: 180-210(6)days

Parameter Value
β 10−1

g−1.day−1

γ 0.5
a 10−4 g.day−1

α 650 g−1

q 5%
P0 25
∆ 60 g
ρ 0.06 days−1

Table 1. Values of the parameters.(1) We consider the soil as an andosol with a null matric
potential. (2) We consider the average. (3) We consider the value 150. (4) We consider an
approximation of the sucker survey critical level (5) We take the average value. 330 (6) We
take the value 210.

Figure 2. Pest dynamics for different values of τ when τ0 = 11.78.

REMARK. — In figure 2, free pest levels are very low and really appear when there is
no host (during the inter-season) through the fraction q of infesting remaining in the soil
upon extraction of the roots.

Conclusion
Nematode-host models have not undergone enough development in theory and pratical

applications in the field of biomathematics in the case of Radopholus similis. So, in



this paper, we have studied a simple model for this kind of interaction with a saturated
response and taking in account both free and infesting stages of nematodes. We have
obtained a threshold on the duration of the inter-season such as the pest level tends to
zero over time when that threshold is crossed. We also computed the basic reproduction
number of the nematodes. All this work was done after we reduced the model by using
the singular perturbation theory for slow-fast dynamics. Our numerical simulation results
confirm that when the duration of the inter-season τ passes through the critical value τ0,
the pest tends to disappear. The ability to compute the basic reproduction number and
the critical duration of the inter-season developed in this paper might help lead to more
sophisticated strategies of control of Radopholus similis in agricultural fields.

5. References

[1] ARAYA, M., CENTENO, M., “ Recuperacion de Radopholus similis, Helicotylenchus spp.,
Meloidogyne spp. y Pratylenchus spp. de raiz funcional, no funcional y combinada de banano
(Musa AAA)”, Corbana, vol. 20, pp.11-16, 1995.

[2] BEUGNON, M., CHAMPION, J., “ Études sur les racines du bananier”, Fruits, vol. 21, pp.309-
327, 1966.

[3] CHABRIER, C., “ Survie et dissémination du nématode Radopholus similis (Cobb) Thorne dans
les sols bruns-rouilles à halloysites (nitisols) : effets de l’état hydrique et des flux hydriques.”,
Phytopathology and phytopharmacy. Université des Antilles-Guyane, pp.68-74, 2008.

[4] GREGORY, P., “ Plant Roots: Growth Activity and Interactions with Soils”, Bio-Green Elsevier
(Exc), 2006.

[5] HOCKLAND, S., INSERRA, R.N., MILLAR, L., LEHMAN, P.S., “International plant health-
Putting legislation into practice”, Plant Nematology (Perry RN, Moens M. eds.) CAB interna-
tional, Wallingford, UK, pp.327-345, 2006.

[6] HOLLING, C. S., “ The Functional Response of Invertebrate Predators to Prey Density ”, Mem-
oirs of the Entomological Society of Canada, pp.5-86, 1966

[7] NILUSMAS, S., MERCAT, M., PERROT, T., TOUZEAU, S., CALCAGNO, V., DJIAN-
CAPORALINO, C., CASTAGNONE, P., MAILLERET, L., “A multi-seasonal model of plant-
nematode interactions and its use for durable plant resistance deployment strategies”, Acta
Horticulturae, vol. 1182, pp. 211-218, 2017. DOI: 10.17660/ActaHortic.2017.1182.25

[8] SARAH, J.- L., “Variabilité du pouvoir pathogène de Radopholus similis entre populations
provenant de différentes zones de production du monde.”, Info Musa, vol. 2(2), pp. 6, 1993.

[9] SARAH, J.-L., PINOCHET, J., STANTON, J., “ Radopholus similis Cobb, nématode parasite
des bananiers.”, Fiche technique n○1, INIBAP, Montpellier, France, 2 pp, 1996.

[10] SERRANO, E., “Relationship between functional root content and banana yield in costa
rica. In Banana Root System: towards a better understanding for its productive manage-
ment: Proceedings of an international symposium/Sistema Radical del Banano: hacia un mejor
conocimiento para su manejo productivo: Memorias de un simposio internacional”, pp. 25-34
2003.

[11] VERHULST, F., “Singular perturbation methods for slow-fast dynamics”, Nonlinear Dyn,
vol. 50, pp. 747-753, 2007.

[12] BANANA CULTIVATION GUIDE, “http://mahaprisons.gov.in/Uploads/Dockets_Files/
635259935664912504Banana_Cultivation_Guide_%C2%AB_Banana_Planters.pdf”, Visited
on March 23, 2018.



Appendix 1: Proof of Proposition 2
Let’s first consider the first subsystem of equation (2), i.e. t ∈]nT,nT + d[. Let

N = P +X and consider the system in (P,S,N).
Assuming that β is large, let β =

β′

ε
, 0 < ε ≪ 1 and τ = t

ε
. The new time τ is called

fast time. The system with derivatives according to τ is written:

⎧⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

dP

dτ
= −β′PS + εαa(1 − γ)

S(N − P )

S +∆
− εΩP,

dS

dτ
= ερS(1 −

S

K
) − εa

S(N − P )

S +∆
,

dN

dτ
= εαaγ

S(N − P )

S +∆
+ ε(µ −Ω)P − εµN,

(13)

When ε = 0, we then define the fast equation by

dP

dτ
= −β′PS

Which admits an equilibrium P̄ = 0 that is asymptotically stable because S > 0 (we will
have proven that the trajectories are positive).

The slow equation is written as

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

Ṡ = ρS(1 −
S

K
) − a

SN

S +∆
,

Ṅ = αaγ
SN

S +∆
− µN,

(14)

Which corresponds to a Rosenzweig-MacArthur model. The Tychonov theorem ensures
that

lim
ε→0

P (t, ε) = 0, t ∈]nT,nT + d[

lim
ε→0

(S(t, ε),N(t, ε)) = (S̄(t), N̄(t)), t ∈]nT,nT + d[

Where (S̄, N̄) is the solution of equation (14) and (P (t, ε), S(t, ε),N(t, ε)) is the solu-
tion of the perturbed system:

⎧⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

εṖ = −β′PS + εαa(1 − γ)
S(N − P )

S +∆
− εΩP,

Ṡ = ρS(1 −
S

K
) − a

S(N − P )

S +∆
,

Ṅ = αa
S(N − P )

S +∆
+ (µ −Ω)P − µN.

Appendix 2: Proof of Proposition 3

– The Pest Free Solution is written for all t ∈ [0, d], (
S∗(t)
N∗(t)

) =

⎛
⎜
⎝

S0K

S0 + (K − S0)e−ρt

0

⎞
⎟
⎠
.



Considering the deviation variables S̃ = S(t)−S∗(t) and Ñ = N(t)−N∗(t) = N(t),
one can write the deviation system as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

˙̃S = ρ(S̃ + S∗(t))(1 −
S̃ + S∗(t)

K
) −

a(S̃ + S∗(t))Ñ

S̃ + S∗ +∆
− ρS∗(t)(1 −

S∗(t)

K
),

˙̃N =
αa(S̃ + S∗(t))Ñ

S̃ + S∗ +∆
− µÑ,

S̃(0) = 0, Ñ(0) = N(0) = P0.
(15)

In a neighbourhood of the PFS, the system is equivalent to

⎛

⎝

˙̃S
˙̃N

⎞

⎠
=

⎛
⎜
⎜
⎜
⎝

ρ(1 −
2S∗(t)

K
) −

aS∗(t)

S∗(t) +∆

0 −µ +
αaS∗(t)

S∗(t) +∆

⎞
⎟
⎟
⎟
⎠

.(
S̃

Ñ
) (16)

That leads to the equation in Ñ

˙̃N = ( − µ +
αaS∗(t)

S∗(t) +∆
)Ñ ,

whose solution is given by

Ñ(t) = P0e
−µt+ ∫

t

0

αaS∗(τ)

S∗(τ) +∆
dτ
.

One can now replace this expression in (16) and let F (t) ∶=
aS∗(t)

S∗(t) +∆
Ñ(t) to obtain the

equation in S̃:
˙̃S = ρ(1 −

2S∗(t)

K
)S̃(t) − F (t), S̃(0) = 0.

That leads to the solution

S̃(t) = −∫
t

0
F (ξ)exp( − ∫

ξ

0
ρ(1 −

2S∗(τ)

K
)dτ)dξ × exp(∫

t

0
ρ(1 −

2S∗(τ)

K
)dτ).

Assuming that the solutions remain close enough to the PFS over the seasons, we obtain
the result by changing P (0) in P (nT +) = P (nT ).

– On ]nT + d,nT + tf ], the second subsystem of equation 2 is written

⎧⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ṗ (t) = −βP (t)S(t) + αa(1 − γ)
S(t)X(t)

S(t) +∆
−ΩP (t),

Ṡ(t) = −aS(t)X(t)
S(t)+∆

,

Ẋ(t) = βP (t)S(t) + αaγ
S(t)X(t)

S(t) +∆
− µX(t).

(17)

With initial conditions P (nT + d+) = 0, X(nT + d+) = N(nT + d) and S(nT + d+) =
S(nT + d) from the system (14).



The pest free equilibrium (PFE) can be written YP (t) =
⎛
⎜
⎝

Pp(t)
Sp(t)
Xp(t)

⎞
⎟
⎠
=

⎛
⎜
⎝

0
S∗(d)
0

⎞
⎟
⎠

.

Considering the deviation variables P̃ (t) = P (t) − Pp(t) = P (t), S̃(t) = S(t) −

Sp(t), X̃(t) = X(t) − Xp(t) = X(t), one can write the equation in the new variables
as:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

˙̃P = −βP̃ (S̃ + S∗(d)) + αa(1 − γ)
(S̃ + S∗(d))X̃

S̃ + S∗(d) +∆
−ΩP̃ ,

˙̃S = −a
(S̃ + S∗(d))X̃

S̃ + S∗(d) +∆
,

˙̃X = βP̃ (S̃ + S∗(d)) + αaγ
(S̃ + S∗(d))X̃

S̃ + S∗(d) +∆
− µX̃

(18)

And the Jacobian matrix J =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−βS∗(d) −Ω 0 αa(1 − γ)
S∗(d)

S∗(d) +∆

0 0 −a
S∗(d)

S∗(d) +∆

βS∗(d) 0 −µ + αaγ
S∗(d)

S∗(d) +∆

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

In the neighbourhood of the PFE, system 18 is then equivalent to the linearised system

˙̃Y = J.Ỹ , Ỹ = (P̃ , S̃, X̃). (19)

Since the second column of J is null, one just has to compute the expo-
nential of At that will generate a local solution for P̃ and X̃ , where A ∶=
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−βS∗(d) −Ω αa(1 − γ)
S∗(d)

S∗(d) +∆

βS∗(d) −µ + αaγ
S∗(d)

S∗(d) +∆

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

We deduce S̃ from ˙̃S = −a
S∗(d)

S∗(d) +∆
X̃ , i.e.

S̃(t) = −a
S0

S0 +∆
X̃(nT + t).

Since A is a Metzler matrix, it admits two distinct real eigenvalues λ1,2 =
tr(A)

2
±

1

2

√
tr2(A) − 4det(A) and we have Π(t) = (

Π1,1(t) Π1,2(t)
Π2,1(t) Π2,2(t)

), where

Π1,1(t) = 1
λ2−λ1

(eλ1t(λ2 + βS
∗(d) +Ω) − eλ2t(λ1 + βS

∗(d) +Ω))

Π1,2(t) = − 1
λ2−λ1

(
αa(1−γ)
S∗(d)+∆

(eλ1t − eλ2t))

Π2,1(t) = − 1
λ2−λ1

(βS∗(d)(eλ1t − eλ2t))

Π2,2(t) = 1
λ2−λ1

(eλ1t(λ2 + µ −
αaS∗(d)
S∗(d)+∆

) − eλ2t(λ1 + µ −
αaS∗(d)
S∗(d)+∆

))



Appendix 3: Proof of Proposition 4

1) From equation (8), we have

N(nT + d) = P (nT )e
−µd+ ∫

d

0

αaS∗(τ)

S∗(τ) +∆
dτ
.

Hence, N(nT + d) = P (nT )δ.
Proposition 3 therefore involves

⎛
⎜
⎝

P (nT + tf)

X(nT + tf)

⎞
⎟
⎠
=
⎛
⎜
⎝

Π1,1(tf − d) Π1,2(tf − d)

Π2,1(tf − d) Π2,2(tf − d)

⎞
⎟
⎠

⎛
⎜
⎝

0

δP (nT )

⎞
⎟
⎠

Hence,
⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

P (nT + tf) = Π1,2(tf − d).P (nT )δ

X(nT + tf) = Π2,2(tf − d).P (nT )δ

So, according to the transition rule (6),

P ((n + 1)T ) = [Π1,2(tf − d) + qΠ2,2(tf − d)]P (nT )δe−Ωτ

From where we deduce

P (nT ) = P0e
−nΩτδn[Π1,2(tf − d) + qΠ2,2(tf − d)]

n
.

2) Since P (nT ) → 0 iff

(Π1,2(tf − d) + qΠ2,2(tf − 2))δe−Ωτ
< 1, (20)

We deduceR0 = (Π1,2(tf − d) + qΠ2,2(tf − 2))δe−Ωτ .
3) We deduce τ0 from the condition (20) above, by rearranging as τ >

ln([Π1,2(tf − d) + qΠ2,2(tf − d)]δ)

Ω
≡ τ0.


