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Abstract
Deriving articulatory dynamics from the acoustic speech signal has been addressed in several speech production studies. In this paper, we investigate whether it is possible to predict articulatory dynamics from phonetic information without having the acoustic speech signal. The input data may be considered as not sufficiently rich acoustically, as probably there is no explicit coarticulation information but we expect that the phonetic sequence provides compact yet rich knowledge. Motivated by the recent success of deep learning techniques used in the acoustic-to-articulatory inversion, we have experimented around the bidirectional gated recurrent neural network architectures. We trained these models with an EMA corpus, and have obtained good performances similar to the state-of-the-art articulatory inversion from LSF features, but using only the phoneme labels and durations.

Index Terms: speech production, coarticulation modeling, bidirectional recurrent neural network (BRNN)

1. Introduction
Recovering the vocal tract shape from speech acoustics could benefit many automatic speech processing system to enrich for instance the acoustic information for synthesis [1] and recognition [2]. In fact, articulatory features are more robust than acoustic features as articulatory features vary very slowly when compared with speech acoustic features.

Recently, corpora of synchronized acoustic and articulatory data streams, using electromagnetic articulography (EMA) for instance, have become available making possible to apply machine learning models and algorithms like HMM [3, 4] or artificial neural networks [5, 6]. More recently, acoustic-to-articulatory inversion using bidirectional long short-term memory (BLSTM) recurrent neural network (RNN) provides very good performance [7, 8].

In our work, we address the inversion problem differently. One question is whether it is possible to predict articulatory dynamics from the knowledge of the phonetic information only: Does the knowledge of the distribution of the phonemes over time can allow predicting the articulatory dynamics? So the problem can be seen as a phoneme-to-articulatory inversion.

In the past, this problem has been addressed in a different context, not as an inversion problem, but as a coarticulation modeling problem. There are two standard coarticulation models: (1) the rule-based look-ahead model [9], and (2) time-locked model [10, 11]. We can also note several studies injecting this phonetic knowledge to help the acoustic-to-articulatory mapping [12, 13, 6].

Motivated by the success of BRNNs in the articulatory inversion task, we have explored in this study the ability of such architecture to generate articulatory dynamics from only the phonetic information, i.e. the phoneme label and their respective duration.

In the following sections, we present the RNN architecture used in this study and a simple yet effective training procedure (respectively section 2 and 3). Then we present our phoneme-to-articulatory mapping experiments (section 4), and finally we present the results that we discuss in the last section.

2. Bidirectional Gated RNN
2.1. Bidirectional RNN
While feedforward neural networks are universal approximators [14], recurrent neural networks (RNN) have been shown to be turing complete, and thus should be able to approximate any dynamical system [15]. RNNs are able to summarize the input sequence into an internal state using cyclical connection, giving them the ability to learn temporal relationship and correlation between data points.

Formally, a RNN is defined by

\[
\begin{align*}
  h_t &= H(x_t, h_{t-1}; \theta) \\
  y_t &= W_{output}h_t + b_{output}
\end{align*}
\]

where \( h_t \) is the network internal state, \( x_t \) the network input and \( y_t \) the corresponding output at time \( t \). \( W_{output} \) is the internal-to-output weight connection, and \( b_{output} \) the associated bias vector. \( H \) is the recurrent hidden layer transfer function parametrized by the \( \theta \) set.

However, these recurrent networks are limited to the use of past information, although knowledge of future information could improve the \( y_t \) prediction. This statement is particularly true when dealing with speech production, for which it is well established that future phoneme influence the production of the current phone through anticipative coarticulation. Bidirectional RNNs (BRNN) [16] overcomes this limitation using two layers simultaneously trained in positive and negative time direction (see fig. 1).

Extending equation 1 for BRNN gives

\[
\begin{align*}
  \overrightarrow{h}_t &= \overrightarrow{H}(\overrightarrow{x}_t, \overrightarrow{h}_{t+1}; \overrightarrow{\theta}) \\
  \overleftarrow{h}_t &= \overleftarrow{H}(\overleftarrow{x}_t, \overleftarrow{h}_{t-1}; \overleftarrow{\theta}) \\
  \overrightarrow{y}_t &= W_{output}\overrightarrow{M}(\overrightarrow{h}_t, \overrightarrow{h}_t) + b_{output}
\end{align*}
\]

where \( \overrightarrow{\cdot} \) and \( \overleftarrow{\cdot} \) denote elements related to the backward layer and to the forward layer.

BRNNs have outperformed unidirectional RNNs in several tasks, such as phoneme classification [17], neural machine translation [18] or speech enhancement [19].

2.2. Gated RNN
Despite its theoretical abilities, training vanilla RNN to learn long-range dependencies using a gradient descent algorithm is
still a difficult task due to the vanishing/exploding gradient issue [20]. Long Short Term Memory (LSTM) network [21] gets around this issue by computing increments to the internal state and so encouraging information to stay for much longer, and by adding to each neural unit three gates which act as weight adjusters in function of inputs and hidden states.

For LSTM, \( H \) is defined by

\[
\begin{align*}
    f_t &= \sigma(W_f[h_{t-1}, x_t] + b_f) \\
    i_t &= \sigma(W_i[h_{t-1}, x_t] + b_i) \\
    o_t &= \sigma(W_o[h_{t-1}, x_t] + b_o) \\
    C_t &= f_t \ast C_{t-1} + i_t \ast \tanh(W_C[h_{t-1}, x_t] + b_C) \\
    h_t &= o_t \ast \tanh(C_t)
\end{align*}
\]

(3)

where \( C \) is the cell memory and \( f, i \) and \( o \) are respectively the forget, input and output gates. \( \sigma \) is the sigmoid function and various \( W \) and \( b \) correspond to weight connection matrix and bias vector. Concatenation is denoted by \([,]\) and \( \ast \) is an element-wise product.

Among several variants of LSTM, the Gated Recurrent Unit (GRU) proposed by Cho et al. [22] has become quite popular and successful. GRU reduces the complexity of LSTM, by removing one gate and the cell memory and so decreasing the number of parameters, which should simplify the training.

For GRU \( H \) is defined by

\[
\begin{align*}
    z_t &= \sigma(W_z[h_{t-1}, x_t] + b_z) \\
    r_t &= \sigma(W_r[h_{t-1}, x_t] + b_r) \\
    h_t &= z_t \ast h_{t-1} + (1 - z_t) \ast \tanh(W_h[h_{t-1}, x_t] + b_h)
\end{align*}
\]

(4)

where \( z \) is the update gate and \( r \) the reset gate.

Presently, LSTM and variations are well-known for their great performances in language and speech-related tasks for example phoneme classification [23], machine translation [24] or language modeling [25].

3. Training procedure

3.1. Input and output features

We trained the recurrent networks in a framewise regression scheme where inputs and outputs are synchronized, using a pure stochastic gradient descent. Networks have to predict a sequence of articulator position \( \hat{A} = (\hat{a}_0, ..., \hat{a}_T) \) from a phoneme sequence \( \Phi = (\phi_0, ..., \phi_T) \), where \( \hat{A} \) is as close as possible to the target value \( A = (a_0, ..., a_T) \).

The target output \( A \) is a sequence of \( n \)-dimensional vectors representing the stacked spatial coordinates of each articulator, while the input \( \Phi \) is the encoded phoneme sequence. \( \phi_t \) is a one-hot vector representing the articulated phoneme at timestep \( t \). This encoding preserves the duration of each phoneme without having to explicitly feed this information to the network, and can be seen as a multidimensional binary signal synchronized with the articulator trajectories.

3.2. Loss function

As usual in regression task, we used the mean squared error as loss function, and defined the error as the Euclidean distance between \( a_t \) and \( \hat{a}_t \):

\[
L(A, \hat{A}) = \frac{1}{N} \sum_{i} \sum_{j} (a_{ij} - \hat{a}_{ij})^2
\]

(5)

with \( N \) the sequence size and \( a_{ij} \) the \( j \)-th dimension of \( a_i \).

The partial derivatives of the loss function \( L \) (equation 5) according to the BRNN’s parameters were computed with Backpropagation Through Time (BPTT) [26], and the network was fully unfolded for each training sequence.

3.3. Adam

The optimization method used to train the network was Adam [27], an adaptive learning rate extension of stochastic gradient descent with many benefits (e.g. appropriate for non-stationary objective and sparse gradients, parameters update invariant to gradient rescaling, intuitive hyper-parameters) and quite popular inside the deep learning community. Adam’s authors claim that it combines both the advantages of RM-Sprop [28] and AdaGrad [29], two other well-known gradient-based optimization algorithms.

\[
\begin{align*}
    m_t &= \beta_1 m_{t-1} + (1 - \beta_1) \ast g_t \\
    \hat{m}_t &= m_t / (1 - \beta_1) \\
    v_t &= \beta_2 v_{t-1} + (1 - \beta_2) \ast g_t^2 \\
    \hat{v}_t &= v_t / (1 - \beta_2) \\
    \theta_t &= \theta_{t-1} - \lambda \ast \hat{m}_t / \sqrt{\hat{v}_t + \epsilon}
\end{align*}
\]

(6)

where \( \lambda \) is the learning rate, \( g_t \) the gradient of the parameter set \( \theta \) at step \( t \), and \( \epsilon \) is here for numerical stability. Both \( v_1 \) (first moment estimate) and \( \hat{v} \) (second moment estimate) are computed using an exponential moving average (parameters \( \beta_1 \) and \( \beta_2 \)), moreover a bias correction is applied to reduce the importance of the first samples during the moving average, leading to \( \hat{m} \) and \( \hat{v} \). In our experiments, we keep the recommended parameters \( \lambda = 0.001, \beta_1 = 0.9, \beta_2 = 0.999 \) and \( \epsilon = 10^{-8} \).

3.4. Early stopping & Learning decay

We used an early stopping strategy to prevent over-fitting and to speed-up the computation [30], which simply consists of stopping the training and rollback to the best model when the validation loss has stopped improving during more than \( N_{\text{stop}} \) steps. Finally, a learning rate decay was used to slightly improve our final performances. To properly combine our early stopping method and learning rate decay, we reduce the learning rate only when the validation loss stagnates during \( N_{\text{decay}} \) consecutive epoch, with obviously \( N_{\text{stop}} < N_{\text{stop}} \). The decay is a simple \( \lambda_{\text{new}} = \lambda \ast \gamma_{\text{decay}} \) with \( 0 < \gamma_{\text{decay}} < 1 \). We empirically chose \( N_{\text{stop}} = 10 \), \( N_{\text{decay}} = 5 \) and \( \gamma_{\text{decay}} = 0.5 \) to get
an acceptable trade-off between performances and computation time.

4. Experiments

4.1. Training corpus

We obtained the ground-truth trajectories from MNGU0 [31], an articulatory corpus acquired with a Carstens AG500 electromagnetic articulograph [32]. With about one hour of parallel EMA and acoustic data sampled at 200Hz and split among more than 1,300 utterances, MNGU0 is currently the longest and most precise articulatory dataset openly available to our knowledge. All coils are located on the midsagittal plane, three along the tongue (on the tip, the body and the tongue dorsum), one on the lower incisive, one on the upper lips and one on the lower lips (fig. 2). This corpus is provided with a phonetic segmentation of all the data. The training phase is performed at each time step on the couple phoneme symbol and articulatory features. When used for inversion, the input of the system is the distribution of the phonetic symbols over time and the output is the articulatory dynamics, as specified in 3.1. For an easier reproducibility of our work and comparison to others methods, we used the training, validation and testing sets proposed by the corpus.

4.2. Evaluation metrics

We measured the performances with two well-know metrics, the Root Mean Squared Error (RMSE) and the Pearson correlation $\rho$. For all dimensions of the stacked spatial coordinates $a_i$, both metrics have been computed and averaged over utterances of the test set. Thus we obtain 12 indices by metrics, one for each position of each coil in the midsagittal plan. The final performance of the system is the mean of all averaged indices.

\[
RMSE = \sqrt{\frac{1}{N} \sum_i (e_i - t_i)^2}
\]

\[
\rho = \frac{\sum_i (e_i - \bar{e})(t_i - \bar{t})}{\sqrt{\sum_i (e_i - \bar{e})^2 \sum_i (t_i - \bar{t})^2}}
\]

where $e_i$ is the prediction at timestep $i$, $t_i$ the associated target, $\bar{e}$ is the mean of the predicted values and $\bar{t}$ the mean of the target values.

4.3. Performances: LSTM vs. GRU

To compare LSTM and GRU, we experimentally fixed good enough parameters for the network depth and width, i.e. 2 hidden layers and 256 units by a hidden layer (128 forward, 128 backward). This choice has been motivated by its closeness to the network architecture employed in the studies presented by Liu et al. [8] and by Zhu et al. [7] for state-of-the-art acoustic-to-articulatory inversion. As the training is stochastic and can lead to different results, both LSTM and GRU networks were independently trained and evaluated fifty times using MNGU0.

Figure 3 clearly exhibits highly correlated values and good RMSE for each coil. With an average RMSE of 0.6mm, the jaw (LI) and the lips (UL, LL) dynamics are particularly realistic, comparable to state-of-the-art acoustic-to-articulatory inversion. We even reached excellent result for the upper lip (UL) with RMSE around 0.4mm. The tongue control has a median RMSE per coil around 1.2mm. The RMSE difference between both architectures is 0.007mm for the median, and there is a difference of about 0.01mm between the extrema. We consider that the performance is very good. Figure 5 shows an example of an articulatory trajectory inferred using our method in comparison with ground truth. Globally, the trajectories are very similar to the original ones with very good correlation.

GRU performances are slightly better than LSTM, but the gap is insignificant which seems to corroborate the work of Griff et al. on gated recurrent architecture comparison [33]. A common explanation for this behavior is that for an equivalent number of units, a GRU layer contains fewer parameters, so it should be easier to train and less prone to over-fitting.

4.4. Performances: Depth vs. Width

After selecting GRU over LSTM, we explored different network depth and size for this specific unit. Figure 4 exposes the overall performances for networks containing up to 4 layers, where each layer contains 32 to 256 units. Each configuration has been trained twenty times, plain lines represent the median performances, dotted lines the second and third quartile, and triangles the extrema.
A first observation is the nice performances of the previous network (2 layers and 128 units by a layer) compared to other architecture. This fact consolidates our conviction in the nearness of coarticulation modeling and articulatory inversion tasks, indeed the complexity of both tasks seems to be quite equivalent for a BRNN. Secondly, the single layer models performs quite badly, maybe because the lack of deepness prevents the model to learn the complex relationship between phonetic sequence and articulatory kinematics. Finally, the four-layered models also perform badly, especially when augmenting the number of units by layer. This phenomenon is certainly explained by the huge numbers of parameters, the lack of data, and/or by a training procedure not adapted for such really deep models.

The lowest RMSE is 0.868mm, with 2 layers of 224 units, which is in the same range as the acoustic-to-articulatory inversion results from LSF features using deep mixture density network [5] (0.885mm) or when using an architecture FBB1 [7] (0.899mm), or FFBB1 and a more complex training procedure, i.e. greedy layer-wise pretraining with RMSProp followed by a fine-tuning using SGD (0.816mm) [8]. However, it should be noted that acoustic-to-articulatory mapping from MFCC features has the best performance (0.565mm) [7].

5. Concluding remarks

In this paper, we explored the use of bidirectional gated recurrent neural networks to map phonetic sequence to an articulatory trajectory. We compared two well-known architectures of gated RNN, LSTM and GRU, and concluded that both methods provide similar performance, with a slight advantage to GRU implementation. We also experimented around the depth of the network and the number of units per layer, and observed that two or three layers seems to be optimum.

Using a simple training procedure, we managed to get performances similar to state-of-the-art acoustic-to-articulatory inversion from LSF features (0.808mm vs. 0.816mm). This result suggests that phonetic information (i.e. symbol and duration) contains knowledge rich enough to infer articulatory dynamics, even without the explicit coarticulation information present in the acoustic signal. In fact, this richness is embedded in the phoneme information represented by the manner and place of articulation, the phonetic context (the position of the phoneme relatively to the surrounding phonemes), and the duration of each phoneme within this context. This richness seems to model very well the coarticulation phenomena. The success of mapping articulatory dynamics from phonemes suggests that the planning of articulatory movement can be predicted from higher-level information (phonemes) and not necessarily from the lower level information (acoustics).

We are going to investigate further this new manner of driving articulatory dynamics from phonemes, which may make a breakthrough in many fields related to speech production, synthesis and recognition. For instance, it may be interesting to use this technique in audiovisual speech synthesis to animate the tongue from text. Furthermore, we will also consider studying the combination of higher level information with lower-level information to see their impact on predicting articulatory dynamics. We may consider the exploration of different recurrent neural network architectures and training procedures, and assess their repercussion on the quality of the articulatory dynamics.
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