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Prefrontal	cortex	is	known	to	be	involved	in	many	high-level	cognitive	
functions,	in	particular	working	memory.	Here,	we	study	to	what	extent	
a	group	of	randomly	connected	units	can	store	and	maintain	(as	output)	
an	arbitrary	real	value	from	a	streamed	input,	i.e.	how	such	system	act	
as	a	sustained	working	memory	module	without	being	distracted	by	the	
input	stream.	

Furthermore,	we	explore	to	what	extent	such	an	architecture	can	take	
advantage	of	the	stored	value	in	order	to	produce	non-linear	
computations.	Systematic	comparison	between	different	architectures	
(with	and	without	feedback,	with	and	without	a	working	memory	unit)	
shows	that	explicit	memory	is	required.

With	Principal	Component	Analyses	(PCA)	we	show	that	the	reservoir	
state	is	encoding	time	and	the	memorized	value	in	different	ways	
depending	if	a	supplementary	task	is	required.	Moreover,	theses	
memory	states	are	similar	to	attractors	in	an	input-driven	system	[3],	and	
in	particular,	similar	to	a	noisy	line	attractor	[6].

In	this	study,	we	did	not	try	to	find	the	optimal	number	of	reservoir	units	
needed	for	each	task.	Conversely,	we	voluntary	limited	the	size	of	the	
reservoir	to	100	neurons	in	order	to	see	if	such	rather	small	reservoirs	
were	sufficiently	competitive.
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We	have	shown	how	a	small	group	of	randomly	connected	units	is	able	
to	maintain	an	arbitrary	value	at	an	arbitrary	time	from	a	streamed	
input.	It	is	to	be	noted	that	the	model	has	not	been	trained	at	
memorizing	every	possible	value	since	there	is	virtually	an	infinite	
number	of	values	between	-1	and	+1.	What	the	model	has	actually	
learned	is	to	gate	an	input	value	into	a	placeholder,	a.k.a.	a	working	
memory	(WM)	unit.	After	training,	this	WM	unit	act	like	a	gated	
memory:	information	enters	while	the	gate	is	opened	and	is	kept	
constant	once	the	gate	is	closed.	It	can	then	be	used	to	solve	more	
complex	tasks.

We	have	also	demonstrated	how	such	explicit	working	memory	is	
critical	in	solving	a	scaling	(i.e.	multiplication)	task.	The	same	model	
deprived	of	the	explicit	working	memory	fails	at	solving	the	task	and	
exhibits	very	bad	performances	(error	of	3.03e-1	instead	of	7.26e-4).	
This	demonstrates	the	criticality	of	the	presence	of	the	working	memory	
unit.

Future	work	will	investigate	similar	mechanisms	when	online	learning	
algorithms	are	used	(e.g.	reward-modulated	rules	[4]	and FORCE	
learning	variants	[6,	7]),	and	investigate	how	temporal	patterns	such	as	
conceptors [2]	could	be	stored	in	WM	units	in	a	similar	way.
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PCA analyses

Update	equation	of	the	reservoir	(recurrent	layer)	and	
the	readout	(output	layer):
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Matrices	Win and	W are	randomly	generated.	
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Task 2: scale input with last trigger sync. value
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Results: Model comparison

Main results for task 2 (RMSE)

No WM unit: 3.03e-1
With WM unit: 7.26e-4

Detailed results for tasks 1 & 2

Need	for	WM	unit	(see	model	comparison	panel	for	details)

Testing	the	simple	architecture	for	untrained	scenarios
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(Left)	PCs	explaining	most	variance.	(Right)	PCs	most	correlated	with	WM	unit. (Left)	PCs	explaining	most	variance.	(Right)	PCs	most	correlated	with	WM	unit.


