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Abstract. In the last decades, the increasing amount of resources in
embedded systems has been leading them to the point where an efficient
management of these resources is mandatory, especially for the memory
subsystem. Current MPSoCs have more than one application running
concurrently. Hence, it is important to identify the memory needs of
these applications and provide them accordingly. In this work we pro-
pose the use of a cluster-based, resource-aware approach to provide this
efficient environment. The solution proposed here improves the overall
performance of these systems by aggregating memory resources in clus-
ters and redistributing these resources among applications based on a
fairness criterion. For this memory clustering proposal, we use the in-
formation of external memory access-es as an estimate of the amount
of memory required by each application. T Experimental results show
that, depending on how the redistribution of memory resources among
application occurs, the overall system can improve performance up to
18% and the energy savings can reach up to 20%.

Keywords: Many-core, Resource Management, Adaptable Memory Hi-
erarchy, Network-on-Chip

1 Introduction

The memory resources in many-core systems must be even more abundant than
processing elements. As a classical and perennial bottleneck of computer systems,
the memory resources must be managed with the outmost efficiency in order to
provide decent performance.

The aggregation of resources as well as their efficient distribution among con-
current applications may lead to substantial gains for the overall system. It is
a well-known fact that applications may have different needs of processing and
memory requirements. Processing requirements refer to the needs of the applica-
tion to execute its code faster, for instance using TLP (Thread Level Parallelism)
and ILP (Instruction Level Parallelism) techniques. As a usual solution, process-
ing demands must be addressed by assigning more processor elements (e.g. cores
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or specialized hardware) and/or more time slices to applications. On the other
hand, certain applications manipulate considerably higher amounts of data and,
therefore, the use of more memory resources (e.g. L1/L2 caches) would increase
their efficiency. Figure 1 shows the memory demands of applications from the
SPEC benchmark [1]. For these applications, it is possible to see that the amount
of memory access instructions (read or write) can range from 30% to 70% of all
instructions. It is clear that an efficient memory resource distribution system, in
an environment that can run several applications like those, can be advantageous.
In this work, we explore various aspects of a memory resource management ap-
proach in an NoC-based MPSoC platform used as case study. First, we introduce
a mechanism that is able to assign each L2 memory bank in the system to the
exclusive use of a given application (and its respective tasks). This mechanism
is based on dynamically changeable association tables present in every L1 cache,
which indicate the L2 cache banks assigned to the application, their memory
address range, and their NoC addresses. Second, we establish a mechanism to
redistribute the L2 cache banks among the applications. Experimental results
show that an overall system improvement can be reached at the expense of the
performance of some individual applications. The key observation is that some
applications have more impact on the overall system execution than others, and,
consequently, reducing the memory latency of these critical applications can lead
to performance gains. Results show that the overall execution time decreases up
to 18% and energy savings reach up to 20% in the best case.

The remaining of this paper is organized as follows. The next section presents
the baseline architecture considered in this work and the Memory Clustering
mechanism itself, including the redistribution approach and redistribution map-
ping. Section 3 exposes the experimental setup, while Section 4 presents the
results. Related work is discussed in Section 5, and, finally, in Section 6 conclu-
sions are drawn and future work is outlined.
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Fig. 1. Memory requirements from SPEC. [1]
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2 Memory Clustering

Let us consider the baseline architecture for this mechanism as an NoC-based
MPSoC whose nodes are as presented in Figure 2. In this case, the memory sub-
system is homogeneous and composed of local private L1 caches and distributed
shared L2 caches. Inside each of the four nodes in the corners, there is also an
external memory controller, which has a very important role in this approach.
The key idea of this methodology, called Memory Clustering, is to assign the L2
memory blocks according to the needs of each application. The intuition here is
that reserving more memory resources to applications that deal with more data
will lead to a faster execution overall.

It is important to notice that, as the goal is to improve the overall perfor-
mance and energy savings, the Memory Clustering approach must act on the
address spaces of all applications (through the L2 caches) instead of simply re-
distributing the L1 cache resources, which apply only to the address space of the
application currently running in the processor to which each L1 is attached.

The mechanism proposed in this work is a cluster-based resource-aware ap-
proach for the memory subsystem. In a previous work [2], this cluster-based
approach for resource management has been introduced. However, only process-
ing resources have been considered. In this paper we consider a cluster as an
aggregation of physical resources (more specifically, L2 caches) delegated to an
application. More than one application may be running in the system, and each
one has its own set of resources. Due to the importance of the memory subsystem
to the overall system performance, it is desirable to reduce memory latency for
data-intensive applications.

External Memory

Memory Controller

- - |
Application 2 =
I —— H

BEaEy |

Application Application

= e

Fig. 2. Example of data space for a set of applications.

The proposed process for redistributing memory resources occurs as follows.
Since the beginning of the execution, the memory controllers count the number
of external memory accesses made by each application cluster (each application
cluster being the aggregation of resources initially assigned to each application,
as shown in Figure 2). At some point during the system execution, these memory
controllers (located in the corners of the MPSoC, as presented in Figure 2) use
these statistics to define which application has more cache misses. A synchro-
nization step is performed when one of these memory controllers (henceforth
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known as master controller) receives messages from the other controllers inform-
ing the number of cache misses of the various applications. After that, this master
controller uses some redistribution policy (to be detailed in the next sections)
to establish how many memory resources (L2 memory banks) each application
cluster should have. This number of L2 memory banks allocated to each cluster
will be proportional to the percentage of cache misses from the corresponding
application. This strategy is an attempt to reproduce, at runtime, the knowledge
presented in Figure 4, which shows, for a system concurrently running four ap-
plications, the amount of memory accesses extracted from an application profile
at design time.

In order to redistribute memory resources, this approach takes advantage
of a previously introduced directory-based cache coherence mechanism [3]. This
mechanism uses a small table called ATA table on each cache in the system,
which relates an address range to the memory module in the system that may
have blocks that belong to such range. This means that each cache memory only
perceives a certain amount of physical memory modules in the system, depending
on the memory address range of its current memory blocks.

As explained before, at the beginning of the execution each application cluster
has its own set of L2 caches and all L1 caches in this cluster have an ATA table
that indicates which range of addresses is possibly available in each L2. Each L2
cache controller also knows which addresses should be placed in its own memory.

Let us assume a small scenario of only four L2 caches for an application. As
presented in Figure 3, each cache bank can have a certain contiguous range of
addresses from the external memory address space. On the left side of the figure,
there is a representation of the ATA table of L1 caches in the cluster assigned to
this particular application, where each line corresponds to the range of addresses
assigned to each node of the cluster.

BEFORE AFTER

m 0 B

(0,0) 0x0 OX1FF (0,0) 0x0 OxFF
(1,0) 0x200 Ox3FF (2,0) 0x100 Ox1FF
(0,1) 0x400 OXSFF (1,0) 0x200 Ox2FF
(1,2) 0x600 OX7FF (2,2) 0x300 Ox3FF
(0,2) 0x400 Ox4FF
(0,2) 0x500 OXSFF
(1,2) 0x600 Ox6FF
(1,2) 0x700 Ox7FF

Fig. 3. ATA table and MPSoC before and after resource distribution.
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After the synchronization step, as illustrated in Figure 3, the master con-
troller may reach to the conclusion that this cluster needs four additional memory
banks. After choosing which memory banks in the system shall be aggregated to
this cluster (the dashed L2 cache banks represent these recently added resources),
the ATA tables must be updated. On the bottom-right side of Figure 3, the new
ATA table is illustrated. It is important to notice that the addresses from the
application address space are equally divided among the L2 cache banks.

3 Redistribution Policies and Mapping

Once established how the number of L2 caches associated to each L1 cache
can be modified, the next decision in the memory clustering mechanism regards
the moment when resources (in this case, L2 caches) are taken/given from/to
a cluster, thus creating a resizable cluster. Two main approaches are presented
here: Pre-defined Distribution and On-demand Distribution

The Pre-defined distribution is the model used as baseline for the experimen-
tal results. The idea is, based on a design time profiling of the application, to
establish beforehand the number of L2 memory modules that each application
should have. This distribution takes into account the amount of input data for
each application. Since external memory accesses can be very costly, the goal
here is to minimize this situation by giving more cache memory space for the
most data-intensive applications. This is a static offline approach and is used only
to establish how good the second approach is. The graph on Figure 4 presents
the amount of memory accesses for each application used in the experiments
and for each scenario with different MPSoC sizes (number of nodes). The mem-
ory resources (in this case, L2 cache memory banks) can be divided among the
applications proportionally to the amount of data that each one handles.

3.5 W JPEG

—_ W Mergesort
g 3 Matrix Multiplication ‘ 27 L2 Nodes
% 25 Motion Estima‘tion 13 L2 Nodes
e 7 L2 Nodes } 18 L2 Nodes
2 |
g 1 8 L2 Nod 10 L2 Nodes
g1> 4| L2 Nodes L2' N(‘)
S 4 !
§ 312 Nodes 512 Nodes [ N9
05 o2 Nche

16 32 64

Number of PEs

Fig. 4. Pre-defined distribution.

However, this information depends on profilling and it may not always be
available. Therefore, some runtime approach should be considered. In the On-
demand distribution, all clusters initially use the same amount of L2 caches.
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After a certain amount of cycles, the external memory cache controllers (located
on the corners of the MPSoC) exchange information, and, based on the number
of external memory accesses, the master controller defines which clusters need
more memory nodes. The master memory controller then redefines the ATA
tables of L1 caches (potentially, all of them), thus redistributing the memory
resources in the system.

The biggest question here is how we define the time instant at which the
memory controllers must take action to redistribute resources. In this paper
we will call this instant in the execution a redistribution point. Intuitively, this
point must not happen too soon along the overall system execution, because the
clustering mechanism needs values that characterize the memory demands for
each application and are statistically significant. On the other hand, by doing it
too late in the execution time, the pattern will be well defined, but it may be
too late to overcome the overhead caused by the redistribution itself. Therefore,
some trade-off should be considered in this approach.

By giving more L2 memory banks to some applications, there is no alter-
native but to take these resources away from other applications. The hope is
to efficiently take the correct amount of L2 caches from applications that need
them less and give them to applications that need them most. The aspect to be
explored is which L2 caches shall be taken away at the moment of the redistri-
bution.

The policy used in this case is to gather new resources that are closer to the
resources originally allocated to the application. In this policy, it is reasonable
for the applications to exchange resources placed on the edge of their clusters.
That condition has the goal of keeping the resources close together, thus avoiding
cluster fragmentation. The master memory controller starts by assigning the new
resources to the cluster with more memory needs. Next, this process is repeated
with the second cluster with more memory needs. This process goes on, with each
cluster taking turns on the resource assignment, until the number of resources
to be redistributed is reached.

4 Experimental Setup and Results

The experiments consider four applications: a matrix multiplication, a motion
estimation algorithm, a Mergesort algorithm, and a JPEG encoder.

Considering the data inputs for the applications described above, Figure 5
represents their communication workload regarding different numbers of proces-
sors. Based on this chart, it is expected that the Motion Estimation algorithm
will generate a larger amount of data exchanges. This shows that the bench-
marks used here are capable of generating significant amount of communication
traffic. This would make an efficient memory hierarchy even more required in
order to avoid unnecessary memory requests.

Experiments evaluate two characteristics: performance, measured by the to-
tal execution time of each application, and the overall dynamic energy spent,
including processors, network, and memories. For the energy of the processors,
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Fig. 5. Communication Workload.

a cycle-accurate power simulator [4] is used. For the network (including buffers,
arbiter, crossbar, and links), the Orion library [5] is applied, and for the memory
and caches the Cacti tool [6] is used.

All experiments were performed in a SystemC cycle-accurate MPSoC virtual
platform that can instantiate architectural components as illustrated in Figure
2. Due to their smaller size, this virtual platform uses MIPS processors as cores
implementing MIPS I ISA. The configuration used in all experiments in this
platform is presented in Table I.

The remainder of this section presents results regarding the memory clus-
tering experiments using the Pre-defined and On-demand Distribution policies.
In this second policy the experiments were performed using four distinct redis-
tribution points. Goal of these experiments is to find the best moment during
the execution of applications to perform a memory redistribution, in a way that,
after this point, the system can have an overall performance boost. The ideal
time point at which the redistribution of the memory subsystem must be per-
formed depends on each scenario, considering number of cores, number of L2
caches, execution time of all applications, etc. Since we are dealing with differ-
ent MPSoC sizes, the overall execution time can vary drastically. Therefore, the
redistribution points for the four experiments were defined at 10%, 25%, 50%
and 75% of the overall execution time in each case, such that we can explore the
impact of different values for this parameter.

Table 1. Configuration of the Virtual Platform.

Number of Processors 16; 32; 64
Number of L2 caches 16; 32; 64
Total Number of Initial Tasks per Application 32
L1 Cache Size 8192 bytes
Block Size 32 bytes

Figure 6 presents the performance and energy results using the Pre-defined
Distribution. One can notice that the applications with higher input data (Mo-
tion Estimation and Matrix Multiplication) have large benefits, as opposed to the
JPEG and Mergesort applications. These last two applications actually present
a drop in performance, down to 22%. However, there has been an increase in
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the overall system performance (i.e. the amount of time to execute all applica-
tions) of 34% in the best case. As for the energy results, they present a very
similar pattern when compared to the performance results, reaching up to 40%
of savings.

Pre-defined Pre-defined
16 Cores ® 32 Cores M 64 Cores 16 Cores m 32 Cores M 64 Cores
0% 50%
30% 40%
£ 30%
i 20% {:.L
5 20%
g 10% ]
£ o 10%
E o% &
] 2 0%
B “ 0%
-20% -20%
30% -30%
ME MM IPEG Mergesort  Overall ME MM IPEG Mergesort  Overall

Fig. 6. Pre-defined Distribution performance and energy results.

These performance and energy improvements happen because the larger ap-
plications have higher impact on the system. Obviously, due to the overhead
discussed previously, these numbers are virtually impossible to achieve in prac-
tice. However, they give a good basis for understanding how good this approach
can be.

Table II presents the results of the On-demand Distribution policy consider-
ing redistribution points of 10%, 25%, 50% and 75% of system execution time.
By the results of overall performance it is possible to see that the best results
occur when a redistribution point of 50% is used. This means that the execution
at this point is enough to obtain a reasonable distribution of memory resources
in the system. When this redistribution point occurs too early, as in the case
of 10%, it almost does not affect the performance of the system. This seems
to be due to the fact that this short amount of execution time is not enough
to characterize memory demands of all applications correctly. Experiments with
later redistribution points do not present the best results as well. There are two
explanations for this behavior. First, when leaving the redistribution to occur
that late in the system, the applications that needed more memory resources
were not prioritized for the most part of their execution. This would have a con-
siderable impact on the overall performance. Second, at 75% of execution time,
there is not much time left to compensate the overhead caused by the memory
redistribution itself.

Table 2. Performance Results for on-demand Distribution.

Redistrib. pts 10% 25% 50% 75%
No. of Cores || 16 [ 32 [ 64 [[16[32] 64 [|16 ] 32 [ 64 || 16 [ 32 | 64
Motion Est. [[ 3% [ 2% [ 1% [[18%[12%] 7% [[23%]20% [16% || -5% | -3% [ -2%
Matrix MultipL.|| 3% | 2% | 2% [[11%] 7% | 5% [|17%|14% [ 10% || -3% | -2% | -1%
JPEG -4% [ -5% | -6% [|-3%|-8% |-10%[-9%[-14%|-20%]| -2% | -1% | -1%
Mergesort 2% (-3% | -5% ||-3%|-6%|-7% ||-2% | -5% |-8% || -3% | -2% | -1%
| Overall  [[1.2%]0.1%][-0.6%][[12%] 6% | 3% [[18%] 14% | 11% [[-3.5%]-2.3%]-1.4%]
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Table III presents the energy results for the On-demand Distribution. As
in the case of the Pre-defined Distribution, the energy results follow a similar
pattern when compared to the performance results. There are slightly higher
energy savings than performance gains, probably due to the higher energy costs
of accessing the external memory if com-pared to the time access penalty. Con-
versely, the penalty using a redistribution point at 75% of execution is higher.

Table 3. Energy Results for on-demand Distribution.

Redistrib. pts 10% 25% 50% 75%
No. of Cores || 1632 [ 64 [[16 [32 6416 [ 32 [ 64 || 16 [ 32 | 64
Motion Est. [[4%[ 1% | 1% [[20%][19%] 8% [[25%]23% [ 18% [ -7% [ -4% [ -3%
Matrix Multipl.|[5% | 3% | 2% [[12%] 7% | 7% [[21%] 19% | 12% || -6% | -4% | -2%
JPEG -5%|-6% | -7% ||-3%|-8% |-9%||-9% |-15%|-22% || -3% | -2% | -3%
Mergesort  [|-2%|-4% | -6% |[-4% |-7% |-6%||-3% | -8% |-10%|| -4% | -3% | -1%
| Overall  [[2%]0.6%]-0.2%|13%] 9% [ 4% [[22%] 18% | 13% ||-5.6%|-3.7%]-2.3%]

5 Related Work

Even though no approaches using dynamic cluster-based approaches for manag-
ing memory resources were found in the literature, some works propose resource
management techniques that could be extended to the memory subsystem. In
this section we present some of these works.

Qureshi et al. [7] present a redistribution mechanism in an L1 private/L2
shared cache architecture. In this mechanism, the evicted lines from one cache
(called spiller) can be allocated in another cache (called receiver) in the system
through a snooping mechanism. This is an approach with the goal of extending
the size for one cache (the spiller) and to make the data stay inside the chip
longer. This approach considers a single address space and several threads from
the same application while ours is a global approach.

Recent works propose a paradigm of multicore programming called Invasive
Computing [8,9,10]. The proposal is to take advantage of a large many-core pro-
cessor in the best possible way. The idea leverages on malleable applications
where the degree of parallelism can change on the fly. At the application level,
the programmer uses functions that trigger the invasion process. When an ap-
plication sends an invade request, a distributed resource manager evaluates the
request based on the amount of resources required and the estimated speed-up
per core. This Invasive Computing works at different levels of abstraction, and,
therefore, the programmer must have some notion of the methodology. In the
case of the Memory Clustering approach proposed in this paper, all mechanisms
are transparent to the programmer.



10 Gustavo Girdo and Flavio Rech Wagner

6 Conclusion

In this paper we introduce the con-cept of Memory Clustering. Since some ap-
plications have more memory needs than others, the key idea of this mechanism
is to reserve more memory resources (in fact L2 caches) for the more time-
consuming applications, taking them away from other applications that do not
need them as much. Overall results presented show that, depending on the time
point where the redistribution of memory resources occurs, there is room for
performance and energy gains for the system as a whole.

In the future, we intend to investigate other methods to determine the right
moment for the memory redistribution. In the experiments presented here, the
best time points for the redistribution (25% and 50% of the overall system execu-
tion time) have been identified for specific experiments. Therefore, in a situation
where there is no previous knowledge of the applications, the best redistribution
point can be different from those values. In the future, we will investigate further
the cache misses before and after the redistribution points, in order to better
characterize causes of the initial performance loss and effects of the memory
redistribution.
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