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Whole Number Recursion Formulae for High Order

Clebsch-Gordan Coupling Coefficients

David W. Ritchie

Inria Nancy – Grand Est, 54600 Villers-lès-Nancy, France

Abstract

Clebsch-Gordan (CG) coupling coefficients appear in many wave-based
theories of matter and radiation. Here, novel whole number recursion for-
mulae are presented for the exact calculation of arbitrarily high order CG
coupling coefficients. Using an extended precision integer and rational num-
ber arithmetic library, these recursion formulae are shown to be up to four
orders of magnitude faster than an exact prime factorisation approach. When
coded in the C programming language using floating point “long double” or
“double” precision, good numerical precision is obtained for the common
case where the total magnetic quantum number, m3, is zero for all CG co-
efficients up to order J = 200, or J = 130, respectively, where the ranges of
the principal quantum numbers are restricted to 0 ≤ j1 ≤ J , 0 ≤ j2 ≤ j1,
and (j1 − j2) ≤ j3 ≤ (j1 + j2). In this case, the calculation is up to four or-
ders of magnitude faster than the exact prime number factorisation method
used here. A C program that demonstrates these calculations is available for
download at http://cgc.loria.fr.

Keywords: Clebsch-Gordan Coefficient, 3j Symbol, Gaunt Coefficient,
Rational Number Recursion, Extended Precision Arithmetic

1. Introduction

In quantum mechanics, Clebsch-Gordan (CG) coefficients describe how
individual angular momentum states may be coupled to give a total angular
momentum state of a system [1, 2]. In the literature, CG coefficients are
sometimes also known as Wigner coefficients or vector coupling coefficients.
CG coefficients are closely related to Wigner’s 3j symbol [3] and Gaunt’s
coefficient [4, 5]. The need to calculate high order CG coefficients often
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arises in applications where one wishes to calculate translations of spherical
harmonic expansions [6] e.g. in particle scattering simulations [7, 8], fast
multipole methods [9], and polar Fourier correlation techniques [10].

Explicit recursion formulae and closed-form factorial sum expressions for
the CG coefficients have long been known [1, 2]. Schulten and Gordon devel-
oped recursion formulae suitable for the computer calculation of high order
3j symbols, thus allowing sequences of coefficients to be calculated where one
of the principal quantum numbers changes and the others remain fixed [11].
However, in this approach intermediate results need to be re-normalised to
prevent the recurrence from diverging. Such problems were largely resolved
by Luscombe and Luban who introduced a non-linear recurrence technique,
although it is necessary in their approach to protect against possible division
by zero problems [12].

In order to avoid the risk of numerical instabilities, several authors cal-
culate CG coefficients using explicit factorial sum formulae, in which the
factorials are expressed as products of prime numbers [13, 14, 15, 16]. This
allows many integer factors to be manipulated and ultimately cancelled sym-
bolically. When coupled with a modern extended precision arithmetic library
this also allows CG coefficients or 3j symbols with very large quantum num-
bers to be calculated accurately. However, this approach is computationally
expensive, as only one CG coefficient or 3j symbol can be calculated at a
time. Other authors have aimed to achieve a compromise between speed and
accuracy by re-writing some of the factorial terms as binomial coefficients
[14, 17, 18], or as triangle coefficients in Regge squares [19, 20, 21] in order
to allow common factors to be re-used.

Here, novel yet simple two-term and three-term recursion formulae are
presented for calculating high order CG coefficients rapidly and accurately.
More specifically, a CG coefficient is expressed as a sum of products of three
binomial coefficients, here called an un-normalised CG coefficient, and the re-
maining factorial product terms are treated as a normalisation factor. This
separation of terms allows un-normalised CG coefficient coefficients to be
calculated exactly in integer arithmetic using simple three-term recursion
formulae that correspond to un-normalised forms of the classical ladder re-
cursion formulae. While the calculation of high order coefficients must be
done using an extended precision library, the recursion is guaranteed to be
stable for arbitrarily large quantum numbers. This approach also allows the
squares of the normalisation factors to be calculated exactly using two-term
rational number recursion formulae. Thus the overall calculation involves
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only one square root function call per CG coeffient.
Compared to previous work, the approach described here follows a sim-

ilar intuition to the recursive binomial sum method of Tuzun et al. [20] for
the calculation of 3j and 6j symbols. In their method, the recursions pro-
ceed outwards from low magnetic quantum number values, and hence their
approach requires several different formulae to initialise the recursion and
to move in different directions within the space of allowed magnetic quan-
tum numbers. The main novelty of the present contribution is that the first
recursion proceeds upwards from unity on the principal quantum numbers
having maximal magnetic quantum numbers (i.e. so-called “top coefficients”,
as described below), and this is then followed by one or more “inward” ladder
recursions on the magnetic quantum numbers. This approach is particularly
well suited for calculating the common case in which m3 = 0 as it allows all
CG coefficients of interest to be reached using just two main recursion paths.
In practical applications, the present approach is well suited to calculating
lists of CG coefficients “on-the-fly” for different magnetic quantum numbers
having the same principal quantum numbers, thus avoiding the need for large
or complex in-memory storage schemes.

2. Methods

Racah’s Form of the Clebsch-Gordan Coupling Coefficients

The CG coupling coefficients describe how the angular momentum state
or wave-function of two coupled particles, ψj,m(1, 2), may be expressed as a
sum of products of uncoupled states or wave-functions ψj1,m1(1) and ψj2,m2(2)
according to

ψj,m(1, 2) =
∑

m1,m2

C

(
j1 j2 j
m1 m2 m

)
ψj1,m1(1)ψj2,m2(2). (1)

Racah’s symmetric form for the CG coefficients is [22]

C

(
j1 j2 j3
m1 m2 m3

)
= δm1+m2,m3(2j3 + 1)1/2

[
(j1 + j2 − j3)!(j1 − j2 + j3)!(−j1 + j2 + j3)!

(j1 + j2 + j3 + 1)!

]1/2
×

∑
k

(−1)k
[
(j1 +m1)!(j1 −m1)!(j2 +m2)!(j2 −m2)!(j3 +m3)!(j3 −m3)!

]1/2
k!(j1 + j2 − j3 − k)!(j1 −m1 − k)!(j2 +m2 − k)!(j3 − j2 +m1 + k)!(j3 − j1 −m2 + k)!

,

(2)
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where the summation on k ranges over all values for which the factorials
are well-defined. The allowed values of the principal quantum numbers, jn,
must satisfy the triangle rule, |j1 − j2| ≤ j3 ≤ (j1 + j2), and the “magnetic”
quantum numbers, mi, must satisfy the conservation rule, m3 = m1 + m2.
Thus, the CG coefficients are essentially five-dimensional quantities, since
one of the magnetic quantum numbers may always be deduced from the
other two. With a suitable choice of phase convention, the CG coefficients
may be treated as real numbers with magnitude less than or equal to unity.

CG coefficients are related to Wigner’s 3j symbol according to(
j1 j2 j3
m1 m2 m3

)
=

(−1)j1−j2−m3

√
2j3 + 1

C

(
j1 j2 j3
m1 m2 m3

)
. (3)

The 3j symbol is often preferred in many applications because it gives equal
status to the three principal quantum numbers, and it exhibits in a natural
way their permutational symmetries. However, for the purposes of calculat-
ing high order 3j symbols, it is convenient to work with the CG coefficients,
as this allows the phase factor that stands in front of the 3j symbol to be
dropped. This choice is also convenient because it allows simple restrictions
to be placed on the ranges of the principal quantum numbers to be calcu-
lated, knowing that any coefficients not calculated explicitly can be obtained
using their column-wise permutational symmetries.

While CG coefficients having small quantum numbers can be calculated
relatively easily in ordinary floating point arithmetic using Racah’s form,
Equation 2 is expensive to evaluate when any of the principal quantum num-
bers are large, and especially when the magnitudes of m1 and m2 are also
small. Furthermore, accurate calculations with high quantum numbers be-
come challenging due to the numerical instabilities that arise when manip-
ulating high order factorials. Indeed, early implementations fail due to nu-
merical overflow or underflow with principal quantum numbers greater than
about J = 6 [23] or J = 24 [13].

The CG coefficients may also be calculated using well-known recursion
formulae. However, calculating long recursion chains for high order coeffi-
cients can result in severe numerical instabilities. Nonetheless, since Racah
was able to obtain this explicit form by studying the basic recursion relations
that define the CG coefficients, it remains highly relevant to seek simple and
stable recursion relations for their efficient and accurate calculation.
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2.1. Whole Number Recursion Formulae for Un-normalised CG Coefficients

It is well known that binomial coefficients with whole-number arguments
evaluate to whole numbers. Thus it follows that products and sums of bi-
nomial coefficients must also be whole numbers. Therefore, it is convenient
to express Racah’s explicit CG coefficient formula as a sum of products of
binomial coefficients [14, 20]

C

(
j1 j2 j3
m1 m2 m3

)
= N

(
j1 j2 j3
m1 m2 m3

)1/2

× G

(
j1 j2 j3
m1 m2 m3

)
, (4)

where

G

(
j1 j2 j3
m1 m2 m3

)
= δm1+m2,m3

∑
k

(−1)k
(
j1 + j2 − j3

k

)(
j1 − j2 + j3
j1 −m1 − k

)(
−j1 + j2 + j3
j2 +m2 − k

)
(5)

and

N

(
j1 j2 j3
m1 m2 m3

)
= (2j3+1)

[
(j1 +m1)!(j1 −m1)!(j2 +m2)!(j2 −m2)!(j3 +m3)!(j3 −m3)!

(j1 + j2 − j3)!(j1 − j2 + j3)!(−j1 + j2 + j3)!(j1 + j2 + j3 + 1)!

]
(6)

is the corresponding squared normalisation factor. It is readily confirmed
by expanding the binomial coefficients in Equation 5 that Equation 4 cor-
responds to Racah’s form (Equation 2). As it is well known that several
three-term recursion formulae exist for the CG coefficients, and because the
normalisation factor (Equation 6) provides only a scale factor, it follows that
these recursion formulae must stem from the alternating sum of products in
Equation 5. Thus, G may be considered as an un-normalised CG coefficient.

It is well known that the matrix elements of the angular momentum
ladder operators define the form of the CG coefficients up to an arbitrary
phase factor. For example, using the result ([24], Eq.s 3.5.36 – 3.5.38)

Ĵ±ψj,m(·) =
[
(j(j + 1)−m(m± 1)

]1/2
ψj,m±1(·) (7)

together with the orthogonality of the CG coefficients leads to the CG “lad-
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der” recursion relations ([24], Eq. 3.7.49)

[
(j3(j3 + 1)−m3(m3 ± 1)

]1/2
C

(
j1 j2 j3
m1 m2 m3 ± 1

)
=

[
(j1(j1 + 1)−m1(m1 ∓ 1)

]1/2
C

(
j1 j2 j3

m1 ∓ 1 m2 m3

)
+

[
(j2(j2 + 1)−m2(m2 ∓ 1)

]1/2
C

(
j1 j2 j3
m1 m2 ∓ 1 m3

)
.

(8)

By substituting un-normalised CG coefficients (Equation 4) into Equation 8,
and by pulling out the leading factors of the factorials that have changed,
each normalisation factor may be brought into an identical form and hence
cancelled to give

[
(j3 ∓m3)(j3 ±m3 + 1)

]1/2
G

(
j1 j2 j3
m1 m2 m3 ± 1

)[
(j3 ±m3 + 1)

(j3 ∓m3)

]1/2
=

[
(j1 ±m1)(j1 ∓m1 + 1)

]1/2
G

(
j1 j2 j3

m1 ∓ 1 m2 m3

)[
(j1 ∓m1 + 1)

(j1 ±m1)

]1/2
+

[
(j2 ±m2)(j2 ∓m2 + 1)

]1/2
G

(
j1 j2 j3
m1 m2 ∓ 1 m3

)[
(j2 ∓m2 + 1)

(j2 ±m2)

]1/2
,

(9)

and hence

(j3 ±m3 + 1)G

(
j1 j2 j3
m1 m2 m3 ± 1

)
= (j1 ∓m1 + 1)G

(
j1 j2 j3

m1 ∓ 1 m2 m3

)
+ (j2 ∓m2 + 1)G

(
j1 j2 j3
m1 m2 ∓ 1 m3

)
.

(10)

Since all quantities in Equation 10 are obviously whole numbers, it follows
that these recursions can be calculated using exact integer arithmetic. Here,
it is convenient to combine the two formulae in Equation 10 to give a single
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ladder recursion formula for a fixed value of m3:

[j3(j3 + 1)− j1(j1 + 1)− j2(j2 + 1)− 2m1m2]G

(
j1 j2 j3
m1 m2 m3

)
=

(j1 −m1 + 1)(j2 +m2 + 1)G

(
j1 j2 j3

m1 − 1 m2 + 1 m3

)
+

(j1 +m1 + 1)(j2 −m2 + 1)G

(
j1 j2 j3

m1 + 1 m2 − 1 m3

)
.

(11)

Equation 11 here corresponds to Equation (53) of Tuzun et al. [20]. The
normalised form of this recursion is given by Rose (1957, page 44):

[j3(j3 + 1)− j1(j1 + 1)− j2(j2 + 1)− 2m1m2] C

(
j1 j2 j3
m1 m2 m3

)
=

[(j1 −m1 + 1)(j1 +m1)(j2 +m2 + 1)(j2 −m2)]
1/2 C

(
j1 j2 j3

m1 − 1 m2 + 1 m3

)
+

[(j1 +m1 + 1)(j1 −m1)(j2 −m2 + 1)(j2 +m2)]
1/2 C

(
j1 j2 j3

m1 + 1 m2 − 1 m3

)
.

(12)

It is also possible to obtain recursion formulae for the principal quantum
numbers. For example, Rose (1957, page 224) gives the following recursion
formula for j3:[
m1 −m3

(
j1(j1 + 1)− j2(j2 + 1) + j3(j3 + 1)

2j3(j3 + 1)

)]
C

(
j1 j2 j3
m1 m2 m3

)
=[

(j23 −m2
3)(−j1 + j2 + j3)(j1 − j2 + j3)(j1 + j2 − j3 + 1)(j1 + j2 + j3 + 1)

4j23(2j3 − 1)(2j3 + 1)

]1/2
×

C

(
j1 j2 j3 − 1
m1 m2 m3

)
+[

((j3 + 1)2 −m2
3)(−j1 + j2 + j3 + 1)(j1 − j2 + j3 + 1)(j1 + j2 − j3)(j1 + j2 + j3 + 2)

4(j3 + 1)2(2j3 + 1)(2j3 + 3)

]1/2
×

C

(
j1 j2 j3 + 1
m1 m2 m3

)
.

(13)
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From this, it is straight-forward but rather tedious to derive the following
whole number recursion formula for the un-normalised CG coefficients

(2j3 + 1)
[
(m1 −m2)j3(j3 + 1)−m3

(
j1(j1 + 1)− j2(j2 + 1)

)]
G

(
j1 j2 j3
m1 m2 m3

)
=

(j3 + 1)
[
(−j1 + j2 + j3)(j1 − j2 + j3)(j1 + j2 + j3 + 1)

]
G

(
j1 j2 j3 − 1
m1 m2 m3

)
+

j3
[(

(j3 +m3)(j3 −m3) + (2j3 + 1)
)
(j1 + j2 − j3)

]
G

(
j1 j2 j3 + 1
m1 m2 m3

)
.

(14)

Again, this is much simpler than the normalised form (Equation 13).

2.2. Rational Recursion Formulae for Top CG Coefficients in (j1, j2, j3)

In order to calculate a list of CG coefficients for all principal quantum
numbers, it is convenient to assume, without loss of generality, that j1 ≥ j2
and that j1 + j2 ≥ j1 − j2 ≥ j3. If this is not the case, then it can always
be achieved by applying up to two column permutations. From Equation 5
it can be seen that when j1 − m1 = 0 or j2 + m2 = 0, the only allowed
value of k is k = 0, and therefore the summation must evaluate to a positive
whole number. I call a CG coefficient having k = 0 a “top” coefficient, and
denote it as such with a subscript of zero. Here, it is convenient to begin with
m2 = −j2, and m3 = 0, which entails setting m1 = j2 so that the condition
m1 + m2 = m3 is always satisfied. Furthermore, because when k = 0, a
top CG coefficient must be positive, it is also convenient to work with their
squares,

C0

(
j1 j2 j3
j2 −j2 0

)2

= N0

(
j1 j2 j3
j2 −j2 0

)
× G0

(
j1 j2 j3
j2 −j2 0

)2

. (15)

This allows the calculation of square roots to be deferred. Furthermore, by
substituting m2 = −j2 and m1 = j2 into Equation 5, it can be seen that the
recursion may be initialised using the value of a single binomial coefficient,

G0

(
j1 j2 j3
j2 −j2 0

)
=

(
j1 − j2 + j3
j1 − j2

)
=

(j1 − j2 + j3)!

(j1 − j2)!(j3)!
.

(16)
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Although calculating the corresponding normalisation factor using Equa-
tion 6 appears to be rather more daunting at first sight, as shown below an
entire sequence of squared coefficients, C2

0 , may be obtained rather efficiently.
The corresponding normalisation factors may then be extracted using Equa-
tions 15 and 16. The C2

0 coefficients are calculated from Equation 2 with the
substitutions m1 = j2, m2 = −j2, and m3 = 0 to give

C0

(
j1 j2 j3
j2 −j2 0

)2

=
(2j3 + 1)(j1 − j2 + j3)!(2j2)!

(j1 + j2 − j3)!(j1 + j2 + j3 + 1)!(j3 − j1 + j2)!

(j1 + j2)!

(j1 − j2)!
.

(17)

Equation 17 may be used to develop simple two-term rational number re-
cursion formulae in j1, j2, and j3 for all of the top coefficients in m2 when
m3 = 0. Pulling factors in the usual way gives

C0

(
j1 j2 j3 + 1
j2 −j2 0

)2

=
(2j3 + 3)

(2j3 + 1)

(j1 − j2 + j3 + 1)(j1 + j2 − j3)
(j1 + j2 + j3 + 2)(j3 − j1 + j2 + 1)

C0

(
j1 j2 j3
j2 −j2 0

)2

.

(18)

In a similar manner, one obtains

C0

(
j1 j2 + 1 j3

j2 + 1 −j2 − 1 0

)2

=

(2j2 + 1)(2j2 + 2)(j1 + j2 + 1)(j1 − j2)
(j1 − j2 + j3)(j1 + j2 − j3 + 1)(j1 + j2 + j3 + 2)(j3 − j1 + j2 + 1)

C0

(
j1 j2 j3
j2 −j2 0

)2

.

(19)

Furthermore, assuming that j1 ≥ j2, then the range of j3 is restricted to
(j1 − j2) ≤ j3 ≤ (j1 + j2), and so whenever j2 is incremented the lower
and upper ranges of j3 must be decremented and incremented, respectively.
Therefore, another useful relation for a practical implementation is

C0

(
j1 j2 j3
j2 −j2 0

)2

=
(2j2)(2j2 − 1)(j1 + j2)(j1 − j2 + 1)

(j1 − j2 + j3 + 1)(j1 − j2 + j3 + 2)(j1 + j2 − j3)(j1 + j2 − j3 − 1)
×

(2j3 + 1)

(2j3 + 3)
C0

(
j1 j2 − 1 j3 + 1

j2 − 1 −j2 + 1 0

)2

.

(20)
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Finally, by noting that when j2 = 0 we must have j3 = j1. It is then easily
found that

C0

(
j1 0 j1
0 0 0

)2

= 1. (21)

From this starting point, Equations 18, 19, and 20 may be used to derive
the following two-term upward recursion formulae for top coeficients having
m3 = 0:

C0

(
j1 j2 j1 − j2
j2 −j2 0

)2

=
j1 + j2

4(j1 − j2) + 6
C0

(
j1 j2 − 1 j1 − j2 + 1

j2 − 1 −j2 + 1 0

)2

(22)

and

C0

(
j1 j2 j3
j2 −j2 0

)2

=
(2j3 + 1)(j1 − j2 + j3)(j1 + j2 − j3 + 1)

(2j3 − 1)(j2 − j1 + j3)(j1 + j2 + j3 + 1)
C0

(
j1 j2 j3 − 1
j2 −j2 0

)2

.

(23)

Since Equations 22 and 23 each involve multiplications by a numerator and
denominator of similar magnitude, it may be expected that these two-term
recursions should be rather stable numerically.

2.3. Calculating Runs of CG Coefficients for Fixed m3 by Ladder Recursion

Substituting m1 → (m1 + 1) and m2 → (m2 − 1) into Equation 11 gives
a form suitable for whole number downward recursion on m1 and upward
recursion on m2 while holding m3 fixed:

(j1 −m1)(j2 +m2)G

(
j1 j2 j3
m1 m2 m3

)
=

[
j3(j3 + 1)− j2(j2 + 1)− j1(j1 + 1)− 2(m1 + 1)(m2 − 1)

]
G

(
j1 j2 j3

m1 + 1 m2 − 1 m3

)
− (j1 +m1 + 2)(j2 −m2 + 2)G

(
j1 j2 j3

m1 + 2 m2 − 2 m3

)
.

(24)

10



The corresponding two-term rational number recursion relation for the nor-
malisation factor is found from Equation 6 to be

N

(
j1 j2 j3
m1 m2 m3

)
=

(j1 −m1)(j2 +m2)

(j1 +m1 + 1)(j2 −m2 + 1)
N

(
j1 j2 j3

m1 + 1 m2 − 1 m3

)
.

(25)

While ladder recursion using Equation 24 may be used with any value of
m3, it is most efficient (and more stable when using floating point arithmetic)
when m3 = 0 because in this case the length of the recursion may be halved
by using the symmetry relation [2] (p38)

G

(
j1 j2 j3
m1 m2 0

)
= (−1)j1+j2−j3 G

(
j1 j2 j3
m1 m2 0

)
. (26)

After a first “run” of CG coefficients for m3 = 0 has been calculated using
Equation 24, further ladder runs in (m1,m2) may be calculated for m3 ± 1
from the coefficients of the preceding run using Equation 10. When starting a
ladder run for m3 6= 0, the normalisation factor at the top of the new run may
be calculated from that of the previously calculated adjacent run. Letting
T (m1,m2,m3) denote the largest allowed m1 and smallest allowed m2 for the
desired value of m3 = m1+m2, then if T (m1,m2,m3) = T (m1±1,m2,m3∓1)
set

N

(
j1 j2 j3
m1 m2 m3

)
=

(j1 ±m1)(j3 ±m3)

(j1 ∓m1 + 1)(j3 ∓m3 + 1)
N

(
j1 j2 j3

m1 ∓ 1 m2 m3 ∓ 1

)
.

(27)

Otherwise, it must be the case that T (m1,m2,m3) = T (m1,m2± 1,m3∓ 1),
so set

N

(
j1 j2 j3
m1 m2 m3

)
=

(j2 ±m2)(j3 ±m3)

(j2 ∓m2 + 1)(j3 ∓m3 + 1)
N

(
j1 j2 j3
m1 m2 ∓ 1 m3 ∓ 1

)
.

(28)

The normalisation factors for the rest of the ladder may then be calculated
using Equation 25.
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2.4. Implementation in C and the GNU MP Multiple Precision Library

Equations 22 and 23 were used to program the calculation of the squares
of all normalised top coefficients, C2

0 , in the C programming language. More
specifically, functions were written to perform the calculation in C “double
precision” (64-bit) and “long double precision” (80-bit) arithmetic, as well
as exact rational arithmetic in which the numerators and denominators are
accumulated separately using the “MPQ” family of arbitrary length ratio-
nal arithmetic functions from the Gnu Multiple Precision (GMP) software
library [25]. In all cases, top coefficients are calculated using nested itera-
tions over 0 ≤ j1 ≤ J , 0 ≤ j2 ≤ j1, and (j1 − j2) ≤ j3 ≤ (j1 + j2), where
m3 = 0, and where J is a given upper limit on the iteration on j1. In a
similar manner, the exact calculation of the un-normalised CG coefficients,
G0 (Equation 16), was implemented using the “MPZ” arbitrary length in-
teger arithmetic functions from the GMP library. The exact calculations of
C2

0 and G0 allow exact rational values of N0 (Equation 15) to be obtained
for arbitrarily high order top CG coefficients. The values of G0 and N0 may
then be used to seed the ladder recursions on the magnetic quantum numbers
(Equations 24, 25, 27, and 28). These recursions have been implemented in C
double and long double percision arithmetic, and also using the GMP MPQ
(exact rational) and MPZ (exact integer) arithmetic library functions. A test
program consisting of C code for all of the above calculations is available for
download at http://cgc.loria.fr.

2.5. Relative Error Calculations

In order to compare the accuracy of CG coefficients calculated in floating
point arithmetic, CF , with those calculated by exact whole number recursion,
CE, the relative error, ER, was calculated using

ER = |CF − CE|/CE. (29)

It is well known that some CG coefficients may be “accidentally“ zero [26].
In such cases, the error is taken to be E = |CF |.

It is sometimes useful to consider the deviation from orthonormality of
the CG coefficients as another estimate of numerical error. For fixed j1, j2,
j3, and m3, the orthogonality condition is given by

S2 =
∑

m1,m2

C

(
j1 j2 j3
m1 m2 m3

)2

= 1, (30)
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where the sum is taken over one of m1 or m2, since the other is fixed by the
condition m1 +m2 = m3. The relative normalisation error, EN , is then taken
to be EN = |S − 1|.

3. Results and Discussion

Table 2 shows the execution times in seconds for calculating the top
coefficients up to various maximum orders j1 = J . Note that calculating
coefficients up to j1 = J means that the maximum value of j3 is 2J . The
columns labeled “MPQ/s”, “D80/s”, and “D64/s” show the execution times
in seconds for exact rational, long double, and double precision calculations,
respectively. This table shows that the calculation is very fast and that
only a modest amount of memory is required to store a list of all top coef-
ficients to high order. The remaining CG Coefficients were then calculated
using the above approach for the commonly encountered case in which m3

is restricted to zero, and also for the general case in which coefficients are
calculated for all allowed magnetic quantum numbers. Table 2 shows execu-
tion times and maximum errors for the first case for all coefficients having
for j1 ≤ J = 200 and m3 = 0. In order to illustrate the speed-up provided
by the new recursion formulae, the “SYM/s” column shows execution times
for CG coefficients calculated by the exact symbolic prime factor summa-
tion method of calculating Equation 2 [15]. This table shows that the MPQ
recursion is almost 103 times faster than the symbolic summation method
for J = 100, and around 3.8 × 103 faster for J = 200. Furthermore, the
long double calculation is at least an additional order of magnitude faster
than the exact MPQ calculation, while still giving only relatively small max-
imum errors of O(10−11) and O(10−17) or better for ER and EN , respectively.
Working in double precision is seen to be slightly faster than long double,
and still gives reasonable maximum error values of O(10−9) and O(10−14),
respectively. However, the double precision calculation fails beyond J = 130
due to numerical overflows in the normalisation factor exponents.

Overall, Table 2 shows that in the common case where the total magnetic
quantum number (m3) is zero, the recursions presented here are numerically
very stable when implemented in ordinary double or long double precision
floating point arithmetic, and hence may be calculated in hardware. In this
case, for J=200, CG coefficients are calculated at rates of 1.0× 103/s by the
symbolic prime factor method (SYM), 4.0× 106/s by rational number recur-
sion (MPQ), and 6.1 × 107/s by recursion in long double precision (D80).

13



In other words, the rational number recursion and the long double calcula-
tions are respectively at least three and four orders of magnitude faster than
symbolic factorisation.

Table 3 shows the corresponding calculation times and relative errors for
calculating CG coefficients for all allowed values of the magnetic quantum
numbers. This table shows similar coefficient calculation rates to those in
Table 2 (e.g. for J=30, SYM: 1.2×104/s; MPQ: 1.2×106/s; D80: 3.6×107/s).
However, in this case, the total number of CG coefficients grows much more
rapidly than when m3 is restricted to zero, and it becomes impractical to
calculate exact execution times for the prime factorisation method (estimated
at several CPU-days for e.g. J=100). More importantly, since many more
ladder recursions over the magnetic quantum numbers are now required,
Table 3 shows that the maximum errors for the floating point calculations
rise rapidly with increasing J . Hence, the MPQ method is recommended
beyond about J = 30 when CG coefficients with m3 6= 0 are required.

Given that for arbitrary magnetic quantum numbers the total number of
CG coefficients grows as O(J5), storing all pre-calculated coefficients up to
J = 100 (4,273,412,111 coefficients) or J = 200 (132,320,314,221 coefficients),
for example, would require several tens or hundreds of gigabytes of memory,
respectively. This would exceed the available memory in all but the largest
of contemporary computers. On the other hand, since the number of top
coefficients grows only as O(J3) (Table 1), it would be quite feasible to store
exact pre-calculated top coefficients to very high order, and to calculate the
rest on-the-fly when needed. It would be straight-forward to adapt the C code
in the provided test program in order to do this in a particular application.

4. Conclusion

Novel whole number recursion formulae have been presented for the exact
calculation of CG coupling coefficients to arbitrarily high order. Depending
on the highest principal quantum number, these recursion formulae have
been shown to be up to four orders of magnitude faster than an exact prime
factorisation approach. In the approach presented here, CG coefficients can
be calculated exactly by rational number recursion at a rate of around 106

per second on one CPU core of a contemporary workstation. Calculating
CG coefficients for the common case in which m3 = 0 involves only relatively
short recursion runs, and this can be performed in C long double or even
double precision with reasonable numerical precision up to order J = 200,

14



or J = 130, respectively. On the other hand, if accurate CG coefficients
with m3 6= 0 are required, then the use of exact whole number recursion
is recommended beyond about J = 30. To circumvent the need for the
very large computer memory necessary to store all CG coefficients to high
order, it is proposed to pre-calculate and store only a modest number of top
coefficients, from which the rest may be calculated on-the-fly, as required.
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Table 1: Top CG coefficient calculation times (m3 = 0). MPQ: exact whole number
recursion calculation time; D80: long double precision recursion calculation time; D64:
double precision recursion calculation time.

J No. Coeffs MPQ/s D80/s D64/s
10 506 0.00 0.00 0.00
20 3,311 0.00 0.00 0.00
50 45,526 0.04 0.00 0.00

100 348,551 0.36 0.00 0.00
150 1,159,076 1.23 0.01 0.01
200 2,727,101 3.26 0.03 0.02
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Table 2: CG coefficient calculation times and relative errors for all CG coefficients for
m3 = 0 to order j1 = J . Columns are labeled as SYM: exact symbolic factorial sum
calculation time; MPQ: exact whole number recursion calculation time; D80: long double
recursion calculation time; ER80: the largest relative error between the calculation in
long double precision and the exact MPQ calculation; EN80: the largest normalisation
error when using long double precision arithmetic; D64: double recursion calculation time;
ER64: the largest relative error between the calculations in double precision and the MPQ
calculation; EN64: the largest normalisation error when using double precision calculation.
Calculation times are in seconds on one core of a 2.33 GHz Intel E5410 processor. The
double precision calculation fails with an exponent overflow in the normalisation factor at
(j1 = 140, j2 = 140, j3 = 268).

J No. Coeffs SYM/s MPQ/s D80/s ER80 EN80 D64/s ER64 EN64
10 5,786 0.19 0.00 0.00 1.1e-16 2.2e-19 0.00 6.3e-15 6.7e-16
20 71,071 2.79 0.02 0.00 3.2e-16 4.9e-19 0.00 6.3e-13 1.0e-15
30 327,856 16.07 0.08 0.01 9.8e-16 1.0e-18 0.00 5.9e-12 1.9e-15
40 988,141 68.54 0.25 0.02 7.2e-16 1.3e-18 0.01 9.7e-12 4.9e-15
50 2,343,926 187.44 0.59 0.04 1.8e-14 3.5e-18 0.03 1.0e-10 1.0e-14
60 4,767,211 484.55 1.21 0.08 1.8e-13 5.1e-18 0.05 1.2e-10 1.1e-14
70 8,709,996 1,123.45 2.20 0.14 1.9e-13 7.9e-18 0.10 1.2e-10 1.3e-14
80 14,704,281 2,342.09 3.71 0.24 2.2e-13 7.9e-18 0.17 2.2e-10 2.1e-14
90 23,362,066 4,686.93 5.87 0.39 2.2e-13 7.9e-18 0.27 6.7e-10 2.9e-14

100 35,375,351 8,681.99 8.87 0.58 3.5e-13 1.6e-17 0.41 6.7e-10 2.9e-14
110 51,516,136 15,158.65 12.92 0.86 3.9e-13 1.9e-17 0.59 9.1e-10 2.9e-14
120 72,636,421 27,082.28 18.20 1.19 3.0e-12 1.9e-17 0.83 2.1e-09 3.2e-14
130 99,668,206 42,233.32 24.98 1.65 3.0e-12 2.3e-17 1.21 2.1e-09 5.0e-14
140 133,623,491 64,360.78 33.43 2.22 3.0e-12 2.3e-17 – – –
150 175,594,276 95,805.43 43.88 2.88 9.7e-12 2.5e-17 – – –
160 226,752,561 140,055.47 56.99 3.72 9.7e-12 3.0e-17 – – –
170 288,350,346 199,763.60 72.07 4.77 2.9e-11 3.3e-17 – – –
180 361,719,631 279,728.38 90.28 5.94 2.9e-11 4.2e-17 – – –
190 448,272,416 385,406.59 111.99 7.35 2.9e-11 4.2e-17 – – –
200 549,500,701 532,533.66 137.28 9.05 2.9e-11 4.2e-17 – – –
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Table 3: CG coefficient calculation times and relative errors for all CG coefficients up to
order j1 = J , for all allowed values of m1, m2, and m3 = m1 + m2. Column headings
are the same as for Table 2. This table is truncated after J = 80 due to the very long
calculation times for the symbolic factorial sum method (column SYM).

J No. Coeffs SYM/s MPQ/s D80/s ER80 EN80 D64/s ER64 EN64
10 74,162 0.62 0.08 0.00 4.2e-16 3.3e-19 0.00 6.3e-13 8.9e-16
20 1,763,223 33.92 1.47 0.05 2.6e-11 6.5e-19 0.05 7.3e-08 1.6e-15
30 12,067,184 463.72 10.03 0.33 2.7e-06 1.5e-17 0.37 9.9e-03 2.5e-10
40 48,226,045 3,233.98 41.56 1.49 6.3e-01 5.4e-09 1.50 1.1e+03 6.6e-02
50 142,519,806 15,104.24 125.90 4.30 1.1e+05 1.4e+00 – – –
60 347,068,467 53,892.01 311.50 – – – – – –
70 738,632,028 159,035.55 673.90 – – – – – –
80 1,423,410,489 407,127.04 1321.73 – – – – – –
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