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Abstract

In this paper, we focus on the important topic of violence
recognition and detection in surveillance videos. Our goal
is to determine if a violence occurs in a video (recognition)
and when it happens (detection). Firstly, we propose an
extension of the Improved Fisher Vectors (IFV) for videos,
which allows to represent a video using both local features
and their spatio-temporal positions. Then, we study the
popular sliding window approach for violence detection,
and we re-formulate the Improved Fisher Vectors and use
the summed area table data structure to speed up the ap-
proach. We present an extensive evaluation, comparison
and analysis of the proposed improvements on 4 state-of-
the-art datasets. We show that the proposed improvements
make the violence recognition more accurate (as compared
to the standard IFV, IFV with spatio-temporal grid, and
other state-of-the-art methods) and make the violence de-
tection significantly faster.

1. Introduction
Video surveillance cameras are part of our lives. They

are used almost everywhere, e.g. at streets, subways, train
and bus stations, airports, and sport stadiums. Today’s in-
crease in threats to security in cities and towns around the
world makes the use of video cameras to monitor people
necessary. The attacks on humans, fights, and vandalism
are just some cases where detection, particularly violence
detection, systems are needed.

In this paper, we focus on the important topic of violence
recognition and detection in surveillance videos. Our goal
is to determine if a violence occurs in a video (recognition)
and when it happens (detection).

Over the last years, several violence recognition and de-
tection techniques have been proposed. [6] have used mo-
tion trajectory information and orientation information of
person’s limbs for person-on-person fight detection. One of
the main drawbacks of this approach is that it requires pre-
cise segmentation, which is very difficult to obtain in real

world videos. Instead, [7, 9, 21, 23] have focused on local
features and the bag-of-features approach; the main differ-
ence between these techniques lies in the type of features
used. [23] have applied the STIP and SIFT, and [7] have
used the STIP and MoSIFT features. [9] have proposed the
VIolence Flows descriptor, encoding how flow-vector mag-
nitudes change over time. [21] have proposed a video de-
scriptor based on substantial derivative. Despite recent im-
provements in violence recognition and detection, effective
solutions for real-world situations are still unavailable.

The Improved Fisher Vectors (IFV) [24] is a bag-of-
features-like video encoding strategy which has shown to
outperform the standard bag-of-features. It is a video (and
image) descriptor obtained by pooling local features into a
global representation. It describes local features by their
deviation from the “universal” generative Gaussian Mixture
Model. The IFV has been widely applied for recognition
tasks in videos [1, 2, 11, 27, 28]. One of the main draw-
backs of the IFV is that it simplifies the structure of a video
assuming conditional independence across spatial and tem-
poral domains; it computes global statistics of local features
only, ignoring spatio-temporal positions of features.

Clearly, spatial information may contain useful infor-
mation. A common way to use spatio-temporal informa-
tion with IFV is to use either spatio-temporal grids [16] or
multi-scale pyramids [17]; however, these methods are still
limited in terms of a detailed description providing only a
coarse representation. There are several other state-of-the-
art methods [13, 14, 19, 25], but as they were proposed
for images (for image categorization and object recogni-
tion), they cannot be directly applied for videos; moreover,
[13, 14] achieve similar results as compared to the spatial
grids/pyramids, and [19] is parameter sensitive and requires
additional parameter learning.

As opposed to the existing violence recognition and de-
tection methods (which focus mainly on new descriptors),
we focus on a video representation model due to two rea-
sons: to make it more accurate for violence recognition,
and to make it faster for violence detection. Firstly, we
propose an extension of the IFV for videos (Sec. 2.2),
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which allows to use spatio-temporal positions of features
with the IFV. The proposed extension boosts the IFV and
achieves better or similar accuracy (keeping the represen-
tation more compact) as compared to the spatio-temporal
grids. Then, we study and evaluate the popular sliding win-
dow approach [12] for violence detection. We re-formulate
the IFV and use the summed area table data structure to
speed up the sliding window method (Sec. 2.3). Then, we
present an extensive evaluation, comparison and analysis
of the proposed improvements on 4 state-of-the-art datasets
(Sec. 3 and Sec. 4). Finally, we conclude in Sec. 5.
Abnormal behavior detection: There are several methods
for abnormal behavior and anomaly detection [4, 18, 20,
22]. However, abnormalities do not represent a compact and
well defined concept. Abnormality detection is a different
research topic, with different constraints and assumptions,
and therefore we do not focus on these techniques.

2. Boosting the Improved Fisher Vectors (IFV)
2.1. State-of-The-Art: Improved Fisher Vectors

This section provides a brief description of the Improved
Fisher Vectors, introduced in [24]. The mathematical no-
tations and formulas provided here are in accordance with
[24], and we refer to it for more details.

Let X = {xt, t = 1 . . . T} be a set of T local features ex-
tracted from a video, where each local feature is of dimen-
sion D, xt ∈ RD. Let λ = {wi,µi,Σi, i = 1 . . .K} be
parameters of a Gaussian Mixture Model (GMM): uλ(x) =∑K
i=1 wiui(x) fitting the distribution of local features,

where wi ∈ R, µi ∈ RD and Σi ∈ RD×D are respectively
the mixture weight, mean vector and covariance matrix of
the i-th Gaussian ui. We assume that the covariance matri-
ces are diagonal and we denote by σ2

i the variance vector,
i.e. Σi = diag(σ2

i ), σ
2
i ∈ RD.

Moreover, let γt(i) be the soft assignment of a descriptor
xt to a Gaussian i:

γt(i) =
wiui(xt)∑K
j=1 wjuj(xt)

, (1)

and let GX
µ,i (resp. GX

σ,i) be the gradient w.r.t. the mean µi
(resp. standard deviation σi) of a Gaussian i:

GX
µ,i =

1

T
√
wi

T∑
t=1

γt(i)

(
xt − µi

σi

)
, (2)

GX
σ,i =

1

T
√
2wi

T∑
t=1

γt(i)

[
(xt − µi)

2

σ2
i

− 1

]
, (3)

where the division between vectors is as a term-by-term op-
eration. Then, the gradient vector GX

λ is the concatenation

of all the K gradient vectors GX
µ,i ∈ RD and all the K gra-

dient vectors GX
σ,i ∈ RD, i = 1 . . .K:

GX
λ = [ GX

µ,1, G
X
σ,1, . . . , G

X
µ,K , G

X
σ,K ]

′
. (4)

The IFV (Improved Fisher Vectors) representation ΦX
λ ,

ΦX
λ ∈ R2DK , is the gradient vector GX

λ normalized by the
power normalization and then the L2 norm:

ΦX
λ = [ GX

µ,1, G
X
σ,1, . . . , G

X
µ,K , G

X
σ,K ]

′
√
+l2 . (5)

2.2. Boosting the IFV with spatio-temporal inf.

The Improved Fisher Vectors encoding simplifies the
structure of a video assuming conditional independence
across spatial and temporal domains (see Sec. 2.1). It com-
putes global statistics of local features only, ignoring spatio-
temporal positions of features. Thus, we propose an ex-
tension of the Improved Fisher Vectors which incorporates
spatio-temporal positions of features into the video model.

Firstly, we represent positions of local features in a video
normalized manner. In this paper, we focus on local tra-
jectories only; however, the following representation can
also be applied to spatio-temporal interest points [8, 15, 29]
(with assumptions: pt = (at,1, bt,1, ct,1) is the spatio-
temporal position of a point and nt = 1).

Let P = {pt, t = 1 . . . T} be a set of T tra-
jectories extracted from a video sequence and pt =
((at,1, bt,1, ct,1), . . . , (at,nt

, bt,nt
, ct,nt

)) is a sample trajec-
tory, where a feature point detected at a spatial position
(at,1, bt,1) in a frame ct,1 is tracked in nt ≥ 1 subsequent
frames until a spatial position (at,nt

, bt,nt
) in a frame ct,nt

.
We define the video normalized position p̂t of a center of a
trajectory pt as:

p̂t =

[
1

vwnt

nt∑
i=1

at,i,
1

vhnt

nt∑
i=1

bt,i,
1

vlnt

nt∑
i=1

ct,i

]′
, (6)

where vw is the video width (with the units in pixels), vh
is the video height (in pixels), and vl is the video length
(number of frames). We normalize the position of a center
of a trajectory, so that the video size does not significantly
change the magnitude of the feature position vector.

Once positions of local features are represented in a
video normalized manner, we also consider using the unity
based normalization to reduce the influence of motionless
regions at the boundaries of a video, so that the large mo-
tionless regions do not significantly change the magnitude
of the feature position vector. Let p̂t,i be the i-th dimen-
sion of the vector p̂t and min(p̂:,i) (resp. max(p̂:,i)) be
the minimum (resp. maximum) value of the i-th dimen-
sion among all the video normalized position vectors ex-
tracted from the training videos. When the condition ∀i :
min(p̂:,i) 6= max(p̂:,i) is true, we can apply the unity based



normalization to calculate the vector p̃t. The i-th dimension
of the vector p̃t is:

p̃t,i =
p̂t,i −min(p̂:,i)

max(p̂:,i)−min(p̂:,i)
. (7)

Then, we incorporate the normalized positions of local
features into the Improved Fisher Vectors model, so that
videos are represented using both local descriptors and their
spatio-temporal positions.

Let Y = {yt = [p̃t,xt], t = 1 . . . T} be a set of lo-
cal features, where xt ∈ RD is a local feature descriptor
and p̃t ∈ RE is its corresponding normalized position, typ-
icallyE = 3, calculated as above. Let λ̃ = {w̃i, µ̃i, Σ̃i, i =

1 . . .K} be parameters of a GMM uλ̃(y) =
∑K
i=1 w̃iui(y)

fitting the distribution of local features, where w̃i ∈ R,
µ̃i ∈ RD+E and Σ̃i ∈ R(D+E)×(D+E) are respectively
the mixture weight, mean vector and covariance matrix of
the i-th Gaussian. As before, we assume that the covariance
matrices are diagonal and we denote by σ̃2

i the variance vec-
tor, i.e. Σ̃i = diag(σ̃2

i ), σ̃
2
i ∈ RD+E . We calculate GY

µ̃,i

(Eq. 2) and GY
σ̃,i (Eq. 3) for all K Gaussian components,

and concatenate all the gradient vectors into a vector GY
λ̃

.
Finally, the new Improved Fisher Vectors representation is
the gradient vector GY

λ̃
normalized by the power normaliza-

tion and then the L2 norm:

ΦY
λ̃

= [ GY
µ̃,1, G

Y
σ̃,1, . . . , G

Y
µ̃,K , G

Y
σ̃,K ]

′
√
+l2 . (8)

2.3. Fast IFV-based Sliding Window

Our goal is to determine if a violence occurs in a video
and when it happens; therefore, we search for a range of
frames which contains violence. We base our approach
on the temporal sliding window [12] which evaluates video
sub-sequences at varying locations and scales.

Let vl be a video length (in frames), s > 0 be the win-
dow step size (in frames), and w = {is}i=1...m be tem-
poral window sizes (scales) for the sliding window algo-
rithm. Moreover, let v = ns be an approximated video
length (where: ns ≥ vl > (n − 1)s and n ≥ m ≥ 1). Vi-
sualization of a sample video and sample sliding windows
is presented in Fig. 1. Note the IFV are calculated for fea-
tures from the same temporal segments multiple times, i.e.
m(n−m+ 1) times for m segments (e.g. Fig. 1: 20 times
for 8 segments). Therefore, to speed up the detection frame-
work, we re-formulate the IFV and use the summed area ta-
ble data structure, so that the IFV are calculated for features
from the temporal segments only ones.

Let X = {xt, t = 1 . . . T} be a set of T local features
extracted from a video. Let X′ = {Xj , j = 1 . . . N} be a
partition of a set X into N subsets Xj = {xj,k}

|Xj |
k=1 such

that: |Xj | is the cardinality of the set Xj , X =
N⋃
j=1

Xj ,

time -

· · ·
s1 s2 s3 s4 s5 s6 s7 s8 · · ·

6
6

6
6

6
? ? ? ? ? ? ? ?

r rr rrr rrrr rrrr rrr rr r
1 2 3 4 4 3 2 1∑

= 20

Figure 1. Temporal sliding window: a sample video is divided into
n ≥ 8 segments. We use m = 4 window scales. Note that the IFV
are calculated for features from the same segments multiple times
(20 times for 8 segments).

∀Nj 6=k, j,k=1Xj ∩Xk = ∅ and φ(j, k) → t is the mapping
function such that xj,k = xt.
We re-write Eq. (2):

GX
µ,i =

1

T
√
wi

T∑
t=1

γt(i)

(
xt − µi

σi

)

=
1

T
√
wi

N∑
j=1

|Xj |∑
k=1

γφ(j,k)(i)

(
xφ(j,k) − µi

σi

)

=
1

T

N∑
j=1

GXj

µ,i|Xj | =
1

T

N∑
j=1

HXj

µ,i,

HXj

µ,i = GXj

µ,i|Xj |

=
1
√
wi

|Xj |∑
k=1

γφ(j,k)(i)

(
xφ(j,k) − µi

σi

)
.

(9)

Similarly, we re-write Eq. (3):

GX
σ,i =

1

T
√
2wi

T∑
t=1

γt(i)

[
(xt − µi)

2

σ2
i

− 1

]

=
1

T
√
2wi

N∑
j=1

|Xj |∑
k=1

γφ(j,k)(i)

[
(xφ(j,k) − µi)

2

σ2
i

− 1

]

=
1

T

N∑
j=1

GXj

σ,i|Xj | =
1

T

N∑
j=1

HXj

σ,i,

HXj

σ,i = GXj

σ,i|Xj |

=
1√
2wi

|Xj |∑
k=1

γφ(j,k)(i)

[
(xφ(j,k) − µi)

2

σ2
i

− 1

]
.

(10)

Then, let’s define the gradient vector HXj

λ as a concatena-
tion of all the K gradient vectors HXj

µ,i and all the K gradi-



ent vectors HXj

σ,i, i = 1 . . .K:

HXj

λ = [HXj

µ,1, H
Xj

σ,1, . . . , H
Xj

µ,K , H
Xj

σ,K ]
′
. (11)

The Improved Fisher Vectors representation ΦX̃
λ̃

of local
features X̃ =

⋃N
j=M Xj , where 1 < M ≤ N , can be

calculated using:

G
⋃N

j=M Xj

λ =
H

⋃N
j=1 Xj

λ −H
⋃M−1

j=1 Xj

λ∑N
j=1 |Xj | −

∑M−1
j=1 |Xj |

, (12)

and applying the power normalization and then the L2 norm
to the obtained gradient vector. The obtained representation
is exactly the same as if we use Eq. (2)-(5). However, in
contrast to the original IFV, the above equations can be di-
rectly used with data structures such as summed area table
(Integral Images) and KDD-trees.

For the task of violence localization, we use the above
formulation of the IFV (Eq. (9)-(12)), and directly apply
the summed area table (Integral Images [26]). The 2 main
advantages of this solution are: (1) it allows to speed up the
calculations, as every feature is assigned to each Gaussian
exactly once; e.g. we detected 25k features in a 84 frames
long video. With m = 4 and s = 5, every feature was
assigned to each Gaussian 4 − 10 times; this is like 224k
features were assigned to each Gaussian. In our algorithm,
each feature is assigned to each Gaussian exactly once. This
means nearly 9 times less calculations. (2) it allows to re-
duce the memory usage, especially when a video contains
a lot of motion and dense features are extracted [27]; e.g.
we extracted ∼130k features in a 35 seconds long video
(∼3.7k features per second on average). With Improved
Dense Trajectories [27] (each trajectory is represented us-
ing 426 floats), this means∼1.6M floats to store per second
(segment), which is 29 times more than the IFV representa-
tion with 128 Gaussians calculated for this segment.

3. Experimental Setup: Approach Overview
Firstly, we extract local spatio-temporal features in

videos, and we use the Improved Dense Trajectories
(IDT) [27] for that; we apply a dense sampling and track
the extracted interest points using a dense optical flow
field. Then, we extract local spatio-temporal video volumes
around the detected trajectories, and we represent each tra-
jectory using: Histogram of Oriented Gradients (HOG) cap-
turing appearance information, and Trajectory Shape (TS),
Histogram of Optical Flow (HOF) and Motion Boundary
Histogram (with MBH-x and MBH-y components) descrip-
tors capturing motion information. The extracted IDT fea-
tures provide a good coverage of a video and ensure extrac-
tion of meaningful information. As the results, they have
shown to achieve excellent results for various recognition

Figure 2. Sample video frames from the Violent-Flows (first row),
Hockey Fight (second row), Movies (third row), and Violent-
Flows 21 (fourth row) datasets.

tasks in videos and they have been widely used in litera-
ture [1, 27].

To represent a video, we calculate a separate video rep-
resentation for each descriptor independently (i.e. HOG,
etc.) using the IFV / proposed Spatio-Temporal IFV
(Sec. 2.2), and we concatenate the obtained representations
using late fusion (i.e. per video: we concatenate the IFV-
based video representation from HOG with video represen-
tation from HOF, etc.).

For violence recognition, we use linear Support Vector
Machines (SVMs) [3] classifer, which has shown to achieve
excellent results with high-dimensional data such as Fisher
Vectors; as typically if the number of features is large, there
is no need to map data to a higher dimensional space [10].
Moreover, linear SVMs have shown to be efficient both in
training and prediction steps.

For violence detection, we use the Fast Sliding Window-
based framework, explained in Sec. 2.3.

4. Experiments
4.1. Datasets

We use 4 benchmark datasets for evaluation and we fol-
low the recommended evaluation protocols provided by the
authors of the datasets. We use Violent-Flows dataset [9],
Hockey Fight dataset [23] and Movies dataset [23] for
violence recognition task. We use Violence-Flows 21
dataset [9] for violence detection task. Sample video frames
from the datasets are presented in Fig. 2.

The Violent-Flows (Crowd Violence \ Non-violence)
dataset [9] contains 246 videos with real-world footage of
crowd violence. Videos are collected from YouTube and



contain a variety of scenes, e.g. streets, football stadiums,
volleyball and ice hockey arenas, and schools. The dataset
is divided into 5 folds and we follow the recommended 5-
folds cross-validation to report the performance.

The Hockey Fight dataset [23] contains 1000 real-world
videos: 500 violent scenes (between two and more partici-
pants) and 500 non-violent scenes. Videos are divided into
5 folds, where each fold contains 50% violent and 50% non-
violent videos, and we follow the recommended 5-folds
cross-validation to report the performance.

The Movies dataset [23] contains 200 video clips: 100
videos with a person-on-person fight (collected from ac-
tion movies) and 100 videos with non-fight scenarios (col-
lected from various action recognition datasets). This
dataset contains a wider variety of scenes than the Hockey
Fight dataset, and scenes are captured at different resolu-
tions [23]. Videos are divided into 5 folds and we follow
the recommended 5-folds cross-validation to report the per-
formance. Although this dataset does not contain surveil-
lance videos, it has been widely used in the past for violence
recognition task.

The main differences between above datasets are:
various scenarios and scenes, violence/fight and non-
violence/non-fight classes variations, number of training
and testing samples, pose and camera view point variations,
motion blur, background clutter, occlusions, and illumina-
tion conditions.

The Violent-Flows 21 dataset (Crowd Violence \ Non-
violence 21 Database) [9] contains 21 videos with real-
world video footage of crowd violence. Videos are collected
from YouTube, they are of spatial size 320×240 pixels, and
they begin with non-violent behavior, which turns to violent
mid-way through the video. The training is performed us-
ing 227 out of 246 videos from the Violent-Flows dataset;
19 videos are removed as they are included in the detection
set. The original annotations are not available. Therefore,
as proposed in the original paper [9], we manually mark
the frame in each video where the transition happens from
non-violent to violent behavior 1.

4.2. Implementation Details

We use the GMM with K = 128 and K = 256 to com-
pute the IFV / Spatio-Temporal IFV, and we set the num-
ber of Gaussians using 5-folds cross-validation. To increase
clustering precision, we initialize the GMM 10 times and
we keep the codebook with the lowest error. To limit the
complexity, we cluster a subset of 100, 000 randomly se-
lected training features. To report recognition results, we
use the Mean Class Accuracy (MCA) metric. For violence
detection, we use six temporal windows of length {5i}6i=1

frames and the window stride equal to 1 frame. To report

1Differences can exist between our and [9] annotations.

Approach Size Violent-F. Hockey F. Movies
Baseline 1 93.5 93.2 97

Ours: STIFV ∼1 96.4 93.4 99
IFV 1x1x2 2 94.0 93.3 98.0
IFV 1x2x1 2 94.3 93.6 97.5
IFV 2x1x1 2 94.3 93.2 97.5
IFV 1x1x3 3 93.5 93.1 98.5
IFV 1x3x1 3 94.3 93.2 97.0
IFV 3x1x1 3 93.5 93.2 97.5
IFV 2x2x2 8 93.5 93.4 97.0
IFV 2x2x3 12 93.1 93.4 97.0
IFV 2x2x1 4 93.9 93.8 97.5
IFV 2x1x2 4 93.5 92.9 98.0
IFV 1x2x2 4 93.9 93.5 97.5

Table 1. Evaluation results: the baseline (IFV with 1x1x1) ap-
proach, our IFV with spatio-temporal information (STIFV), and
the IFV with various spatio-temporal grids on the Violent-Flows,
Hockey Fight, and Movies datasets. Second column presents the
size of the video representation relatively to the size of the video
representation of the baseline approach.

detection results, we use the Receiver Operating Character-
istic (ROC) curve and the Area Under Curve (AUC) met-
rics.

4.3. Results: Violence Recognition

For violence recognition, we evaluate the standard IFV
approach (baseline approach) and our IFV with spatio-
temporal information (STIFV, Sec. 2.2). Moreover, we
evaluate the IFV with 11 various spatio-temporal grids
(1x1x2, 1x2x1, 2x1x1, 1x1x3, 1x3x1, 3x1x1, 2x2x2,
2x2x3, 2x2x1, 2x1x2, and 1x2x2). The evaluations are
performed on 3 datasets: Violent-Flows, Hockey Fight and
Movies datasets. The results are presented in Table 1. In all
cases, our STIFV approach outperforms the IFV method,
and achieves better or similar performance as compared to
the IFV with spatio-temporal grid. Note that finding an ap-
propriate size of the spatio-temporal grid is time consuming
(there are 3 additional parameters to learn). Moreover, a
spatio-temporal grid-based representation requires signifi-
cantly more amount of memory (up to 12 times in our ex-
periments, see Table 1).

Then, we compare our approach with the state-of-the-
art. The comparison on the Violent-Flows, Hockey Fight,
and Movies datasets is presented in Table 2. Note that our
approach significantly outperforms remaining techniques,
achieving even up to 11% better results (on the Violent-
Flows dataset).

In summary, for violence recognition, the proposed im-
provement (IFV with spatio-temporal information) boosts
the state-of-the-art IFV, and achieves better or similar ac-



Violent-Flows Dataset Hockey Fight Dataset Movies Dataset
Approach Acc. (%)
HNF [16] 56.5
HOG [16] 57.4
HOF [16] 58.3
LTP [30] 71.5
Jerk [6] 74.2

Interaction Force [20] 74.5
ViF [9] 81.3

HOT [22] 82.3
FL|FCv [21] 85.4

Our Approach 96.4

Approach Acc. (%)
LTP [30] 71.9
ViF [9] 82.9

STIP-HOF + HIK [23] 88.6
Extreme Accelerations [5] 90.1

MoSIFT + HIK [23] 90.9
BoW-MoSIFT [5] 91.2

STIP-HOG + HIK [23] 91.7
Our Approach 93.7

Approach Acc. (%)
STIP-HOG + HIK [23] 49
STIP-HOF + HIK [23] 59

BoW-MoSIFT [5] 86.5
MoSIFT + HIK [23] 89.5

ViF [9] 91.3
Jerk [6] 95.0

Interaction Force [20] 95.5
FL|FCv [21] 96.9

Extreme Accelerations [5] 98.9
Our Approach 99.5

Table 2. Comparison with the state-of-the-art on the Violent-Flows (left table), Hockey Fight (middle), and Movies (right) datasets.

Figure 3. ROC curves: our approach (on the left) vs. the state-of-
the-art (on the right) on the Violent-Flows 21 dataset.

Approach LTP HOG HOF HNF VIF Ours
AUC 79.9 61.8 57.6 59.9 85.0 87.0

Table 3. AUC metric on the Violent-Flows 21 dataset [9].

Process Processing Time (fps)
Feature Extraction (IDT) 5.7

Sliding Window 9.28
Ours: Fast Sliding Window 99.21

Table 4. Average processing time on the Violent-Flows 21 dataset
using a single Intel(R) Xeon(R) CPU E5-1630 v3 @ 3.70GHz.

curacy (keeping the representation more compact) as com-
pared to the IFV with spatio-temporal grids. Moreover, our
approach significantly outperforms the existing techniques
on all three violence recognition datasets.

4.4. Results: Violence Detection

We evaluate our Fast Sliding Window-based approach on
the Violence-Flows 21 dataset.

Firstly, we evaluate the accuracy of the sliding window /
Fast Sliding Window approach (both techniques achieve the

same results). The results and comparison with the state-of-
the-art are presented in Figure 3 (using the ROC curves) and
in Table 3 (using the AUC metric).

Then, we evaluate the speed of the Improved Dense Tra-
jectories (IDT), and we compare the speed of the standard
sliding window approach with the speed of our Fast Slid-
ing Window technique (Sec. 2.3). The results are presented
in Table 4. We observe that the proposed Fast Sliding Win-
dow technique is more than 10 times faster than the standard
sliding window approach.

5. Conclusions

We have proposed an extension of the Improved Fisher
Vectors (IFV) for violence recognition in videos, which
allows to represent a video using both local features and
their spatio-temporal positions. The proposed extension has
shown to boost the IFV achieving better or similar accuracy
(and keeping the representation more compact) as compared
to the IFV with spatio-temporal grid. Moreover, our ap-
proach has shown to significantly outperform the existing
techniques on three violence recognition datasets. Then, we
have studied the popular sliding window approach for vio-
lence detection. We have re-formulated the IFV and have
used the summed area table data structure to significantly
speed up the violence detection framework. The evaluations
have been performed on 4 state-of-the-art datasets.
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