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Delay-hybrid-dependent stability for systems with
large delays

Xi-Ming Sun, Xue-Fang Wang, Frédéric Mazenc

Abstract

This paper investigates a problem of stability analysis for a class of nonlinear systems with a time-varying delay
taking both large and small values in an alternating manner. This problem is a delay-dependent stability analysis one
but it shares some features with delay-independent ones. Hence traditional stability analysis techniques for systems
with delay do not apply. By building upon our previous works, we first introduce the concept of delay-hybrid-
dependent stability, which grasps the features of the delays described above. To ease the problem we investigate, we
represent the studied system as a system with a switched delay. Then by using switching techniques and Lyapunov-
Krasovskii functionals (LKFs), we provide a new stability criterion. Next, in the linear context, we show how the
needed LKFs can be constructed by developing an original design of LKFs.

Index Terms

Stability, Large delays, Switching, Lyapunov-Krasovskii functional.

I. INTRODUCTION

Time-delays are unavoidable in many practical control systems such as, networked control systems (NCSs) [1],
temperature control systems [2], multi-agent systems [3], [4], sampled control systems [5], biological systems [6],
pneumatic systems [7]. The presence of time-delays often leads to poor performances and even instability [8].
Consequently, the stability analysis of time-delay systems has attracted considerable attention in last two decades
(see, for example, [9]−[15] and references cited therein) in both the delay-independent and delay-dependent stability
context. It is well-known that delay-dependent stability conditions are in general less conservative than delay-
independent ones, especially for systems with small delays. Let us recall that the stability of a system is called
delay-independent if this system is stable no matter what the size of its delay is and it is called delay-dependent
if the stability property holds for delays belonging to specific intervals only. Thus, the maximum allowable size of
the delay is a fundamental parameter for assessing the conservatism of a delay-dependent stability criterion. It is
worth observing that many works have been done to reduce the conservatism of delay-dependent stability results
for time-delay systems (see, for example, [3], [4], [16]−[22]).

However, with the development of NCSs [23], [24], uncertain kinematics systems [25], [26], fault tolerant
control [27], [28], and controller/actuator failure systems [29], [30], a new class of time-delay systems, whose
stability cannot be established by the traditional stability criteria due to the presence of time-varying delays, has
to be considered. For instance, in NCSs, due to the effect of the consecutive packet dropouts and the application
of zero-order hold, in some local time periods, there will appear large delays (see, for example [31]) whose upper
bound may be larger than the maximum allowable constant delay that is deduced from classical delay-dependent
stability criteria [8], [10], [32]. In the research of controller/actuator failure problems, the controller or actuator
failure may lead to locally large delay periods [30]. In addition, with the development of the Internet of things, the
large delays may appear during the process of the data transmission to the terminal (see, for example, [33]). Hence,
it is of both theoretical and practical significance to investigate this kind of system model and make an analysis of
such systems. In fact, some results of such systems has been successfully applied to multi-agent systems (see, for
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example, [4]). Indeed, the delay of these systems presents a very specific property: roughly speaking, in some time
intervals, it is small and in others it is large. The stability of these systems is not surprising: the intuition suggests
that if a system is stable when its delay is small, then if its delay is small in sufficiently long and frequent time
intervals, the systems may be stable, no matter how large is the delay in some other intervals. This motivates the
present paper where a new stability analysis for systems of this type is proposed.

For a system with a delay that is sometimes large and sometimes small, we call the two different delay periods
large delay periods (LDPs) and small delay periods (SDPs) and we call the system itself system with mixed delay
periods.

The key ideas of our new result are the following. First, we observe that the change from one delay period to
the other can be described as a switching behavior. By representing the delay as a switched delay, we represent a
system with mixed delay periods as a switched system and call the stability of such a system delay-hybrid-dependent
stability. This crucial new idea will enable us to study the stability of these systems by resorting to the switched
system theory, for which several efficient tools are available (for more information on switched systems, see for
instance [34]−[36] and references cited therein). It turns out that the switched system we obtain is composed of
a stable and an unstable subsystems. The fundamental idea we will use to study this system consists in obtaining
for the solutions a decay rate estimate for the stable subsystem, an increase rate estimate of the solutions for the
unstable one and next to use these estimates to deduce the stability of the system under assumptions pertaining to
the switching sequences (basically a restriction on the frequency and the length of LDPs is imposed).

The present paper can be seen as a review, comprehensive extension and simplification of our previous works.
Let us explain how. We have done some related works [37]–[39] to deal with the presence of large delays. In
[37], the large delay sequence concept was firstly introduced for analyzing the stability of discrete-time systems
with time-delays and the normal delay system was first turned to a class of switched delay system. Then, the
concepts of the length rate and frequency of the large delay period were extended to linear continuous system
in [38]. Furthermore, the concept of the large delay period was extended to nonlinear delay systems to establish
an Input-to-State Stability (ISS) property in [39]. Let us observe that the methods used in these contributions to
construct Lyapunov functionals and to analyze the stability of systems with large delay are rather complex in
papers mentioned above [37]–[39]. In addition, the given stability conditions are all based on LMI forms which
cannot incarnate the inherent features of Lyapunov functions and the computation on LMIs may be a little bit
complex. To obtain simpler results, in the present paper, for the first time, we propose the delay-hybrid-dependent
stability notion, which is different from the classical delay-dependent and delay-independent stability notions. In
certain applications, the new stability concept is very helpful, such as networked controlled systems, the standard
delay-dependent and delay-independent analysis are too restrictive. This is because the delay signal might have
large peaks, while the frequency of these large peaks may be very low. In such scenarios, the usage of the delay-
hybrid-dependent stability notion might be helpful in reducing the conservatism in the results. This new stability
concept can be viewed as the summarization of our previous stability definitions since in our previous works, we in
fact gave some examples related to large delays and some analysis results for the large delayed system but did not
propose the delay-hybrid-dependent stability criterion clearly. Moreover, with a view to further studies, pertaining
for example to controller designs, we give a constructed Lyapunov-Krasovskii functional technique in the paper
to conveniently check the delay-hybrid-dependent stability, which is never used in the analysis of large delayed
case before although some of techniques may be used to analyze the small delay case. Besides, for a class of
linear systems ẋ(t) = Ax(t)+Bx(t−dσ(t)(t)), the designed Lyapunov-Krasovskii functional technique proposed in
the present paper does not assume that the matrix A is Hurwitz, which is more efficient in practice compared with
our previous works. So such a technique gives a relaxed condition compared with our previous works given in LMI
forms, and may be more easier to utilize or extend the delay-hybrid-dependent stability. Finally, we illustrate our
theoretical results with two examples.

The remainder of this paper is organized as follows. Section II introduces the problem and some definitions.
Section III gives the main results. Section IV demonstrates the effectiveness of the proposed method through two
examples. Finally, in Section V we draw some concluding remarks.

A. Notation
The argument of the functions will be omitted whenever no confusion can arise from the context. For a vector

x ∈ Rn, the symbol | · | denotes the Euclidean norm of x. P > 0 is used to denote a symmetric positive definite



3

matrix P ∈Rn×n and λmin(P) denotes the minimum eigenvalue of P. L2([−τ,0];Rn) is used to denote the space of
the square integrable functions φ : [−τ,0]→ Rn. For any function φ ∈C0([−τ,0],Rn), we let |φ |= sup

θ∈[−τ,0]
|φ(θ)|.

For a given fixed time-delay τ , we define xt(θ) = x(t +θ)(θ ∈ [−τ,0]). The space of functions W [−τ,0] denotes
the Banach Space of absolutely continuous functions φ : [−τ,0]→ Rn with φ̇ ∈ L2([−τ,0];Rn), equipped with the
norm

|φ |W = max
θ∈[−τ,0]

|φ(θ)|+
[∫ 0

−τ

|φ̇(s)|2ds
] 1

2

.

For a given fixed time-delay τ , we define xt(θ) = x(t +θ)(θ ∈ [−τ,0]). We end this section with a definition of
derivative for functionals, which will be instrumental in the forthcoming Lyapunov analyzes.

Let V (t,φ ,ϕ) : R≥0×Ein→ R+ with Ein =W [−τ,0]×L2([−τ,0],Rn) be a continuous functional. Define (see,
e.g., [40])

V̇ (t,φ , φ̇) = limsup
h→0+

V (t +h,xt+h(t,φ), ẋt+h(t,φ))−V (t,φ , φ̇)
h

, (1)

where xt(t0,φ), for t ≥ t0, is a solution with the initial condition xt0 = φ ∈W .

II. PROBLEM FORMULATION

A. The studied systems

We consider the nonlinear system:
ẋ(t) = f (x(t),x(t−d(t))) (2)

where x ∈ Rn is the state vector, f : Rn×Rn → Rn is of class C1 with f (0,0) = 0, d(t) denotes nonnegative
time-varying delay. Along the paper, we let system (2) satisfy the following assumption:

Assumption 1: The function d(t) is piecewise-C1 and there are constants d] ≥ 0 and db > 0 such that |ḋ(t)| ≤ d]

almost everywhere and d(t) ≤ db for all t ≥ 0. There is a constant h ∈ [0,db) and a sequence (ti) such that
0≤ t0 < t1 < t2 < · · · and for all t ∈ [t2 j, t2 j+1),

d(t)≤ h. (3)

Moreover, there is ν > 0 such that for all i ∈ N, ti+1− ti ≥ ν .
Remark 1: The case where it is assumed that d(t) > h when t ∈ [t2 j+1, t2 j+2) is entirely similar to the one of

Assumption 1 and so we will not consider it.
We define for later use two sets:

Es =
+∞⋃
i=0

[t2i, t2i+1) and El =
+∞⋃
i=0

[t2i+1, t2i+2) (4)

and we recall the following definitions:
Definition 1: [38] Under Assumption 1, the time interval [t2 j, t2 j+1) for any j ∈ N is called small delay period

and the time interval [t2 j+1, t2 j+2) for any j ∈ N is called large delay period.
We introduce two definitions:

Definition 2: [38] For any T2 > T1 ≥ 0, Tld p(T1,T2) denotes the total time length of LDPs in time interval [T1,T2)
and Tsd p(T1,T2) denotes the total time length of SDPs in [T1,T2).

Definition 3: For any T2 > T1 ≥ 0, Ns(T1,T2) denotes the number of ti belonging to (T1,T2).
Definition 4: We say that system (2) is a system with mixed delay periods when the delay is defined over the

interval [t0,+∞) and operates in an alternating manner between SDPs and LDPs. The stability of such a system
shares features with the delay-dependent and delay-independent stability and this stability property is called delay-
hybrid-dependent stability and we say that the system is delay-hybrid-dependently stable.
Next based on the above description and definitions, hybrid representation of the studied systems is given.
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B. Hybrid representation of the system

When LDPs and SDPs occur in alternative way in system (2), switching techniques can be adopted to analyze
its delay-hybrid-dependent stability properties. To do this, we rewrite system (2) as the following switched system:

ẋ(t) = f (x(t),x(t−dσ(t)(t)))
x(θ) = φ(θ), θ ∈ [−db,0]

(5)

where φ denotes a continuously differentiable vector-valued initial function defined over [−db,0], σ : [0,+∞)→
M = {1,2} is a function called switching signal, defined as follows: σ(t) = 1 when t ∈ Es and σ(t) = 2 when t ∈ El
and d(t) := d1(t) when t ∈ Es and d(t) := d2(t) when t ∈ El . Thus d(t) := dσ(t)(t) for all t ≥ 0, which implies that
system (5) is identical to system (2).

In next section, stability criteria with some restrictions on the time length and the number of occurrence of large
delays of nonlinear and linear systems are given.

III. DELAY-HYBRID-DEPENDENT STABILITY RESULTS

A. General stability result

We give in this section delay-hybrid-dependent stability conditions for the general nonlinear system (5): we are
ready to state and prove a stability result which, basically, shows that the exponential stability of system (5) is
guaranteed under certain restrictions on the length and the frequency of the LDPs. Before giving the main theorem,
we first present some conditions:
C1 : The inequalities

γ1|φ(0)|2 ≤Vj(t,φ , φ̇)≤ γ2|φ |2W , j = 1,2 (6)

and
V1(t,φ , φ̇)≤ µV2(t,φ , φ̇), V2(t,φ , φ̇)≤ µV1(t,φ , φ̇) (7)

hold for all t ≥ 0 and φ ∈W [−τ,0].
C2 : The derivatives of V1 and V2 along the trajectories of (5) satisfy

V̇1(t,φ , φ̇) ≤ −α1V1(t,φ , φ̇), ∀t ∈ Es,

V̇2(t,φ , φ̇) ≤ α2V2(t,φ , φ̇), ∀t ∈ El. (8)

C3 : Let
R(t0, t) =−α1Tsd p(t0, t)+α2Tld p(t0, t). (9)

There are α∗ > 0, β∗ > 0, ηi > 0, i = 1,2 such that for all t ≥ t0, the inequalities

R(t0, t)≤−α∗(t− t0)+η1 , Ns(t0, t)≤ β∗(t− t0)+η2 (10)

are satisfied.
C4 : The inequality

ln(µ)β∗ < α∗ (11)

is satisfied.

Theorem 1: Let system (5) satisfy Assumption 1. Assume that there are two functionals V1 and V2 satisfying the
properties described in (1) and positive real numbers γi, αi, i = 1,2 and µ ≥ 1 such that conditions (6)-(11) hold.
Then for all t ≥ t0,

|x(t)|2 ≤ e(ln(µ)β∗−α∗)(t−t0)γ∗|xt0 |
2
W

with γ∗ = eη1+ln(µ)(η2+1) γ2
γ1

.
Proof: See Appendix A.

Remark 2: The fact that the inequalities in (7) need to be satisfied with the same constant µ is not restrictive
since if two Lyapunov functionals V1 and V2 are such that

V1(t,φ , φ̇)≤ µ1V2(t,φ , φ̇), V2(t,φ , φ̇)≤ µ2V1(t,φ , φ̇) (12)
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then, the functionals

V1 =

√
µ2

µ1
V1 , V2 = V2

satisfy the inequalities (7) with µ =
√

µ1µ2. Moreover, (7) is just used to restrain the boundedness of V1, V2 and
make sure it will not go to infinity at switching points. So it is enough to adopt the same µ on V1, V2. Although we
use different µ in (7), in order to obtain exponential stability by iterative method, we need to take the maximum
value among different µ . Besides, for positive definite functions V1, V2, the existence of the ratio bound µ in (7)
is a sufficient condition for the existence of the comparison functions γ1, γ2 in (6).

For clearity of this idea, by constructing Lyapunov functionals, in next subsection, the stability analysis of the
linear system with mixed delay periods is shown.

B. Illustration

In this section, we show how Theorem 1 can be applied to linear systems with mixed delay periods by constructing
LKFs satisfying conditions C1 and C2. For the sake of simplicity, we present a result for time invariant systems
that is based on LKFs which can be constructed via rather simple calculations. More refined, but more lengthy,
constructions leading to less conservative results with respect to the size of the delays in small periods can be
proposed.

Consider the system
ẋ(t) = Ax(t)+Adx(t−dσ(t)(t)), (13)

where d1, d2 and σ are the same as those in Section II-B and the matrices A and Ad are constant and such that
there are a constant ca > 0 and a symmetric positive definite matrix P such that

PH +H>P≤−2caP , (14)

where H = A+Ad and I is the identity matrix. To simplify the calculations, we assume that d2 is of class C2 and

d] < 1 and |d̈2(t)| ≤ d with d =

[
2|PA|+ 1

4 |A|
2 + |PAd |+

|PAd |+ 1
4 |Ad |2

1−d]

]
(1−d])2. Moreover, we assume that

h≤min

{
1,

1
4
√

cb
,

caλmin(P)√
16cb|H|2

,
1√

8|Ad |2
,

1
3ca

}
(15)

with cb =
|AT

d PAd |
ca

.

Remark 3: A crucial aspect of the family we consider is that we do not assume that the matrix A is Hurwitz,
which is frequently encountered in practice and implies that in general this family is not delay independent stable.

Now, we show how we can construct Lyapunov functionals ensuring that the conditions C1 and C2 of Theorem
1 are satisfied by system (13).

First step. Let us study system (13) when t ∈ Es. Let

ν1(x) = x>Px. (16)

Since
ẋ(t) = Hx(t)−Ad

∫ t

t−d1(t)
ẋ(`)d`, (17)

the derivative of ν1 along (17) satisfies

ν̇1(t) ≤ −2cax(t)>Px(t)−2x(t)>PAd

∫ t

t−d1(t)
ẋ(`)d`

≤ −cax(t)>Px(t)+ 1
ca
|AT

d PAd |
∣∣∣∣∫ t

t−d1(t)
ẋ(`)d`

∣∣∣∣2
≤ −cax(t)>Px(t)+ cbh

∫ t

t−h
|ẋ(`)|2d`.
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Let us introduce the operator

ν2(xt , ẋt) = ν1(x(t))+2cbh
∫ t

t−h

∫ t

m
|ẋ(`)|2d`dm.

Then

ν̇2(t) ≤ −caν1(x(t))− cbh
∫ t

t−h
|ẋ(`)|2d`+2cbh2

∣∣∣∣∣Hx(t)−Ad

∫ t

t−dσ(t)(t)
ẋ(`)d`

∣∣∣∣∣
2

≤ −caν1(x(t))− cbh
∫ t

t−h
|ẋ(`)|2d`+4cbh2

[
|H|2|x(t)|2 + |Ad |2h

∫ t

t−h
|ẋ(`)|2d`

]
.

From (16), it follows that

ν̇2(t) ≤ −caν1(x(t))− cbh
∫ t

t−h
|ẋ(`)|2d`+4cbh2

[
|H|2

λmin(P)
ν1(x(t))+h|Ad |2

∫ t

t−h
|ẋ(`)|2d`

]
.

Since (15) implies that
16cbh2|H|2

λmin(P)
≤ ca and 8h2|Ad |2 ≤ 1

the inequality

ν̇2(t)≤−
3ca

4
ν1(x(t))−

cb

2
h
∫ t

t−h
|ẋ(`)|2d`

is satisfied. Noticing that
1

2cbh2 (ν2(xt , ẋt)−ν1(x(t)))≤
∫ t

t−h
|ẋ(`)|2d`,

we deduce that
ν̇2(t)≤−

3ca

4
ν1(x(t))−

1
4h

2cbh
∫ t

t−h

∫ t

m
|ẋ(`)|2d`dm.

Therefore
ν̇2(t)≤−3ccν2(xt , ẋt), (18)

with cc =
ca
4 because h≤ 1

3ca
.

Second step. Now, let us study system (13) when t ∈ El . Immediate calculations give

ν̇2(t) ≤ 2x(t)>P[Ax(t)+Adx(t−d2(t))]+2cbh2|ẋ(t)|2
≤ 2x(t)>P[Ax(t)+Adx(t−d2(t))]+2cbh2|Ax(t)+Adx(t−d2(t))|2
≤ (2|PA|+4cbh2|A|2 + |PAd |)|x(t)|2 +(|PAd |+4cbh2|Ad |2)|x(t−d2(t))|2.

Since h≤ 1
4
√

cb
, the inequality

ν̇2(t)≤ cdν1(x(t))+ ceν1(x(t−d2(t)))

with cd =
2|PA|+ 1

4 |A|
2+|PAd |

λmin(P)
and ce =

|PAd |+ 1
4 |Ad |2

λmin(P)
, is satisfied.

Let
ν3(t,xt , ẋt) = ν2(xt , ẋt)+

ce

1− ḋ2(t)

∫ t

t−d2(t)
ν1(x(m))dm.

Then
ν̇3(t) ≤ cdν1(x(t))+ ce

1−ḋ2(t)
ν1(x(t))+

ced̈2(t)
(1−ḋ2(t))2

∫ t

t−d2(t)
ν1(x(m))dm.

≤ c f ν1(x(t))+ ced
(1−d])2

∫ t

t−d2(t)
ν1(x(m))dm

≤ c f ν3(t,xt , ẋt),

with c f = cd +
ce

1−d] .

Third step. It is very difficult to find or it does not exist two constants µ1 > 0 and µ2 > 0 such that ν2 and ν3
satisfy inequalities of the type (12), therefore they cannot be directly used to construction LKFs ensuring that the
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conditions C1 and C2 are satisfied. This leads us to construct a new LKFs in the SDPs. Let us consider again the
case where t ∈ Es. Let

ν4(t,xt , ẋt) = ν2(xt , ẋt)+ cc

∫ t

t−d2(t)
ν1(x(m))dm+

cc

1+db

∫ t

t−d2(t)

∫ t

s
ν1(x(m))dmds.

Then, from (18) and the fact that d] < 1, it follows that

ν̇4(t) ≤ −2ccν2(xt , ẋt)− cc(1− ḋ2(t))ν1(x(t−d2(t))+ cc
1+db

dbν1(x(t))− cc
1+db

(1− ḋ2(t))
∫ t

t−d2(t)
ν1(x(m))dm

≤ −cc
2+db
1+db

[
ν2(xt , ẋt)+

1−d]
2+db

∫ t

t−d2(t)
ν1(x(m))dm

]
.

Using

ν4(t,xt , ẋt) ≤ ν2(xt , ẋt)+ cc
1+2db
1+db

∫ t

t−d2(t)
ν1(x(m))dm, (19)

we obtain:
ν̇4(t)≤−cgν4(t,xt , ẋt),

with cg = cc
2+db
1+db

min
{

1, (1+db)(1−d])
cc(1+2db)(2+db)

}
.

Now, observe that
ν3(t,xt , ẋt)≤ ν2(xt , ẋt)+

ce
1−d]

∫ t

t−d2(t)
ν1(x(m))dm,

ν2(xt , ẋt)+ ce

∫ t

t−d2(t)
ν1(x(m))dm≤ ν3(t,xt , ẋt),

ν2(xt , ẋt)+ cc

∫ t

t−d2(t)
ν1(x(m))dm≤ ν4(t,xt , ẋt).

These inequalities and (19) imply that

ν3(t,xt , ẋt)≤ µ1ν4(t,xt , ẋt) and
ν4(t,xt , ẋt)≤ µ2ν3(t,xt , ẋt)

with
µ1 = max

{
1, ce

cc(1−d])

}
and

µ2 = max
{

1, cc(1+2db)
ce(1+db)

}
.

Final Step. The conditions C1 and C2 of Theorem 1 are satisfied with

V1(t,φ ,ϕ) =
√

µ1

µ2
ν4(t,φ ,ϕ) , V2(t,φ ,ϕ) = ν3(t,φ ,ϕ)

and α1 = cg and α2 = c f . Indeed, for all (φ ,ϕ) ∈ Ein and t ≥ 0,

V1(t,φ ,ϕ) ≤
√

µ1
µ2

µ2V2(t,φ ,ϕ) = µV2(t,φ ,ϕ)

V2(t,φ ,ϕ) ≤ µ1ν3(t,φ ,ϕ) = µV1(t,φ ,ϕ)

with µ =
√

µ1µ2.
Remark 4: From this illustration, one can know that our method is more effective in practice from four aspects:

1) It has less computational complexity.
2) The forms of Lyapunov functions are very simple and the stability criteria in present paper are easily checked.
3) It does not assume that the matrix A is Hurwitz for linear system.
4) It has robustness which will be shown in the following example 2.

IV. EXAMPLES
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A. Example 1

In this section, we use an example to show the effectiveness of our results. We consider the system

ẋ =−x(t−dσ(t)(t)) (20)

where x ∈ R and dσ(t)(t) is a periodic function of period 20 such that d1(t) = 1
9 and d2(t) = db >

1
9 for all t ≥ 0

and t0 = 0, t1 = p, p ∈ (0,20). We adopt the notation of the previous sections and choose

ν1(x) = x2.

Then A= 0, Ad =−1, H =−1, d]= 0, ca = 1, cb = 2, cc =
1
4 , cd = 1 and ce =

5
4 , c f =

9
4 , cg =

2+db
4(1+db)

min
{

1,4 1+db
(1+2db)(2+db)

}
,

µ =
√

5, α1 = cg and α2 =
9
4 .

We have, for all t0 ≥ 0, t ≥ t0,

R(t0, t) = −cgTsd p(t0, t)+ 9
4 Tld p(t0, t)

≤ −α∗(t− t0)+η1

with α∗ =
2+db

4(1+db)
min

{
1,4 1+db

(1+2db)(2+db)

}
p− 9

4(20− p), η1 = db and

Ns(t0, t)≤ β∗(t− t0)+2

with β∗ =
1

20 and η2 = 2. We deduce from (11) that if p is such that

ln(
√

5) 1
20 < 2+db

4(1+db)
min

{
1,4 1+db

(1+2db)(2+db)

}
p− 9

4(20− p)

then the origin of (20) is GES. This condition rewrites as
ln(5)

40 +45
2+db

4(1+db)
min

{
1,4 1+db

(1+2db)(2+db)

}
+ 9

4

< p.

Notice that when db =
1
2 , the system ẋ =−x(t−d2(t)) is unstable and system (20) is GES when the inequality

3 ln(5)
320

+
135

8
< p

is satisfied, which is satisfied if 17≤ p.

B. Example 2

In this subsection, we use the same example in [38] to compare with our previous results. Consider system (13)
with

A =

[
−2 0
0 −0.9

]
, Ad =

[
−1 0
−1 −1

]
.

Here we give α1 = 0.038, α2 = 33.8, db = 10. Choose α∗ = 0.1, β ∗ = 0.035, ca = 1.899, η1 = 1450, η2 = 16,

then we obtain P =

[
4.1802 −2.2091
∗ 2.4372

]
, cb = 1.356, cc = 0.475, cd = 25.97, ce = 4.487, c f = 33.8, cg = 0.038,

µ1 = 11.8, µ2 = 1, µ = 3.435. From (15) we have h≤min{1,0.214,0.117,0.21,0.175}. The small delays and large
delays are set as d1(t) = 0.1|sin(t)| and d2(t) = 0.5|sin(t)|+9.5, respectively. The simulation results are shown in
Fig. 1, Fig. 2 and Fig. 3. Fig. 1 shows that the considered system is exponentially stable without considering large
delay case. Fig. 2 shows that system is not stable when only consider large delay case. Fig. 3 shows that, although
large delays occur, the system is still exponentially stable under a certain restriction on the time length and the
number of occurrence of large delays. In Fig. 3, switching signal σ(t) is random one of some switching signals
satisfying inequalities (10).

From simulation, it can be seen that Tld p ≤ 42.2 and Ns = 18. It means that the LDP can be permitted to occur
nine times in each 100s (second) and the permitted length of LDP can reach to 42.2. If choose the same parameters
α1 = 0.14, α2 = 0.3 with [38], we can obtain the same results. However in [38], it only can be permitted to occur
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Fig. 1. State trajectories under small delay: d1(t) = 0.1|sint|.
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Fig. 2. State trajectories under large delay: d2(t) = 9.5+0.5|sint|.
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Fig. 3. State trajectories under switching signal σ(t).

once in each 100s and the permitted length of LDP just only reach to 13.1818. It is clearly shown the method
proposed in this paper is more effective.

In order to show the robustness of our method, we consider the following system

ẋ(t) = Ax(t)+Adx(t−d(t))+Dω(t)

where A and Ad are the same as the above, D is constant matrix, ω(t) is the disturbance input.
In the simulation, we set ω(t) = 0.5e−0.5t and D = [1 1]T . The simulation results are given in Fig. 4, Fig. 5

and Fig. 6. It is clear to see from figures 4, 5 and 6 that the method proposed in the present paper has certain
robustness.
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Fig. 4. State trajectories under small delay: d1(t) = 0.1|sint|.
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Fig. 5. State trajectories under large delay: d2(t) = 9.5+0.5|sint|.
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Fig. 6. State trajectories under switching signal σ(t).

V. CONCLUSION

This paper has studied the stability problem of systems with a delay of a type frequently encountered in
engineering problems: systems with mixed delay periods, i.e. time-varying delays with large values in small intervals
and small values in long intervals. We have represented systems with this type of delay as switched systems. For
them, we proposed a general stability result based on Lyapunov functionals and gave a new stability concept which
is called as delay-hybrid-dependent stability. In certain applications, this new stability notion might be helpful in
reducing the conservatism in the results. Numerical results have been used to illustrate the feasibility and robustness
of the proposed method.

There are some remaining issues, which can be the subjects of future works, e.g., how to extend this result the
stochastic delay problem (see for example, [3], [4]), how to design observer and how to propose approach for
systems of neutral type in the presence of switched time-varying delays. These topics motivate our future research.

APPENDIX

First, let us observe that the properties C1 and C2 ensure that system (5) is forward complete. Now, based on
the Lyapunov functionals V1(t,φ , φ̇) and V2(t,φ , φ̇) defined in (6), we propose a piecewise Lyapunov functional for
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system (5). Let
V (t) =Vσ(t)(t,φ , φ̇).

According to (8), we have

V (t)≤
{

e−α1(t−t2s)V (t2s), t ∈ [t2s, t2s+1),

eα2(t−t2s+1)V (t2s+1), t ∈ [t2s+1, t2s+2),
(21)

for all s ∈ N. Consider t0 ≤ t with t ∈ [t2 j+1, t2 j+2) and t0 ∈ [0, t2 j+1). In view of (7) and (21), we deduce that,

V (t) ≤ eα2(t−t2 j+1)V2(t2 j+1)

≤ eα2(t−t2 j+1)µV1(t−2 j+1)

≤ eα2(t−t2 j+1)µe−α1(t2 j+1−t2 j)V1(t2 j)
≤ ·· ·
≤ µNs(t0,t)e−α1Tsd p(t0,t)eα2Tld p(t0,t)Vq(t0),

where q = 1 or 2. Next, considering the case where t ∈ [t2 j, t2 j+1), we deduce easily that for all t ≥ t0 ≥ 0,

V (t)≤ µ
Ns(t0,t)+1eR(t0,t)V1(t0),

where R is the function defined in (9). Next, using (10), we deduce that

V (t)≤ eln(µ)β∗(t−t0)+ln(µ)(η2+1)e−α∗(t−t0)+η1V1(t0).

We deduce from C1 that

γ1|x(t)|2 ≤V (t)≤ e(ln(µ)β∗−α∗)(t−t0)eη1+ln(µ)(η2+1)
γ2|xt0 |

2
W .

Clearly, the same inequalities are satisfied for t0 ≤ t such that there is k ∈N such that t0 ∈ [tk, tk+1) and t ∈ [tk, tk+1).
This allows us to conclude. �
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