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Stability Analysis of a Nonlinear System with Infinite
Distributed Delays Describing Cell Dynamics

W. Djema F. Mazenc C. Bonnet J. Clairambault E. Fridman

Abstract—We want to reconcile some earlier mod-
eling ways of the cell cycle in one common framework.
Accordingly, we consider a model that contains a
compartment where cells may be quiescent for an
unlimited time, along with a proliferating phase in
which most of the cells may divide, or die, while few of
them may be arrested during their cycle for unlimited
time. In fact, the cell-cycle arrest may occur for many
reasons (DNA damages detected at some checkpoints,
insufficient resources for cell grow, drug infusions).
We actually extend some early models involving finite
distributed delays (taken from [2], [1]) to the case of
infinite distributed delays and time-varying parame-
ters. Our main result relies on the construction of a
novel Lyapunov-Krasovskii functional, suitable for the
analysis of the origin of the system involving infinite
distributed delays and time-varying parameters.
Key Words: Infinite Distributed Delay, Lyapunov-
Krasovskii Functionals (LKFs), Exponential Stability.

I. Introduction
Cells that engage in the division process (cell cycle,

[16]) usually undergo a series of active transformations
and a mechanism of nuclear division (mitosis), that ends
with the division of each mother cell into two daughter
cells (cytokinesis, [22]). The cell cycle leads to the growth
of tissues in all multicellular organisms. A small category
of adult cells is known as stem cells (SCs): these are
undifferentiated cells characterized by their extensive
ability to self-renew and their multipotency, which is the
ability to differentiate into more specialized cells [27].
When cells become more and more mature, they gradu-
ally lose their self-renewal feature. Even in fast-renewing
tissues, most of the cells are in fact in a non-proliferating
state known as the resting or quiescent phase, G0 [22].
A resting cell prepares its entrance into the cycle, which
is formed by four consecutive discrete subphases G1, S,
G2 andM (see [8], Chap. 17), where theM -phase stands
for mitosis, or nuclear division. Several checkpoints are
used by the body to control cells that undergo division.
These checkpoints gather a set of regulatory proteins that
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monitor the progression of cells through different stages
in the cycle. If some requirements are not fulfilled at
specific moments, the regulatory proteins network takes
over the issue by preventing the cell progression through
the cycle. Consequently, abnormal cells (e.g. the ones
with damaged DNA) cannot move forward in the division
process, causing cell arrest. These cells are then obliged
to undergo a process of DNA repair, or they are doomed
to die by apoptosis.

There are in fact three main checkpoints: G1/S,
G2/M , and the metaphase checkpoints. In the G1/S
checkpoint, the cell ensures that it has enough materials
to replicate its DNA. Thus, unhealthy or malnourished
cells are stuck at this point. Similarly, in the G2/M
checkpoint, the cell ensures that it has enough cytoplasm
and phospholipids for two (daughter) cells, otherwise,
it is prevented from performing mitosis. Lastly, at the
metaphase checkpoint, the division is stopped if chro-
mosomes are not all well-aligned at the spindle equator
before anaphase. The length of the cycle is approximately
24 hours for fast-dividing mammalian cells. However,
even when cells are not arrested, this duration may vary
from one type of tissue to another, and even from one
cell to another within the same tissue. Some authors
focused on the length of G1 and its possible applications
([19], [25]); e.g., the manipulation of the G1 length in
neural SCs is discussed in [25], including also its impacts
on the differentiation of neural precursors. We refer to
Fig. 1 in [19] that gives the lengths of the cell cycle (in
particular the length of G1) of some important categories
of cells, including blood lineages, gut lineage and neural
lineage. Note that, in the classification given in [19], the
cycle length of the common myeloid progenitors (CMP)
-in the hematopoietic system- appears as unknown or
undetermined. We also emphasize that cancer dormancy
is sometimes explained through cellular dormancy, i.e.
G0 and G1-arrest [3], which might be also associated to
the cell arresting power of some chemotherapies [24].

Our objective is to extend some modeling aspects in
earlier models describing population cell dynamics. For
that purpose, in this paper, we simply slightly modify the
model presented in [2], [1], where all the cells have been
assumed to divide or die before a finite-time during their
cycle. So, here we consider that a minority of cells can
be arrested for an infinite time within the division-cycle.
Then, we generalize the stability analysis of the trivial
steady state of the resulting system, from a finite to an
infinite proliferating phase.



II. Trends and models of the cell cycle

We pointed out that the cell-cycle length can be differ-
ent within the total population of cells, and that few cells
may be arrested for an indefinite duration. In fact, some
models are already taken into account a proliferative
phase of infinite duration, while other models assume
that all the cells are obliged to divide before a maximum
finite age (see Fig. 1). Basically, the following questions
may arise in this case: If some models take into account
the cell arrest, while other models consider that all the
cells must divide or die before a finite maximum age, can
we expect equivalent representations in both frameworks?
More precisely, does the minority of arrested cells cause
a change in the asymptotic behavior of the model that has
been assumed to have a finite proliferating phase?

Let us begin here with a brief review of some existing
models of the cell cycle. Firstly, it is worth mentioning
that some models in the literature were introduced in
order to investigate the behavior of cells, undergoing
proliferation, at their specific checkpoints, i.e. the in-
terest was on the transitions from a given sub-phase
of the cell cycle to the next one. Accordingly, some
models consider some explicitly separated sub-phases of
the cell cycle (see, e.g., [5], [4]). The latter perspective
is in fact beyond the scope of this work. Indeed, here we
consider a model that represents the transition between
the resting phase G0 (which is not explicitly modeled in
[5]) and the proliferating compartment (i.e. the sum of
G1, S, G2 andM), together with their respective lengths.
We recall that cell population models with separated
quiescent and proliferating compartments date back to
some pioneers works such as Burns & Tannock [7] and
Mackey [20], which have been more recently improved by
many authors, including Adimy et al. [2], [1], Özbay et
al. [23], Djema et al. [13].
In Fig. 1, we point out some differences between

two main modeling approaches: on the one hand, we
observe the configurations (A) and (B) where the G0-
state is taking into account, and on the other hand, the
configuration (C) where G0 is assimilated to the phase
G1. These two trends may be - in some sense - reconciled
by adopting the representation (D) (see the arguments
given in Fig. 1). More precisely, the configuration (D)
improves the one illustrated in (C) by clearly separating
the G0 compartment from the cell cycle. In addition,
contrary to (A) and (B), the representation (D) extends
the representation of the cell cycle by considering it of
unlimited length. Thus, the role of the growth phase G1
and the gap phase G2 (which are of variable duration in
healthy and unhealthy cases, and which may halt some
dividing cells) is taken into account. The configuration
in (D)-Fig. 1 is the one that we want to study. Our first
objective is to extend the LKF constructions we provided
in [10] to the case of models involving infinite distributed
delays, modeling the infinite proliferating phase.

In order to better understand the cell dynamics in

healthy or unhealthy situations, mathematical modeling
and analyses are generally required. In particular, since
the aim of anti-cancer therapies is the eradication of
all malignant cells, the focus is put on investigating the
stability properties of the zero solution of the model (here
it is about the model in (D)-Fig. 1). Indeed, the conver-
gence of the model trajectories to zero means total-cells
extinction, which reflects to desired fate for unhealthy
and cancer cells. It is well known that theory of Lyapunov
functions offers efficient tools to study nonlinear systems
([17], [21]), possibly involving delays ([15]). However,
the drawback of this approach is that no systematic
method exists to find a suitable Lyapunov function for
a given nonlinear system (see [18], [21], [17] and [26]).
At this juncture, we mention that the version of the
biological model of interest, involving finite distributed
delays (introduced and analyzed in [2], [1]), has been
already investigated through the construction of strict
Lyapunov-Krasvoskii functionals (LKFs) in [10] (for its
two steady states: the trivial and the strictly positive
ones). However, extending the LKF construction given in
[10], to investigate the stability properties of the origin
of the model involving infinite distributed delays, is not
a trivial task.

III. A nonlinear cell population model
involving infinite distributed delays

The model of interest is the one illustrated in Fig. 2, in
which we have n distinguishable maturity levels (i ∈ In =
{1, . . . , n}, where i = 1 is the SC-compartment). Some
modeling aspects are simplified in this work since they
deserve a separated study. More precisely, cell plasticity
features are neglected in this paper (refer to [12]).

We study the following nonlinear system with infinite
distributed delays:
ẋi(t) = −dri(t)xi(t)− βi(xi(t))xi(t)

+ 2λi(t)
∫ +∞

0
gi(t, a)βi(xi(t− a))xi(t− a)da

+ 2σi−1(t)
∫ +∞

0
gi−1(t, a)βi−1(xi−1(t− a))

× xi−1(t− a)da,

(1)

where fi(a) = hi(a)e−
∫ a

0
hi(m)dm,

gi(t, a) = fi(a)e−
∫ a

0
dpi(m+t−a)dm

, (2)

and hi is the cell-division rate. In [2], hi fulfilled the
condition1 ∫ τi

0 hi(a)da = +∞, and it has been consid-
ered as a continuous non-decreasing function satisfying
lima→τi hi(a) = +∞. Now, in our work, we consider that
the (continuous) cumulative distribution function hi is
defined over an infinite support [0,+∞), is nondecreasing
and it satisfies lima→+∞ hi(a) = 1. Indeed, we consider

1This assumption describes the fact that all the proliferating cells
which do not die by apoptosis during the cell cycle, are obliged to
divide before they reach the maximal age τi.
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Fig. 1. Cartoon approximate representation of some cell cycle
models from the literature. Configuration (A) is the one in which
cells may be quiescent during their entire life, or they can enter to a
proliferating stage of finite length (as in [2], [1], [23], [10]). In (B),
the cell cycle is splited into four sub-phases G1, S, G2 andM , each
one has a finite duration (as in [4]), i.e. in (B) the length of the
proliferating phase is finite since all the sub-phases were assumed
to be finite. Next, the situation in (C) (as in [5]) is completeley
different, since in this approach the cell cycle is described as an
infinite support without an explicit resting phase G0 (that can be
associated with G1). Thus, in (C), the lengths of the sub-phases
G1, S, G2 andM are infinite. Finally, we notice that (D) represents
the case in which we consider that, at least, G1 or G2 may be of
infinite lengths in the cell cycle, which is compacted in a single
infinite phase, along with a separated infinite resting compartment
G0. In summary, one notices that the configuration (D) separates
quiescence from proliferation (as in (A)-(B)), while proliferation
is of infinite length (as in (C)). Some slightly different models
are considered for instance in [6], where a molecular structured
population (involving age-and-cyclin structured-PDEs) have been
studied, considering that the length of the cell cycle is infinite.

that when the age a increases, the cells which do not die
by apoptosis have an increasing probability to divide, and
in fact the probability of division goes to 1 when a goes
to infinity. The latter description captures the fact that a
majority of cells may divide (if they do not die) and few of
them may be arrested within the cycle. Next, we assume
that λi(t) ∈ [λi, λi] ⊂ (0, 1), σi(t) ∈ [σi, σi] ⊂ (0, 1), and
λi(t) = 1−σi(t). Moreover, we consider that for all t ≥ 0,
the death rates satisfy: dri(t) ∈ [dri, dri] ⊂ (0,∞), and
dpi(t) ∈ [dpi, dpi] ⊂ (0,∞). A direct consequence is that

e−adpi ≤ e−
∫ a

0
dpi(m+t−a)dm ≤ e−adpi . (3)

Then, for all t ≥ 0, and for all a ∈ [0,+∞),

fi(a)e−adpi ≤ gi(t, a) ≤ fi(a)e−adpi . (4)

The mitosis function fi satisfies
∫ +∞

0 fi(a)da = 1. This
basically means that cells which do not die by apoptosis
are intended to divide, but in infinite time.

For all i ∈ In and t ≥ 0, dri(t) is the death rate of the
resting cells, while dpi(t) is the death rate of proliferating

Fig. 2. A cartoon representation of the discrete maturity model
of interest. Cells of the i-th maturity-generation, where i ∈ In =
{1, . . . , n} , n > 1, are in a resting phase G0, or in proliferation (cell-
division cycle) {G1, S,G2,M} of infinite support (i.e. few cells may
be arrested in the cell cycle for unlimited time). In the general case,
we can consider that all the involved biological parameters (rate of
differentiation σi ∈ (0, 1), rate of self-renew λi = 1− σi, apoptosis
rate dpi, death rate of resting cells dri) are time-varying. On the
right, the flux due to the cell-plasticity functions (ξi and ωi for
all i ∈ In) is represented. However, in the current paper, all these
plasticity feature are ignored here: these issues are in fact discussed
in a separated study in [12]. Thus, the model on which we focus in
the present paper extends the one in [2] to the case of time-varying
parameters and to the situation in which a minority of cells may
be arrested for an infinite time in the cell cycle.

cells. The reintroduction function βi is decreasing and
lim`→∞ βi(`) = 0. The function ξi describes the cell loss
by cell plasticity mechanisms, that we assume in this
work to be negligible when compared to dri. Next, σi(t)
represents the time-varying rate of differentiation and,
consequently, λi(t) = 1− σi(t) is the rate of self-renewal
of the i-th cell generation. Similarly to ξi, we consider
that ωi, which quantifies the input from cell-plasticity
features, is negligible in this work. We invite the inter-
ested reader to refer to [12] for more detail on plasticity
functions related to cancer. Finally we notice that in our
work, apart from the aforementioned extension to the
case of unlimited cell-cycle length, we are also considering
that all the biological parameters (differentiation, self-
renewing and apoptosis rates), involved in our model, are
time-varying, which is not the case of the similar earlier
models ([20], [2], [23]).
Remark 1: The system (1) is positive, i.e. for positive

initial conditions the trajectories are positive for all t ≥ 0
(see for instance a similar proof in the case of finite
distributed delays in Proposition 1, [11]). Throughout
the work, we consider only positive solutions of (1). The
positivity of system (1) makes it possible to use some
unusual non-quadratic Lyapunov functionals, which can
be approximated at the origin by linear functionals [10].

IV. Stability analysis of the 0-equilibrium

In this section, we analyze the stability properties
of the origin of the model (1), since the aim of anti-
cancer therapy is the eradication of unhealthy cells. More
precisely, we prove in this section the following result:
Theorem 1: Let Ci =

∫ +∞
0 fi(`)e−dpi

`d`. The system
(1) admits the 0-equilibrium as a globally exponentially



stable equilibrium point if the inequalities:

dri − (2λiCi − 1)βi(0) > 0, (5)

are satisfied for all i ∈ In = {1, . . . , n}. If

dr1 − (2λ1C1 − 1)β1(0) < 0, (6)

then no positive solution converges to 0-equilibrium.
Corollary 1: (i) Assume that the conditions

2λiCi − 1 < 0, (7)

are fulfilled for all i ∈ In = {1, . . . , n}, then the trivial
steady state is globally exponentially stable.

(ii) Assume that the conditions

2λi − 1 < 0, (8)

are fulfilled for all i ∈ In = {1, . . . , n}, then the trivial
steady state is globally exponentially stable.
Remark 2: It is clear that if the inequalities (8) are

satisfied, then the conditions (7) are also satisfied (since
Ci < 1, as dpi > 0). Similarly, we see that if the
conditions (7) hold true then those in (5) are also verified,
since dri > 0. In fact, the conditions (5) are the direct
generalization of the conditions 2LiCi− 1 > 0 in [2] (see
also [23] and [10]) to the case of infinite distributed delays
and time-varying parameters. Biologically, one readily
check that the conditions (8) are extreme conditions that
ensures exponential eradication of unhealthy cells even if
apoptosis is stalled to zero (i.e. dpi = 0 and Ci = 1).
Remark 3: The condition (5) is a direct generaliza-

tion of the well-known necessary and sufficient stability
condition for the 0-equilibrium of the class of systems
with finite distributed delays and constant parameters
(introduced in [2]). More precisely, the same kind of
stability condition has been provided in [2] for local
asymptotic stability of the origin, and in [10] for global
exponential stability of the origin, of the model with
finite distributed delays. However, proving an equivalent
result in the case of infinite delays requires a novel
Lyapunov-Krasovskii functional, slightly different from
the one already used in [10].

Proof: The proofs of Theorem 1 and Corollary 1 are
not provided in this brief version (refer to [9]).
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