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Introducing Cell-Plasticity Mechanisms into a Class of Cell Population Dynamical Systems

Walid Djema Catherine Bonnet Frédéric Mazenc Jean Clairambault

Abstract—Cells have amazing features that allow them to guide their development paths and determine their individual and collective fates. Dedifferentiation and transdifferentiation (cell plasticity) are little-understood phenomena that allow cells to regress from an advanced differentiated state to a less differentiated one, including the case where cells lose their specific function and become stem cells. In this paper, we introduce cell plasticity into a class of mathematical models we are interested in. We explore a new model involving a dedifferentiation function in the case of two cell maturity stages (stem cells and progeny). We highlight the role that dedifferentiation may have in the survival of cancer cells during therapy. The latter hypothesis appears to be in line with some medical observations.
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I. INTRODUCTION

1) Stem cells (SCs): SCs are undifferentiated cells characterized by their ability to self-renew and their multipotency, which is the ability to differentiate into more specialized cells. A SC that engages in the division process (the cell cycle) undergoes a series of transformations until becoming two daughter cells. Most of the cells are in a non-proliferative phase, known as G0 or resting phase. A resting cell prepares its entrance into the cell cycle, which consists of four consecutive discrete subphases G1, S, G2 and M. The M phase is mitosis (nuclear division) that ends with cytokinesis, which is the final step of production of two daughter cells ([7], Chap. 17). In view of the broad range of options available for SCs, including: self-renewal, differentiation, lineage specification, programmed cell death (apoptosis), and quiescence G0, determining the fate of a given SC becomes a key challenge [14]. In particular, it is agreed that a better understanding of the processes guiding the fates of SCs may elucidate the causes of cancer and the rise of Cancer Stem Cells (CSCs) (see, e.g., [24], [14]).

The mathematical modeling and analysis become crucial in the query of understanding cancer [22]. In general, the ultimate goal behind theoretical studies of biological systems is to firmly grasp their healthy or unhealthy behaviors [21], including mechanisms governing cell population dynamics (as for blood cell dynamics [2], [10]). The modeling and analysis approaches are in fact further complicated by some new biological evidences, that enhance cell features and expand their fate possibilities, such as dedifferentiation\(^1\) (see [32], [6], [15] [18], [17]).

2) Cell plasticity: It has been believed that once a cell differentiates into a particular cell type that has a distinctive function (e.g. when an hematopoietic SC differentiates into one type of white blood cells), it permanently loses the potential for diverse functions and stably maintains its identity [32]. The discovery of dedifferentiation contradicted this biological postulate, and thus opening the way to a much richer and complex cellular behavior. In addition, it was also proved that adult SCs may first reside in one place and then contribute to another tissue [29]. This phenomenon is known as transdifferentiation\(^2\). In fact, when the process of cell generation and continuous replenishment is perturbed (e.g. tissue injury or hemorrhage), the homeostatic mechanisms are invoked to allow adequate regeneration of damaged tissues [29]. Cell plasticity is already used to produce SCs in regenerative medicine\(^3\) [14], thus avoiding the ethical issues that usually arise regarding the use of embryonic SCs in research [6]. Cell plasticity provides also new hypotheses for the origin of cancer and some insights into its treatment (see, e.g., [13], [15], [18], [17]).

3) Objectives and organization of the work: We aim to deepen the analysis of cell dynamics, by taking into account the process of cell dedifferentiation in living organisms, in the class of systems as in [20], [1]. More precisely, we consider a general model, that includes a resting and proliferating phases as in [20], [5], and which takes into account several discrete cell-maturity stages, as in [1]. Then, we extend the model through the addition of some cell plasticity mechanisms. In fact, since this is the first time cellular plasticity is

\(^1\)Dedifferentiation is an important biological phenomenon whereby cells regress from a specialized function to a simpler state reminiscent of stem cells\(^6\)

\(^2\)Transdifferentiation is defined as the conversion of one cell type to another. It belongs to a wider class of cell type transformations called metaplasias which also includes cases in which SCs of one tissue type switch to a completely different SCs\(^27\).

\(^3\)Regenerative medicine aims to replace damaged cells in the human body through a new source of healthy transplanted cells or by endogenous repair\(^13\). Indeed, by artificially reprogramming adult cells (using Yamanaka Factors [28]), a new category of cells that expresses embryonic SCs characteristics is obtained: also known as induced Pluripotent Stem Cells (iPSCs).
introduced in this class of systems, we begin in Section II with a general framework which serves as a basis for plasticity functions. Next, in Section III, we select a typical form of dedifferentiation mechanisms, where an unhealthy (differentiated) subpopulation of progeny cells regresses to a SC (cancerous) state. We highlight one of the expected cellular-plasticity effects, which is the possible survival of unhealthy cells as a result of progeny dedifferentiation. In fact, a rich behavior of the system is observed when the dedifferentiated cells are directly active in the proliferating phase, which is the common behavior of unhealthy cells when dedifferentiation is associated with cancer [30] (e.g. due to some genetic/epigenetic mutations that increase the self-renewal activity of abnormal cells [19], [30]). A stability result is given in Section III-B, followed by a numerical example, that we discuss in Section IV.
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**Summary and key points**

- In our study, we provide a general model for cell population dynamics that may describe many types of cancers. We particularly emphasize the case of hematopoietic SCs and early blood progeny (see similar models in [20], [4], [1], [23], [12]).
- In fact, hematopoeisis provides a common paradigm for understanding all the mammalian SCs, in particular when it comes to study cell differentiation.
- We are interested in modeling a dedifferentiation scenario where a portion (i.e. a mutated subpopulation) of a given generation of differentiated progenitor cells (that belongs for instance to a specific blood lineage hierarchy as in Fig. 2, blue hierarchy), regresses into an hematopoietic stem cell proliferating state.
- In the general case, anti-cancer therapy aims to eradicate all the malignant cancer cells. Therefore, we focus on the stability properties of the origin of our model, since it reflects extinction of malignant cells.
- Our approach could incite modelers to systematically take into account cellular plasticity features when modeling cell population dynamics. Moreover, our result supports the idea that unhealthy cells protect themselves during anti-cancer therapy through dedifferentiation. We provide a stability condition which could help medical experts restrain-or inhibit-dedifferentiation, in order to ensure cell eradication. This procedure seems in line with some medical experiments, where anti-dedifferentiation mechanisms are already used (see Section IV).

---

**II. Modeling cell populations and cellular plasticity: a general framework**

We discuss in this section a refined model (illustrated in Fig. 1-2) that highlights, qualitatively, the impact of dedifferentiation on the behavior of cancer cells. Firstly, we focus on the general form of the model in Fig. 1, in which we have $n$ distinguishable maturity levels ($i \in I_n = \{1, \ldots, n\}$, such that $i = 1$ is the SC compartment). Models with quiescent and proliferating phases date back to some pioneer works such as Burns & Tannock [5] and Mackey [20], which have been improved by Adimy et al. [1], and which we extend now as previously mentioned by adding some cell plasticity functions.
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**Fig. 1:** A cartoon representation of the discrete maturity model of interest, involving multiple dedifferentiation and transdifferentiation functions. Cells of the $i$-th maturity-generation, where $i \in I_n = \{1, \ldots, n\}$, $n > 1$, are in a resting phase $G_0$, or in proliferation (cell-division cycle) \{G_1, S, G_2\}. In the general case, we can consider that all the involved biological parameters (rate of differentiation $\sigma_i \in (0, 1)$, rate of self-renew $\lambda_i = 1 - \sigma_i$, apoptosis rate $d_{pi}$, death rate of resting cells $d_{ri}$) are time-varying. On the right, the flux due to the cell-plasticity functions, $\xi_i$ and $\omega_i$ for all $i \in I_n$, are represented as input or output functions. In fact, both $\xi_i$ and $\omega_i$ have a part related to dedifferentiation and another part related to transdifferentiation. The former one depends on the (modeled) state variables, which are the total densities of the resting cells $x_i$ as explained in Section II, while the parts quantifying transdifferentiation (denoted $\xi_i$ and $\omega_i$, in equations (2), (5)) are assumed to depend only on time, since they are biologically related to distant (or, external) cell tissues and lineages (i.e. which are not explicitly modeled in the specific studied cell-maturity hierarchy, see also Fig. 2).

The dynamics of resting cells, $r_i(t,a)$, of the $i$-th generation ($i \in I_n$), of age $a > 0$, at time $t \geq 0$, and the dynamics of proliferating cells, $p_i(t,a)$, of age $a \in [0, \tau_i]$, at time $t \geq 0$, are governed by the age-structured (McKendrick) PDEs:

\[
\begin{align*}
\frac{\partial p_{i,a}}{\partial t} + \frac{\partial p_{i,a}}{\partial a} &= - \left[ d_{ri}(t) + h_i(t,a) \right] p_{i,a}, \\
\frac{\partial r_{i,a}}{\partial t} + \frac{\partial r_{i,a}}{\partial a} &= - \left[ d_{si}(t) + \beta_i(t) x_i(t,a) \right] r_{i,a} - \xi_i(t),
\end{align*}
\]

where, for all $i \in I_n$, $x_i(t) = \int_0^{\tau_i} r_i(t,a)da$, and, for all $i \in I_n$ and $t \geq 0$, $d_{ri}(t)$ is the death rate of the resting cells, while $d_{pi}(t)$ is the death rate of proliferating cells. The reintroduction function from the resting phase to the proliferative phase, $\beta_i$, is decreasing and $\lim_{t \to +\infty} \beta_i(t) = 0$. Moreover, we consider that for all $t \geq 0$,

\[
\xi_i(t) = \xi_i \left( x_1(t), \ldots, x_{i-1}(t), x_i(t), \xi_i(t) \right).
\]  

The system (1) is associated with some initial conditions (i.e. initial age distributions when $t = 0$) which are $\mathcal{L}^1$-functions defined by:

\[
\begin{align*}
p_i(0,a) &= p_i^0(a), & 0 \leq a \leq \tau_i, \\
r_i(0,a) &= r_i^0(a), & \text{for all } a \in [0, +\infty).
\end{align*}
\]

Moreover, we assume from biological considerations that for all $t \geq 0$, $\lim_{a \to +\infty} r_i(t,a) = 0$. 

---
As illustrated in Fig. 2, the function $\xi_i$ quantifies the output (cell loss) either by dedifferentiation or by transdifferentiation. As formulated in (2), the function $\xi_i$ depends on $x_i$ and may be affected by some of, or all, the generations of cells which are less mature than the $i$-th generation, i.e. the cell densities $x_{1}, \ldots, x_{i-1}$. This is defined in the fact that the dedifferentiation of the $i$-th generation addresses a need (either healthy or cancerous) that arises in a less mature generation within the same hierarchy (i.e. at least one of the densities $x_{1}, \ldots, x_{i-1}$). In addition, the loss by transdifferentiation, $\xi_i^\dagger$, aims to address a need from more distant tissues, i.e. $\xi_i^\dagger$ does not depend on the modeled cell populations $x_i$, but only on time (as a representation of any external event that occurs beyond the studied hierarchy).

Finally, the renewal conditions, which give the birth rate at the initial age $a = 0$, are introduced through the following boundary conditions:

$$\begin{align*}
p_i(t, 0) &= \beta_i(x_i(t))x_i(t) + \omega_i(t), \\
r_i(t, 0) &= 2\sigma_{i-1}(t) \int_0^{t-1} h_{i-1}(a) p_{i-1}(t, a) da + 2(1 - \sigma_i(t)) \int_0^t h_i(a) p_i(t, a) da,
\end{align*}$$

where $\sigma_i(t)$ represents the time-varying rate of differentiation and, consequently, $\lambda_i(t) = 1 - \sigma_i(t)$ is the rate of self-renewal of the $i$-th cell generation. In addition, we consider with an abuse of notation that for all $t \geq 0$,

$$\omega_i(t) = \omega_i \left( x_i(t), x_{i+1}(t), \ldots, x_n(t), \underbrace{\omega_i^\dagger(t)}_{\text{in. transdiff}} \right).$$

About the functions $\omega_i$

The function $\omega_i$ appears in the boundary conditions (4), since it represents the new cell birth resulting from the dedifferentiation of more mature cell generations, together with the transdifferentiation of other cell lineages. The functions $\omega_i$ are implicitly related to the functions $\xi_i$ in (2), since cells that join the $i$-th generation by dedifferentiation (the input $\omega_i$) are, for instance, the sum of the dedifferentiated cells from more mature generations (the outputs $\xi_{i+1}, \xi_{i+2}, \ldots$). Therefore, for all $i \in I_n$, the function $\omega_i$ depends on $x_i$ and may depend on (all or some of) the more mature generations in the same hierarchy, $x_{i+1}, \ldots, x_n$. Moreover, the time-varying term $\omega_i^\dagger$ in (5) quantifies the incoming by transdifferentiation from distant cell lineages or types, outside the hierarchy of interest.

In summary, we say that generally in McKendrick type models, the removal terms (e.g. death rates) appear in the PDE system (model (1), in our case), while new births appear in the boundary conditions (given by (4), in our case). The PDE system (1)-(4)-(3) provides a general framework to describe the cell dynamics within a given hierarchy formed by $n$ discrete-maturity stages. However, we still need to specify the nature and the operating mode of the dedifferentiation and the transdifferentiation functions ($\xi_i$ and $\omega_i$, for all $i \in I_n$), in order to determine the behavior of the overall system. For that purpose, we need to focus on a typical explicit dedifferentiation mechanism. More precisely, we start in this study with an unhealthy case in which a portion of the $j$-th cell generation ($j \in I_n, j > 1$) dedifferentiates and joins the SC compartment ($i = 1$), as presented in the sequel.

Fig. 2: The blue lineage hierarchy is the one on which we are focusing, and which is modeled by our system. More precisely, each $i$-th stage in the blue hierarchy corresponds to the $i$-th generation in the model illustrated in Fig. 1. In contrast, the gray generations/lineages are those which cannot be explicitly modeled in our mathematical framework. Next, for the $i$-th cell generation, the function $\omega_i$ quantifies the input by dedifferentiation from the upcoming more mature generations that belong to the studied blue lineage, together with the input by transdifferentiation ($\omega_i^\dagger$), which comes from some non-modeled distant-cell types. In a similar spirit, $\xi_i$ quantifies the loss in cell density of the $i$-th generation, for instance in response to some requirements from less mature generations that belong to the blue hierarchy (i.e. this is the loss due to dedifferentiation), or from other types of cells which are in gray, i.e. this is the loss/output by transdifferentiation ($\xi_i^\dagger$).

III. A SPECIFIC DEDIFFERENTIATION PROCESS

We focus now on a typical case, in which a proportion $\kappa \in [0,1]$ of the total density of resting cells of the $j$-th generation $x_j$ becomes diseased, e.g. as a result of a series of abnormal mutations (see, e.g., [31] for mutations inducing leukemia). Then, we consider that only the subpopulation of mutated cells can undergo dedifferentiation, and we denote by $D$ the characteristic pattern that describes the dedifferentiation mechanism from the $j$-th generation into the SC-proliferating compartment.

A. A model involving one dedifferentiation feedback

Let $j \in [2, n]$ be the generation of cells that includes a malignant (mutated) subpopulation, that we assume capable of generating cancer stem cells (CSCs) by dedifferentiation (see Fig. 3 in [15]). For the sake of simplicity, we consider that the transdifferentiation mechanisms are negligible compared to dedifferentiation within the same hierarchy (i.e. we put $\xi_i^\dagger(t) = \omega_i^\dagger(t) = 0$, for all $i \in I_n$ and $t \geq 0$). We notice that without an abuse of notation, the functions $\xi_i$ and $\omega_i$ can be rewritten in this case as:
\[ \xi_i(x_1, \ldots, x_i) = 0, \quad \text{for all } i \in I_n, \quad i \neq j, \]
\[ \xi_j(x_1, \ldots, x_j) = \xi_j(x_j) = \kappa D(\kappa x_j)x_j, \]
\[ \omega_1(x_1, \ldots, x_n) = \omega_1(x_j) = \kappa D(\kappa x_j)x_j, \]
\[ \omega_i(x_1, \ldots, x_n) = 0, \quad \text{for all } i \in \{2, \ldots, n\}, \]
where we can select the function \( D \) as follows,
\[ D(t) = \tanh(t^p), \quad \text{where, } p > 0, \quad \text{for all } t \geq 0. \]

Let us say few words about the cell-plasticity functions \( \xi_i \) and \( \omega_i \) in (6). Firstly, we are limiting ourselves to the case of constant \( \kappa \), where \( \kappa \in [0, 1] \). The function \( D \) depends on the total density of mutated cells, which is given by \( \kappa x_j \), since this subpopulation is the unique one that may undergo dedifferentiation. The function \( D \) is selected such that \( \lim_{\ell \to +\infty} D(\ell) = 1 \), meaning that the aggressiveness of mutated cells increases (i.e. mutated cells are more likely to dedifferentiate into CSCs) with respect to the total density of mutated cells \( \kappa x_j \). In fact, the features of the tangent hyperbolic function \( D \), as defined in (7), lead to the following qualitative behavior:
1. \( \xi_j \equiv 0 \) and \( \omega_1 \equiv 0 \), if \( x_j = 0 \) or \( \kappa = 0 \), i.e. dedifferentiation does not exist without abnormal mutations.
2. when the \( j \)-th cell generation forms a relatively small population over all the \( n \) cell generations (i.e. a low cell density \( x_j \)), or when the portion of unhealthy cells is minimal within the genetic diversity landscape (i.e. a low mutated portion of cells, quantified by \( \kappa \)), then the gain of the dedifferentiation process is minimal. Indeed, the subpopulation of mutated cells is not expected to entirely dedifferentiate and form aggressive CSCs, in this case, because it is too small to impose itself upon all the other cells. We actually expect that immunological mechanisms are sufficient in this case to control the small population of mutated cells [26]. Let us notice that, in our model, the gain of the dedifferentiation process is represented by the quantity \( \kappa D(\kappa x_j) \), since \( \xi_j(x_j) = \kappa D(\kappa x_j)x_j \). So, for low \( x_j \) and low \( \kappa \), the amplitude of \( \kappa D(\kappa x_j) \) is relatively small, then it increases in order to approach its highest value, when the total size of the population \( x_j \) is too large, i.e. the maximum possible gain of dedifferentiation is \( \kappa \) (since \( \lim_{x_j \to +\infty} \kappa D(\kappa x_j) = \kappa \)).

Remark 1: The selected dedifferentiation functions (6) depend only on the mutated subpopulation of cells belonging to the \( j \)-th maturity generation. The latter choice can be argued as an unhealthy dedifferentiation process triggered by some abnormal mutations that occur in the \( j \)-th maturity stage. However, different choices may be considered within the general framework introduced in Section II. For instance, a healthy dedifferentiation process can be formulated by considering that \( \xi_i \) and \( \omega_i \) depend on the total density of resting SCs, \( \xi_1 \). In such a configuration, SCs have the ability to trigger by themselves the dedifferentiation of more mature cells, when needed (e.g. after hemorrhage or injury, when the body is in a hurry to regenerate itself). However, this healthy situation is beyond the scope of the current work.

Finally, we rewrite the model (1) describing the dynamics of resting and proliferating cells, in the form:
\[ \frac{\partial p_i}{\partial t} + \frac{\partial p_i}{\partial a} + [d_p(t) + h_1(a)] p_i(t, a) = 0, \]
\[ \frac{\partial r_i}{\partial t} + \frac{\partial r_i}{\partial a} + [d_r(t) + \sigma_i(x_i(t))] r_i(t, a) = 0, \]
\[ \text{for all } i \geq 1 \text{ where } i \neq j, \quad \text{and,} \]
\[ \frac{\partial p_j}{\partial t} + \frac{\partial p_j}{\partial a} + [d_p(t) + h_1(a)] p_j(t, a) = 0, \]
\[ \frac{\partial r_j}{\partial t} + \frac{\partial r_j}{\partial a} + [d_r(t) + \beta_j(x_j(t))] r_j(t, a) + \kappa D(\kappa x_j(t)) x_j(t) = 0. \]

We emphasize the case of (4) described throughout the current section, in which the renewal conditions are introduced through the following boundary conditions:
\[ p_i(t, 0) = \beta_i(x_i(t)) x_i(t) + \kappa D_j(\kappa x_j(t)) x_j(t), \]
\[ r_i(t, 0) = \beta_i(x_i(t)) x_i(t), \quad \text{for all } i \in \{2, \ldots, n\}, \]
\[ r_1(t, 0) = 2(1 - \sigma_1(t)) \int_0^t h_1(a)p_1(t, a)da, \]
\[ r_i(t, 0) = 2(1 - \sigma_i(t)) \int_0^t h_i(a)p_i(t, a)da + 2\sigma_{i-1}(t) \int_0^{t-1} h_{i-1}(a)p_{i-1}(t, a)da, \quad \text{for all } i > 1. \]

Finally, we associate to (8)-(9) some suitable initial conditions similar to (3). Next, using the method of characteristics (see similar applications in [4] and [1]), we can reduce the model (8)-(9)-(3) into a nonlinear system with finite distributed delays and time-varying parameters. For the sake of clarity, we illustrate these statements in the case involving two cell-maturity generations, in which all the biological parameters are constant and a dedifferentiation mechanism is established from the 2nd generation into the SC one, as shown in Fig. 3.

For instance, we consider that a progeny subpopulation \( \kappa x_2 \), where \( \kappa \in [0, 1] \), has some abnormal mutations (e.g. DMNT3A increasing the self-renewal activity), that may trigger dedifferentiation into CSCs [8], as it appears to be the case in leukemia [30], [19]. The time-delay version of the model of interest is given by:
\[ \dot{x}_1(t) = -[d_1 + \beta_1(x_1(t))] x_1(t) + 2(1 - \sigma_1(t)) \int_0^t g_1(a)\beta_1(x_1(t-a)) x_1(t-a)da + 2(1 - \sigma_1(t)) \int_0^t g_1(a)\kappa x_2(t-a) (\kappa x_2(t-a)) ) \int_0^t h_1(a)p_1(t, a)da, \]
\[ \dot{x}_2(t) = -[d_2 - \beta_2(x_2(t)) - \kappa D(\kappa x_2(t)) ] x_2(t) + 2(1 - \sigma_2(t)) \int_0^t g_2(a)\beta_2(x_2(t-a)) x_2(t-a)da + 2\sigma_1(t) \int_0^t g_1(a)\beta_1(x_1(t-a)) x_1(t-a)da + 2\sigma_1(t) \int_0^t g_1(a)\kappa x_2(t-a) (\kappa x_2(t-a)) ) \int_0^t h_1(a)p_1(t, a)da, \]
where \( f_i(t) = h_i(t)e^{-\int_0^t h_i(m)dm} \) and \( g_i(t) = f_i(t)e^{-d_i(t)} \), (see [1] for a similar application, but also [4]). In addition, we can notice that the system (10) is positive.

B. Sufficient global asymptotic stability conditions

Now, we want to determine stability conditions of the origin of the model (10). Convergence of the model trajectories to zero is equivalent to total cell eradication, e.g. thanks to anti-cancer infusions therapy. Firstly, let
us define for later use the constants: 
\[ s_i = \delta_i - \alpha_i \beta_i(0), \]
\[ \alpha_i = 2\lambda_i C_i - 1, \text{ for all } i \in I_n, \text{ and,} \]
\[ a = s_2 - \kappa D \left[ \frac{2\sigma_1 \lambda_1 C_i^2 \beta_i(0)}{s_1} + 2\sigma_1 C_1 - 1 \right], \]  
(11)
where, \( D = \sup_{\ell \geq 0} D(\ell) \). Notice that, \( D = 1 \), when, \( D(\ell) = \tanh(p\ell), p > 0 \). It is worth mentioning that for a model without dedifferentiation (i.e. when \( \kappa = 0 \)), the conditions \( s_i > 0 \), for all \( i \in I_n \) are necessary and sufficient conditions for global exponential stability of the origin of the corresponding system (see [1] and [11]). We state in this paper - without details of the proof - the following stability result:

**Theorem 1:** Let us assume that \( s_i > 0 \) for all \( i \in I_n \). If, in addition, the conditions,
\[ \begin{align*}
1 - 2\sigma_1 C_i - \frac{2\sigma_1 \lambda_1 C_i^2 \beta_i(0)}{s_1} &< 0, \text{ and, } a > 0, \\
\text{or, } 1 - 2\sigma_1 C_i - \frac{2\sigma_1 \lambda_1 C_i^2 \beta_i(0)}{s_1} &\geq 0,
\end{align*} \]
(12)
are satisfied, then the origin of the model (10) is globally asymptotically stable.

**Remark 2:** In fact, the model (10) may admit a positive steady state even if \( s_i > 0 \), which is not the case when \( \kappa = 0 \). Therefore, we notice that then conditions \( s_i > 0 \), for all \( i \in I_n \) are no longer sufficient to ensure that the 0-equilibrium is globally stable when dedifferentiation exists. In light of Theorem 1, we deduce that zero is stable if we ensure that an upper-bound on \( \kappa \) is satisfied, i.e. if dedifferentiation does not cross the threshold defined by the condition \( a > 0 \) in (12). Medical practice supports this observation ([16], [25]), as discussed in the sequel.

**IV. A numerical illustration and some concluding comments**

Medical practice shows that sometimes if dedifferentiation is neglected, cancer cells may survive to therapy. We consider the concrete situation studied in [16], [25].

A glimpse into the medical experience

In [16], some experiences have been conducted on human non-small cell lung cancer. Their results suggested that non-stem cancer cells which were targeted through radiotherapy, have protected themselves by dedifferentiation processes (CSCs are particularly resistant to radiotherapy, see for example [3], [9]). In [25], an ODE-model was proposed to fit the data of [16]. In a second time, the experience was renewed by adding some survivin inhibitors (known as YM155), that undermined dedifferentiation of cancer cells. The therapy efficacy was substantially improved when YM155 was used along with radiotherapy [25], [16].

We check the qualitative behavior of our system through some situations that are reflective of those encountered in [16], [25]. For that purpose, we consider for instance the cell division probability densities of the forms \( f_i(a) = \frac{m_i}{\tau_i + a} e^{-m_i a}, \) with \( m_i > 0, i \in I_n \), along with the following functions and parameters:

<table>
<thead>
<tr>
<th>i</th>
<th>( \beta_i(x_i) )</th>
<th>( f_i(a) )</th>
<th>( d_{i1} )</th>
<th>( \lambda_i )</th>
<th>( \tau_i )</th>
<th>( d_{i2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \frac{1}{11} )</td>
<td>( \frac{11}{11} )</td>
<td>0.112</td>
<td>0.7</td>
<td>1.19</td>
<td>0.27</td>
</tr>
<tr>
<td>2</td>
<td>( \frac{1}{11} )</td>
<td>( \frac{11}{11} )</td>
<td>0.37</td>
<td>0.9</td>
<td>1.32</td>
<td>0.33</td>
</tr>
</tbody>
</table>

After simple calculations, we get: \( s_1 = 0.0518 \) and \( s_2 = 0.2218 \). Therefore, in the case where dedifferentiation does not exist (i.e. \( \kappa = 0 \)), the origin of the studied model is globally exponentially stable [11], [1], as illustrated in Fig. 4-(a). Next, let us assume that at \( t = 20 \) days, the dedifferentiation mechanism is triggered (by setting \( \kappa = 0.8 \) at \( t = 20 \) days). In that case, we still have \( s_1 > 0 \) and \( s_2 > 0 \), but, however, we note that the sufficient stability conditions (12), in Theorem 1, are not satisfied:

\[ 1 - 2\sigma_1 C_1 - \frac{2\sigma_1 \lambda_1 C_i^2 \beta_i(0)}{s_1} = -4.45, \]  
and, \[ a = s_2 - \kappa D \left[ \frac{2\sigma_1 \lambda_1 C_i^2 \beta_i(0)}{s_1} + 2\sigma_1 C_1 - 1 \right] = -3.33. \]

In simulation, we observe that for some initial conditions, the origin of the system (10) is not asymptotically stable, as illustrated in Fig. 4-(b). More importantly, we notice that the trajectories converge in this case to a strictly positive steady state, given by \( x_1^* = 1.47 \) and \( x_2^* = 0.66 \), that exists even if \( s_1 > 0 \) (contrary to the case \( \kappa = 0 \), where zero is the unique steady state when \( s_i > 0 \)). In addition, we can determine the gain of the dedifferentiation function, which converges to \( \kappa D(\kappa x_2^2) \) = 0.12, when the trajectories of the system (10) approach the positive steady state. Thus, in this example, the unhealthy cells prevent themselves from total extinction thanks to their dedifferentiation ability (Fig. 4 (a)-(b)). Finally, we notice in Fig. 4-(c) that for some sufficiently
small initial conditions and $\kappa = 0.8$, the dedifferentiation process is not sufficient to avoid the total cell eradication.
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