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Derivation of the Lower Bound

In the following derivation we will interchangeably use x and x1, . . . ,xC to leave
the notation uncluttered. For the same reason we will omit the variational and
generative parameters φ and θ.

Variational inference is carried out by introducing a set of probability density
functions q (z|xc), belonging to a distribution family Q, that are on average as
close as possible to the true posterior over the latent variable p (z|x). In other
words we aim to solve the following minimization problem:

argmin
q∈Q

Ec
[
DKL

(
q (z|xc) || p (z|x1, . . . ,xC)

)]
(1)

Given the intractability of p (z|x) for most complex models, we cannot solve
directly this optimization problem. We look then for an equivalent problem, by
rearranging the objective:

Ec
[
DKL

(
q (z|xc) || p (z|x)

)]
= Ec

[∫
z

q (z|xc)
(
ln q (z|xc)− ln p (z|x)

)
dz

]
= Ec

[∫
z

q (z|xc)
(
ln q (z|xc)− ln p (x|z)− ln p (z) + ln p (x)

)
dz

]
= ln p (x) + Ec

[
DKL

(
q (z|xc) || p (z)

)
− Eq(z|xc) [ln p (x|z)]

]
(2)

where in the middle line we use the Bayes’ theorem to factorize the true posterior
p (z|x). Now, we can reorganize the terms, such that:
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ln p (x)− Ec
[
DKL

(
q (z|xc) || p (z|x)

)]︸ ︷︷ ︸
≥0

=

= Ec
[
Eq(z) [ln p (x1, . . . ,xC |z)]−DKL

(
q (z|xc) || p (z)

)]︸ ︷︷ ︸
lower bound L

(3)

Since the KL term in the left hand side is always non-negative, the right hand
side lower bounds the log evidence. By maximizing the lower bound we obtain
the result of maximizing the data log evidence while solving the minimization
problem in (1).

The hypothesis that every channel is conditionally independent from all
the others given z, allows to factorize the data likelihood as p (x1, . . . ,xC |z) =∏C
i=1 p (xi|z), so that the lower bound becomes:

L = Ec
[
Eq(z|xc)

[∑C
i=1 ln p (xi|z)

]
−DKL

(
q (z|xc) || p (z)

)]
(4)

Finally, assuming every channel is equally likely to be observed with probability
1/C, we can rewrite equation (3) as:

ln p (x1, . . . ,xC) ≥
1

C

C∑
c=1

Eq(z|xc)

[∑C
i=1 ln p (xi|z)

]
−DKL

(
q (z|xc) || p (z)

)
(5)

Data generation procedure

Datasets x = {xc} with c = 1..C channels where created according to the
following model:

z ∼ N (0; Il)

ε ∼ N (0; Idc)

Gc = diag
(
RcR

T
c

)−1/2
Rc

xc = Gcz+ snr−1/2 · ε

(6)

where for every channel c, Rc ∈ Rdc×l is a random matrix with l orthonormal
columns (i.e., RT

c Rc = Il), Gc is the linear generative law, and snr is the
signal-to-noise ratio. It’s easy to demonstrate that the diagonal elements of the
covariance matrix of xc are inversely proportional to snr, i.e.,diag

(
E
[
xcx

T
c

])
=

(1 + snr−1)Idc . Scenarios where generated by varying one-at-a-time the dataset
attributes, as listed in Tab. 1.
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Fig. 1: Negative lower bound (NLB) on the synthetic training set computed at
convergence for all the scenarios. Each bar shows mean ± std.err. of N = 80 total
experiments as a function of the number of fitted latent dimensions. Red bars
represents experiments where the number of true and fitted latent dimensions
coincide. (top) Experimental setup C = 10, dc = 32: NLB stops decreasing when
the number of fitted latent dimension coincide with the generated ones; notable
gap between the under-fitted and over-fitted experiments (elbow effect). (2nd
row) Experimental setup dc = 4 , l = 4: increasing the number of channels C
makes the elbow effect more pronounced. (3rd row) Experimental setup C = 10
, dc = 500: with high dimensional data (dc = 500) using the lower bound as
a model selection criteria to assess the true number of latent dimensions may
end up in overestimation. (bottom) Restricted (N = 5 total experiments) high
quality experimental setup C = 10, dc = 500, S = 10000, snr = 100: the risk to
overestimate the true number of latent dimensions can be mitigated by increasing
the snr and S of the observations in the dataset.
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Table 1: Dataset attributes, varied one-at-a-time in the prescribed ranges, and
used to generate scenarios according to Eq. (6).

Attribute description range / iteration list symbol

Total channels 2, 3, 5, 10 C
Channel dimension 4, 8, 16, 32, 500 dc
Latent space dimension 1, 2, 4, 10, 20 l
Number of samples/observations 50, 100, 1000, 10000 S
Signal-to-noise ratio 100, 10, 1, 0.1 snr
Replication number (re-initialize Rc) 1, 2, 3, 4, 5
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Fig. 2: Reconstruction error on synthetic test data reconstructed with the multi-
channel model specified in the main paper, Section 2.2. The reconstruction
is better for high snr and high training data sample size. Scenarios where
generated by varying one-at-a-time the dataset attributes listed in Tab. 1 for
a total of 8 000 experiments. (a) Mean squared error from the ground truth
test data using the Multi-Channel reconstruction: x̂ = Ec

[
Eq(z|xc) [p (x|z)]

]
(b)

Mean squared error from the ground truth test data using the Single-Channel
reconstruction: x̂ = Eq(z|x) [p (x|z)] (c) Ratio between Multi- vs Single-Channel
reconstruction errors: we notice that the error made in ground truth data recovery
with multi-channel information is systematically lower than the one obtained
with a single-channel decoder.
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Fig. 3: Incrasing the snr and the number of channels ameliorate the ground truth
data recovery. Reconstruction done as in Fig. 2a.
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(a) Ground truth
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(b) Noisy observations (snr = 5)
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(c) Reconstruction

Fig. 4: Pairwise representation of the four dimensions d of three data channels
Ch, generated from a two-dimensional latent dimension z ∼ N (0; I), according
to Eq. (6). Noisy data was fitted with our model with a linear reparameterization.
(a) Ground truth (snr = 0). (b) Observations used to fit the multi-channel model
(snr = 5). (c) Data generated from the latent variable inferred from the noisy
data.
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