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Energy-Quality-Time Optimized Task Mapping on
DVFS-enabled Multicores

Lei Mo, Member, IEEE, Angeliki Kritikakou, and Olivier Sentieys, Member, IEEE

Abstract—Multicore architectures have great potential for
energy-constrained embedded systems, such as energy-harvesting
wireless sensor networks. Some embedded applications, especially
the real-time ones, can be modeled as imprecise computation
tasks. A task is divided into a mandatory subtask that provides
a baseline Quality-of-Service (QoS) and an optional subtask that
refines the result to increase the QoS. Combining dynamic voltage
and frequency scaling, task allocation and task adjustment, we
can maximize the system QoS under real-time and energy supply
constraints. However, the nonlinear and combinatorial nature
of this problem makes it difficult to solve. This work first
formulates a mixed-integer non-linear programming problem to
concurrently carry out task-to-processor allocation, frequency-
to-task assignment and optional task adjustment. We provide
a mixed-integer linear programming form of this formulation
without performance degradation and we propose a novel
decomposition algorithm to provide an optimal solution with
reduced computation time compared to state-of-the-art optimal
approaches (22.6% in average). We also propose a heuristic
version that has negligible computation time.

Keywords—Multicore architectures, task mapping, real-time and
energy constraints, QoS, MILP, problem decomposition

I. INTRODUCTION

The increasing performance requirements of applications
have pushed the embedded systems towards multicore archi-
tectures. Within thirty years, the code size of automotive,
space and avionics applications has significantly increased [1].
Multicore architectures provide significant Space, Weight and
Power savings (SWaP) while offering massive computing
capabilities compared with single core processors. They are
also capable of integrating diverse applications on the same
platform [2], [3].

In some application domains, e.g., audio/video streaming,
radar tracking, and control system design, less accurate results
computed before the deadline are preferable than accurate, but
too late, results [4]. This statement holds because a real-time
application has to provide a result before a given deadline.
When not enough time is available, approximate results are
acceptable as long as the baseline Quality-of-Service (QoS) is
satisfied and the results are provided in time [5]. For instance,
in audio/video streaming, frames with a lower quality are
better than missing frames. In radar tracking, an estimation
of target’s location in time is better than an accurate location
arriving too late. In control loops, an approximate result
produced by a control law is more preferable as long as
the controlled system, e.g., cruise control system, remains
stable. In these domains, the applications can be modeled as
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Imprecise Computation (IC) tasks [6], where a task is logically
decomposed into a mandatory subtask and an optional subtask.
All the mandatory subtasks must be completed before the
deadline to have an acceptable result, while the optional
subtasks can be left incomplete at the cost of reduced quality.
The QoS of such systems increases with the longer execution
of the optional subtasks.

At the same time, the energy consumption has become an
important concern, especially for the systems with limited
energy budget, such as battery powered devices and energy-
harvesting systems. Dynamic Voltage and Frequency Scaling
(DVFS) is a technique that can manage both voltage and fre-
quency, and, thus, control the energy and the time required to
execute the tasks. By adequately allocating the tasks onto the
processors and deciding the voltage/frequency of the processor
for each task execution, the QoS can be further improved
under the same energy supply and real-time constraints.

The majority of the task mapping approaches on multicores,
e.g., [7]–[12], has been conducted on how to allocate the tasks
and/or decide the voltage/frequency in order to reduce the
energy consumption of the system and guarantee the real-time
constraints, i.e., energy-aware task mapping. However, most
of these works focus only on the execution of the mandatory
tasks. Some approaches, e.g., [4], [13]–[18], aim to maximize
QoS by exploring the execution of the optional subtasks,
with energy supply and real-time constraints, i.e., QoS-aware
task mapping. However, the aforementioned approaches focus
on different contexts compared to the problem considered in
this paper, as summarized in Table I. Besides single-objective
optimization, other existing approaches focus on bi-objective
optimization, e.g., minimizing the energy consumption and
maximizing the QoS, but without restrictions on the energy
supply [19], [20]. In addition, the task mapping problems
on multicore platforms usually have an NP–hard complex-
ity [21]. Therefore, most of these QoS-aware task mapping
approaches focus on heuristics to find feasible solutions [14]–
[17], [19], [20].

Complementary to the state-of-the-art, our work jointly op-
timizes task-to-processor allocation, frequency-to-task assign-
ment and optional subtask adjustment, under energy supply
and real-time constraints, with an objective of maximizing the
QoS. Two algorithmic solutions are proposed: 1) an optimal
approach, named Optimal Joint DVFS Task Mapping (OJTM),
with lower computational complexity than the state-of-the-art
optimal approaches, and 2) a polynomial-time complexity al-
gorithm, named Heuristic Joint DVFS Task Mapping (HJTM),
with better quality results compared with the state-of-the-
art heuristics. Heuristics are of great practical significance,
since they are able to find feasible solutions in a short time.
However, it is also important to find the optimal solution. Only
by doing so, we can find out how far the obtained feasible
solution is from the optimal one, and how to improve the
heuristics based on the optimal solution.
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TABLE I. TASK MAPPING METHOD

Energy-aware QoS-aware
[10] [11] [12] [9] [7] [8] [4] [13] [20] [19] [18] [17] [14] [15] [16] OJTM HJTM

Variables
Frequency-to-task

√ √ √ √ √ √ √ √ √ √ √ √

Task-to-processor
√ √ √ √ √ √ √ √ √ √ √ √

Task adjustment
√ √ √ √ √ √ √ √ √ √ √

Objective Max. QoS
√ √ √ √ √ √ √ √ √ √ √

Min. Energy
√ √ √ √ √ √ √ √

Constraints Real-time
√ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √

Energy
√ √ √ √ √ √ √ √

Solution Optimal
√ √ √ √ √ √

Non-optimal
√ √ √ √ √ √ √ √ √ √ √

A. Related Work
1) Energy-aware Task Mapping: Existing works that fo-

cus on the pure energy-aware task mapping problem aim
at minimizing the energy consumption under resource and
application constraints, e.g., [7]–[12]. DVFS is widely used in
energy-aware task mapping. When voltage level is discrete, the
problems are usually formulated as Integer Programming (IP),
e.g., [7]–[9]. To efficiently solve the IP problems, a hybrid
Genetic Algorithm (GA) is proposed in [7], a polynomial-
time complexity two-step heuristic is designed in [8], and the
IP problem is relaxed to a Linear Programming (LP) in [9].
Combining DVFS and Dynamic Power Management (DPM),
a Mixed-Integer Linear Programming (MILP)-based task map-
ping problem is considered in [10] and the problem is solved
using the CPLEX optimization solver. When the voltage level
is continuous, a convex problem is formulated in [11] and the
problem can be solved by using polynomial-time methods.
In [12], Mixed-Integer Non-Linear Programming (MINLP) is
used to formulate the task mapping problem. The problem is
relaxed to an MILP by linear approximation and solved by
Branch and Bound (B&B) method [22]. However, the tasks
in aforementioned approaches are not modifiable, and, thus,
no exploration of the QoS improvement through the optional
subtasks adjustment is considered.

2) QoS-aware Task Mapping: Other works consider the
QoS-aware task mapping problem using the IC task model
and having a goal to maximize the QoS under a set of real-
time and/or energy supply constraints, e.g., [4], [13]–[20].
The target platforms considered in [13], [14] are single core
platforms. Therefore, the task allocation problem is not taken
into account. Although the works in [4], [15]–[20] target at
multicore platform, some assumptions are made during the
problem formulation. More precisely, the task-to-processor
allocation is fixed and given in advance for all the tasks
in [15], while in [4], [16]–[18] each processor has a predefined
frequency, and in [19], [20] the energy supply constraints
are not taken into account since the aim is to maximize
the QoS as well as to minimize the energy consumption.
When taking multiple system requirements into account, the
complex coupling between the optimization variables makes
the problem difficult to solve, especially when the coupling
is non-linear and non-convex. The methods that used to solve
the aforementioned problems can be classified into two main
classes. The first class includes the methods based on heuris-
tics, e.g., [14]–[17], [19], [20]. The second class includes the
methods that always produce an optimal solution, e.g., [4],
[13], [18].

B. Contributions
This paper solves the following problem: Given a DVFS-

enabled multicore platform and a set of IC tasks, we determine

which processor should the task be executed on as well as the
frequency of each task, such that the system QoS is maximized
while guaranteeing the system constraints, i.e., energy supply
and task deadline. Hence, we need to decide task-to-processor
allocation, frequency-to-task assignment and task adjustment.
Our main contributions are summarized as follows:

1) We propose an MINLP formulation of the QoS-aware
mapping problem of IC tasks on DFVS multicore plat-
forms under a set of energy supply and real-time con-
straints. The task-to-processor allocation, frequency-to-
task assignment, and task adjustment are optimized
simultaneously. Solving these correlated subproblems
separately may lead to non-optimal solutions. Then,
applying the variable replacement method, the NP–
hard joint-design problem is safely transformed to an
MILP. We prove that the proposed linearization does
not cause performance degradation, compared with the
existing linear approximation methods [12].

2) We design an OJTM solving approach based on
Benders decomposition [23]. The MILP-based task
mapping problem is divided into two subproblems
with simpler structures, i.e., with less constraints and
variables. The first subproblem is an Integer Linear
Programming (ILP) and it is responsible for the task-
to-processor allocation and the frequency-to-task as-
signment. The second subproblem is an LP and it is
related to the task adjustment. The solution is found
through iterations. During one iteration, the solution
of the first subproblem is used as input to the second
sub-problem. The solution of the second subproblem is
incorporated to the first one by adding new constraints
for the next iteration. We prove that by iterating these
two subproblems, the OJTM is guaranteed to reach the
global optimal solution.

3) We present a novel HJTM algorithm that reduces the
complexity of OJTM by removing the iteration process.
As the HJTM is a reduced version of OJTM, it is easy
to be applied to similar MILP problems, compared with
the existing heuristics. When the problem formulation
is changed, existing heuristics usually have to be rede-
veloped, such as [16], [20].

4) We evaluate the performance of the proposed ap-
proaches by a set of extended experiments, where the
proposed approaches are compared both in QoS and
in computation time with the state-of-the-art optimal,
stochastic and heuristic approaches. The obtained re-
sults show an average 22.6% reduction in the compu-
tation time for the OJTM compared with state-of-the-
art optimal approaches. On the other hand, HJTM runs
∼100 times faster than OJTM with a cost of 26.3%
QoS reduction. Moreover, compared with the state-of-
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the-art heuristics, HJTM achieves an average 96.7%
QoS improvement.

C. Paper Organization

The remainder of this paper is organized as follows: Sec-
tion II presents the system model and the problem formulation.
Section III describes the OJTM algorithm to optimally map IC
tasks to DVFS-enabled multicore platform and in Section IV
we present the details of HJTM algorithm. Section V evaluates
the performance of OJTM and HJTM algorithms through
several simulations and Section VI concludes this study.

II. MINLP PROBLEM FORMULATION

A. Task model

The applications of our target domain are modeled as IC
tasks [6].

Definition 2.1 (Imprecise computation task): A task τi is
defined as an imprecise computation task when it can be
logically divided into a mandatory subtask and an optional
subtask. The mandatory subtask executes Mi cycles to gener-
ate the baseline QoS level. The optional subtask executes oi
cycles to improve the QoS.

Consider a task set of N independent IC tasks {τ1, . . . , τN}.
Task τi is described by a tuple {oi,Mi, Oi, Di}, where Oi is
the upper bound on the number of possible optional cycles,
i.e., 0 ≤ oi ≤ Oi. Therefore, the total length of task τi,
measured in execution cycles, is Mi + oi. The exact number
of mandatory cycles Mi and maximum optional cycles Oi
of a task τi depends on the actual execution of the task on
the multicore system [4], [5]. As we require to guarantee the
deadline of the task, the Mi and Oi are measured in Worst
Case Execution Cycles (WCECs) [14]. For each task τi, there
is a relative deadline Di before which both the mandatory and
the optional subtasks of τi must be completed. The relative
deadline is defined as the time interval between the start of
a task and the time instance when the deadline occurs [24].
The scheduling horizon H is given by the global period of the
tasks [16]. Hence, the relative deadline Di cannot be greater
that the scheduling horizon H , i.e., Di ≤ H .

B. Energy model

We assume that the IC tasks run on a multicore platform that
contains M homogeneous processors {θ1, . . . , θM}. The pro-
cessors can support DVFS and each processor θk has L differ-
ent discrete voltage/frequency levels {(v1, f1), . . . , (vL, fL)}.
We consider that the processor energy consumption is not only
determined by the dynamic power, but also by the static power
due to CMOS device feature scaling. The dynamic power by
executing task τi is related to processor clock frequency fl
and supply voltage vd, expressed as P dl = Ceffv

2
l fl, where

Ceff is the average effective switching capacitance. For static
power, we adopt P sl = vlK1e

K2vleK3vbs + |vbs|Ij from [25].
The constants K1, K2 and K3 depend on the processor
technology. Ij is the approximately constant junction leakage
current. vbs is a reverse bias voltage used to reduce the leakage
power and can be treated as constant [26]. Hence, the power
of the processor under the voltage/frequency level (vl, fl) is

P cl = P sl + P dl . (1)

This model is widely adopted by the similarly published
works [10], [15], [16].

For readability reasons in the rest of the manuscript, we use
the term “frequency” instead of “voltage/frequency”. When
the frequency is determined, the corresponding voltage is also
given. Examples of processor frequency-voltage characteris-
tics are provided in Table II of the experimental section.
In this paper, we consider inter-task DVFS [10], [14], i.e.,
the frequency of a processor stays constant for the entire
execution of a task. Unlike the big.LITTLE platforms [27]
that support task migration, we consider that a task starts
execution on a processor and ends its execution on the same
processor [17], [20]. We assume that the system is energy-
constrained in the sense that it has a fixed energy budget
Es that cannot be replenished during the scheduling horizon
H [16], [17]. Taking the available energy Es into account, the
system operation can be divided into three states: 1) Low: the
supplied energy Es is insufficient to execute all the mandatory
cycles {M1, . . . ,MN}, 2) High: the supplied energy Es is
sufficient to execute all the mandatory and optional cycles
{M1+O1, . . . ,MN+ON}, and 3) Medium: all the mandatory
cycles are ensured to finish, while not all the optional cycles
can complete their executions. In this paper, we focus on
medium state.

C. Problem Formulation

The objective is to maximize the QoS subject to a set of
real-time and energy constrains. In this context, we determine
1) on which processor should the task be executed (task-to-
processor allocation), 2) what frequency should be used for
the task (frequency-to-task assignment), and 3) how many op-
tional cycles should be executed (task adjustment). Therefore,
we define the following variables:

1) Binary variables

qik =

{
1 if task τi runs on processor θk,
0 otherwise.

cil =

{
1 if task τi executes with frequency fl,
0 otherwise.

2) Continuous variable
oi optional cycles of task τi.

For tractability reasons, oi is considered as continuous variable
in the problem formulation. When the problem is solved,
the result is rounded down. As the tasks execute typically
hundreds of thousands of cycles, this impact is negligible [9].

Let N , {1, . . . , N}, M , {1, . . . ,M} and L ,
{1, . . . , L}. Since 1) each task can be assigned only one
frequency level, and 2) each task is executed at only one
processor, the binary variables cil and qik must satisfy the
following constraints:∑L

l=1
cil = 1, ∀i ∈ N , (2)

∑M

k=1
qik = 1, ∀i ∈ N . (3)

For the real-time constraints, since 1) the execution time of
task Mi + oi cannot exceed the relative deadline Di, and 2)
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the tasks assigned to processor θk must be executed within
the scheduling horizon H , we have∑L

l=1
cil

(
wil +

oi
fl

)
≤ Di, ∀i ∈ N , (4)

∑N

i=1
qik

[∑L

l=1
cil

(
wil +

oi
fl

)]
≤ H, ∀k ∈M, (5)

where wil = Mi

fl
is the execution time of the mandatory

subtask Mi with frequency fl. Di is determined by the
applications and Di ≥ min∀l∈L

{
Mi

fl

}
.

Based on the energy model (1), the total energy consumed
by M processors within the horizon H is bounded by∑N

i=1

∑L

l=1
cil

(
wil +

oi
fl

) (
P sl + P dl

)
+
[
MH −

∑N

i=1

∑L

l=1
cil

(
wil +

oi
fl

)]
P s0 ≤ Es, (6)

where MH −
∑N
i=1

∑L
l=1 cil

(
wil + oi

fl

)
is the time of M

processors in the idle state during the scheduling horizon H
and P s0 is the static power of idle state.

It has been shown in [4], [15], [17], [28] that applications
exist, e.g., Tier-2 coder in M-JPEG2000, where the QoS highly
depends on its optional subtask and it can be represented as
a linear function of the optional cycles. The linear function
increases its value uniformly with the optional cycles. To
quantify the relationship between QoS and optional cycles,
each task τi is associated with a linear function gi(oi). In
order to maximize QoS function

∑N
i=1 gi(oi) (or to minimize

its negative), based on all the aforementioned constraints, the
Primal Problem (PP) is formulated as

PP : min
c,q,o

Φ = −
∑N

i=1
gi(oi)

s.t.


(2), (3), (4), (5), (6),
cil, qik ∈ {0, 1}, 0 ≤ oi ≤ Oi,

∀i ∈ N , ∀l ∈ L, ∀k ∈M.

Due to the products of optimization variables ciloi and
qikciloi in the constraints (4), (5) and (6), the PP is an MINLP
problem, which is difficult to directly solve because of the
nonlinear items [12].

Theorem 2.1: The MINLP-based QoS-aware IC-tasks map-
ping problem, i.e., the PP, is NP–hard.

Proof: Due to page limitations, the proof is excluded from
the manuscript. However, the details can be found in [29].

III. OPTIMAL APPROACH

In this section, we present our optimal approach for solving
the problem defined in Section II.

A. MILP formulation
We adopt the idea of variable replacement to efficiently

solve the PP. In this way, the MINLP can be safely transformed
to an MILP with a simpler structure, and, thus, easier to solve.
To achieve this, we first introduce an intermediate (continuous)
variable

ti =
∑L

l=1
cil

(
wil +

oi
fl

)
, ∀i ∈ N , (7)

which is the execution time of task τi. Then, we linearize the
nonlinear items ciloi and qikti according to Lemma 3.1.

Lemma 3.1: Given constants s1 > 0 and s2 > 0 and two
constraint spaces S1 = {[h, b, x]|h = bx,−s1 ≤ x ≤ s2, b ∈
{0, 1}} and S2 = {[h, b, x]|−bs1 ≤ h ≤ bs2, h+bs1−x−s1 ≤
0, h− bs2 − x+ s2 ≥ 0, b ∈ {0, 1}}, then S1 � S2.

Proof: Based on h = bx and −s1 ≤ x ≤ s2, we have
−bs1 ≤ h ≤ bs2. And further, we obtain (b− 1)(x+ s1) ≤ 0
and (b−1)(x− s2) ≥ 0 due to −s1 ≤ x ≤ s2 and b ∈ {0, 1}.
Hence, we have h+bs1−x−s1 ≤ 0 and h−bs2−x+s2 ≥ 0.
S1 ⇒ S2 holds.

If b = 0, based on −bs1 ≤ h ≤ bs2, h+ bs1 − x− s1 ≤ 0
and h− bs2−x+ s2 ≥ 0, we have h = 0 and −s1 ≤ x ≤ s2.
Similarly, if b = 1, we have −s1 ≤ h = x ≤ s2. S2 ⇒ S1

holds.
Although the lower bound of ti is min∀l∈L

{
Mi

fl

}
≥ 0 (= 0

when Mi = 0), we assume that 0 ≤ ti ≤ Di since the range[
0,min∀l∈L

{
Mi

fl

}]
is excluded by (7). Note that cil ∈ {0, 1},

qik ∈ {0, 1}, 0 ≤ oi ≤ Oi and 0 ≤ ti ≤ Di. We introduce
two intermediate (continuous) variables hil and dik to replace
the nonlinear items ciloi and qikti, respectively. Therefore, the
constraints (4) and (6) are safely replaced by∑L

l=1

(
cilwil +

hil
fl

)
≤ Di, ∀i ∈ N , (8)

∑N

i=1

∑L

l=1

(
cilwil +

hil
fl

) (
P dl + P sl − P s0

)
+MHP s0 ≤ Es, (9)

hil ≤ cilOi, ∀i ∈ N , ∀l ∈ L, (10)

hil ≤ oi, ∀i ∈ N , ∀l ∈ L, (11)

oi − hil − (1− cil)Oi ≤ 0, ∀i ∈ N , ∀l ∈ L. (12)

Based on the intermediate variables ti and hil, the constraint
(5) is safely replaced by

ti =
∑L

l=1

(
cilwil +

hil
fl

)
, ∀i ∈ N , (13)∑N

i=1
dik ≤ H, ∀k ∈M, (14)

dik ≤ qikDi, ∀i ∈ N , ∀k ∈M, (15)

dik ≤ ti, ∀i ∈ N , ∀k ∈M, (16)

ti − dik − (1− qik)Di ≤ 0, ∀i ∈ N , ∀k ∈M, (17)

where (10)–(12) and (15)–(17) are the additional constraints
introduced by the linearization.

Consequently, the PP is rewritten as the MILP problem:

PP1 : min
c,q,o,
t,h,d

Φ = −
∑N

i=1
gi(oi)

s.t.


(2), (3), (8)− (17),
cil, qik ∈ {0, 1}, 0 ≤ oi, hil ≤ Oi,
min∀l∈L

{
Mi

fl

}
≤ ti ≤ Di, 0 ≤ dik ≤ Di,

∀i ∈ N , ∀l ∈ L, ∀k ∈M.

Remark 3.1: Lemma 3.1 implies that the variable replace-
ment does not change the feasible region of the problem
(S1 � S2). Since the objective functions of PP and PP1
are the same, solving PP1 is equivalent to solving PP, i.e.,
the optimal objective function values of PP1 and PP are the
same.
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B. Optimal Joint DVFS Task Mapping
We propose an optimal algorithm, i.e., OJTM, to solve

PP1 based on its special characteristics, i.e., the binary and
continuous variables are coupled with each other linearly.
The key idea of OJTM comes from Benders decomposition.
Instead of considering all the variables and the constraints
of PP1 simultaneously, OJTM decomposes the PP1 into a
Master Problem (MP) and a Slave Problem (SP), which are
solved iteratively through a feedback loop. By doing so,
the computational complexity of the solution is significantly
reduced [23], [30], even if the PP1 is non-convex. The
structure of OJTM is shown in Fig. 1. The MP accounts
for all the binary variables (task-to-processor allocation and
frequency-to-task assignment) and the corresponding part of
the objective function and the constraints of PP1. It also
includes a set of constraints called Benders cuts. The SP
includes all the continuous variables (task adjustment) and
the associated constraints of PP1. The SP solution provides
additional constraint, which is incorporated in the MP through
the Benders cuts.

Task-to-processor 
allocation

Frequency-to-task 
assignment

Task adjustment

Master problem (ILP)

Slave problem (LP)

New constraints
(Benders cuts)

Temporary solution for 
binary variables MILP

Iteration

Fig. 1. The structure of OJTM algorithm.

For presentation convenience, matrices and vectors are used
to denote the constraints and variables. Hence, the PP1 is
reformulated as

PP1 : min
x,y

f ′y

s.t.
{
Ax � b1,

Cx+Dy � b2,

where x is a binary vector, and y is a continuous vector.
Vector f represents the objective function coefficients, and
f ′ represents the transposition of f . Matrices A, C and D
represent the constraints’ coefficients. b1 and b2 are the u-
dimensional and v-dimensional vectors, respectively.

Based on the structure of the PP1, at the mth iteration, the
MP is formulated as

MP : Φl(m) = min
x,Φ̂

Φ̂ (18)

s.t.


Ax � b1,

Φ̂ ≥ λ(ς)′(Cx− b2), ∀ς ∈ A,
0 ≥ λ̂(ϑ)′(Cx− b2), ∀ϑ ∈ B,

where Φ̂ ≥ λ(ς)′(Cx− b2) (∀ς ∈ A) and 0 ≥ λ̂(ϑ)′(Cx−
b2) (∀ϑ ∈ B) are the sets of feasibility and infeasibility
constraints (Benders cuts), respectively. λ(m) and λ̂(m) are
the solutions of the Dual Slave Problem (DSP) (19) and
the Dual Feasibility Check Problem (DFCP) (21) at the mth

iteration, respectively. A and B are the sets of iterations that
the DSP has bounded and unbounded solutions, respectively.
Note that 1) the objective function of the PP1 only contains

continuous variables y, and 2) the MP only considers binary
variables x. We introduce an auxiliary (continuous) variable
Φ̂ for the MP as the objective function, where Φ̂ has the same
physical meaning as the objective function of the PP1. The
relationship between Φ̂ and Φ is explained in the next section.

The corresponding SP is formulated as

SP : Φu(m) = min
y�0

f ′y

s.t. Cx(m) +Dy � b2,

where x(m) is the MP solution at the mth iteration. In fact,
the SP is “identical” to PP1: the formulations are the same,
except that the binary variables x(m) in the SP are fixed.

Denote Φ∗ as the optimal objective function value of the
PP1. Note that the MP (18) only contains the frequency-to-task
and task-to-processor information, i.e., x(m). Compared with
the PP1, the task adjustment related constraints are relaxed.
Solving the MP yields a lower bound of Φ∗, i.e., Φl(m). On
the other hand, x(m) may be just a feasible solution (not
optimal yet), and SP is a minimization problem. Solving the
SP with x(m) yields an upper bound of Φ∗, i.e., Φu(m)
(the proof is provided in Theorem 3.1). Therefore, we have
Φl(m) ≤ Φ∗ ≤ Φu(m). At each iteration, introducing a new
feasibility constraint (20) or infeasibility constraint (22) into
the MP, the gap between the upper and lower bounds, i.e.,
Φu(m)− Φl(m), gradually reduces (the proof is provided in
Lemma 3.3), and the iterations stop when Φu(m)−Φl(m) ≤ ε.

Definition 3.1 (ε-optimal solution): A solution (x̃, ỹ) of
the PP1 is an ε-optimal solution, if it satisfies the constraint
0 ≤ f ′ỹ − Φ∗ ≤ ε.

Lemma 3.2: Based on the iteration termination criterion
Φu(m) − Φl(m) ≤ ε, the solution (x(m),y(m)) obtained
by OJTM is an ε-optimal solution.

Proof: Substituting the solution (x(m),y(m)) into the
PP1, we have Φl(m) ≤ f ′y(m) = Φu(m). Since Φu(m) −
Φl(m) ≤ ε, we get 0 ≤ f ′y(m) − Φ∗ ≤ ε, which means
(x(m),y(m)) is an ε-optimal solution.

If ε is a small positive value, the optimal value Φ∗ is found
by OJTM (the proof is provided in Theorem 3.2). The iteration
process is summarized as follows:

1) Step 1 – Initialization: Initialize the iteration counter
m = 0, the solution x(0) of the MP, the lower bound
Φl(0) = −∞, and the upper bound Φu(0) = +∞. The
feasibility and infeasibility constraints are set to null. Note
that the initial solution x(0) can be given arbitrarily, as long
as it satisfies the constraints (2) and (3).

2) Step 2 – Solving SP: Assume that the current iteration is
m. Since the SP is a LP problem, the optimal objective func-
tion values of the SP and its dual problem are equivalent due
to the strong duality [31]. Introducing the positive Lagrange
multipliers λ , [λi] (1 ≤ i ≤ v) to the SP, the associated dual
problem (DSP) is

DSP : max
λ�0

λ′ (Cx(m)− b2) (19)

s.t. f +D′λ � 0.

Since the DSP is a LP problem, the solution can be found
quickly using standard algorithms, such as simplex method or
interior point method [9].
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3) Step 3 – Solving MP: Depends on the following cases:
1) The DSP is infeasible: The SP has an unbounded

solution. Hence, the PP1 has no feasible solution.
2) The DSP has a bounded solution λ(m): The SP is

feasible due to the strong duality, and A ← {m} ∪ A.
Assume that Φ̂(m) and y(m) are the solution of the
MP and the SP at the mth iteration, respectively.
Since i) x(m) is a feasible solution (not optimal) of
PP1, and ii) f ′y(m) = λ(m)′ (Cx(m)− b2) due
to the strong duality, the upper bound of Φ∗ at the
mth iteration is updated by Φu(m) = min{Φu(m −
1),λ(m)′ (Cx(m)− b2)}. Note that i) Φ̂(m) <
λ(m)′(Cx(m)− b2), and ii) x(m) is not the optimal
solution. In order to avoid selecting the non-optimal
solution x(m) again, a new feasibility constraint

Φ̂ ≥ λ(m)′(Cx− b2) (20)

is generated and added into the MP at the (m + 1)th

iteration.
3) The DSP has an unbounded solution, i.e., λ(m)′

(Cx(m) − b2) = +∞: Due to the strong duality, the
SP has no feasible solution under given solution x(m),
and B ← {m}∪B. For the SP, its feasibility is related to
the constraints rather than the objective function. This
problem may feasible if the positive variables ξ , [ξi]
(1 ≤ i ≤ v) are introduced to relax the constraints.
Based on this idea, we construct a Feasibility Check
Problem (FCP)

FCP : min
ξ�0

1′ξ

s.t. Cx(m) +Dy � b2 + ξ.

Since the FCP is a LP problem, the strong duality exists
between the FCP and its dual problem. Introducing the
positive Lagrange multipliers λ̂ =

[
λ̂i
]

(1 ≤ i ≤ v) to
the FCP, the associated dual problem (DFCP) is

DFCP : max
λ̂�0

λ̂′(Cx(m)− b2) (21)

s.t. 1− λ̂ � 0.

The presented method used to solve DSP can be
also applied here to solve FCP and DFCP, as both
are LP problems. Assume that ξ(m) and λ̂(m) are
the solutions of FCP and DFCP, respectively. If the
SP exists infeasible constraints, the related relax vari-
ables are non-zero, while the others are zero, i.e.,
1′ξ(m) > 0. Due to the strong duality, we have
1′ξ(m) = λ̂(m)′(Cx(m) − b2) > 0. In order to
avoid selecting the infeasible solution x(m) again, a
new infeasibility constraint

0 ≥ λ̂(m)′(Cx− b2) (22)

is generated and added into the MP at the (m + 1)th

iteration.
Note that in (20) and (22), all the parameters are constant

except Φ̂ and x. These are the variables of the MP at the (m+
1)th iteration. With this new added feasibility/infeasibility
constraint, the MP is solved again to obtain a new solution
x(m+ 1) at the next iteration.

Remark 3.2: Note that 1) the SP has the same objective
function as the PP1, i.e., f ′y, and 2) the SP and the DSP are

equivalent due to the strong duality, i.e., they have the same
optimal objective function values. From (20), we can see that
the auxiliary variable Φ̂ has the same physical meaning as the
objective function of PP1.

Remark 3.3: We solve the DSP rather than solving the SP
directly, because 1) the SP and its dual problem are equivalent
due to the strong duality, and 2) we can construct feasibility
and infeasibility constraints through the solution of the DSP.
The reason why we select the solution of the DFCB rather than
the solution of the FCB to construct infeasibility constraint is
that λ̂′(Cx− b2) is a function with respect to x but not 1′ξ,
i.e., 0 ≥ 1′ξ is an invalid constraint for the MP.

C. Convergence analysis

Equation (18) shows that 1) the MP is composed of the
binary variables x and a continuous variable Φ̂, 2) the real
constraints are Ax � b1 and 0 ≥ λ̂(ϑ)′(Cx− b2) (∀ϑ ∈ B),
and 3) λ(ς)′(Cx − b2) (∀ς ∈ A) can be treated as ob-
jective functions. Therefore, the MP can be solved by only
considering the binary variables x [30]. Comparing the MP
with the following optimization problem, which has the same
constraints, we have Φ̂(m) = max∀i∈A

{
Φ̂r(i)

}
.

MPi : Φ̂r(i) = min
x
λ(i)′(Cx− b2)

s.t.
{
Ax � b1,

0 ≥ λ̂(ϑ)′(Cx− b2), ∀ϑ ∈ B.

Theorem 3.1: Solving the MP and the SP at the mth

iteration, we obtain a lower bound Φl(m) and an upper bound
Φu(m) of the optimal value of the objective function Φ∗,
respectively.

Proof: First, we prove that Φl(m) = Φ̂(m) is a lower
bound of Φ∗, where Φ̂(m) is the solution of the MP at the mth

iteration. Without loss of generality, we assume that Φ̂(m) =
Φ̂r(ρ) = max∀i∈A

{
Φ̂r(i)

}
, where ρ ∈ A. Hence, we have

Φ̂(m) = min
x
λ(ρ)′(Cx− b2)

≤ λ(ρ)′(Cx∗ − b2) (23a)
≤ max
λ�0

λ′(Cx∗ − b2) = Φ∗, (23b)

where minx λ(ρ)′(Cx−b2) is the objective function value of
the MPρ, and maxλ�0 λ

′(Cx∗−b2) is the objective function
value of the DSP. (23a) holds since x∗ is not the optimal
solution of problem minx λ(ρ)′(Cx− b2). (23b) holds since
solving the DSP with the optimal binary variables x∗ we find
optimal value Φ∗. (23) shows that Φl(m) = Φ̂(m) is a lower
bound of Φ∗.

In the following, we prove that Φu(m) = min{Φu(m −
1),λ(m)′(Cx(m) − b2)} is an upper bound of Φ∗. Note
that we have min{Φu(m − 1),λ(m)′(Cx(m) − b2)} =
min1≤i≤m{λ(i)′(Cx(i) − b2)}, where x(i) and λ(i) are
the solutions of the MP and the DSP at the ith iteration,
respectively. Depending on the solution of the DSP, the
objective function value of the DSP, i.e., λ(i)′(Cx(i)− b2),
can be either finite or infinite. If the DSP has an unbounded
solution, i.e., λ(i)′(Cx(i) − b2) = +∞, it is obvious that
+∞ is an upper bound of Φ∗. Thus, we consider the case
when the DSP has a bounded solution λ(i). Due to the strong
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SP and DSP duality, we have

λ(i)′(Cx(i)− b2) = min
y�0

f ′y|x(i)

≥ min
y�0

f ′y|x∗ = Φ∗, 1 ≤ i ≤ m,

where miny�0 f
′y|x(i) is the objective function value of the

DSP with x(i). Thus, Φu(m) = min1≤i≤m{λ(i)′(Cx(i) −
b2)} is an upper bound of Φ∗.

Lemma 3.3: The lower bound sequence {Φl(m)} is in-
creasing, while the upper bound sequence {Φu(m)} is de-
creasing.

Proof: Assume that (Φ̂(m),x(m)) is the solution of the
MP at the mth iteration. If x(m) are the non-optimal (infeasi-
ble) values of variables x, x(m) are excluded by adding new
constraint Φ̂ ≥ λ(m)′(Cx− b2) (0 ≥ λ̂(m)′(Cx− b2)) into
the MP at the (m+ 1)th iteration. Note that the variables of
the MP, i.e., x and Φ̂, are coupled with each other linearly. If
x(m) are excluded, Φ̂(m) is excluded as well. Since 1) the
aim of the MP is to minimize the objective function, 2) the
non-optimal values of Φ∗, i.e., {Φ̂(0), . . . , Φ̂(m)}, have been
excluded by the constraints Φ̂ ≥ λ(ς)′(Cx−b2) (∀ς ∈ A) and
0 ≥ λ̂(ϑ)′(Cx− b2) (∀ϑ ∈ B), and 3) with iteration number
m increasing, more constrains are added into the MP (i.e., the
feasible region of the MP will shrink), Φl(m+1) = Φ̂(m+1)
is larger than the previous lower bounds {Φl(0), . . . ,Φl(m)}.

Assume that Φu(m + 1) > Φu(m). This contradicts the
fact that Φu(m + 1) ≤ Φu(m) and Φu(m + 1) ≤ λ(m +
1)′(Cx(m+1)−b2) due to Φu(m+1) = min{Φu(m),λ(m+
1)′(Cx(m+1)−b2)}. Therefore, Φu(m+1) is no larger than
the previous upper bounds {Φu(0), . . . ,Φu(m)}.

Theorem 3.2: At each iteration with a new feasibility con-
straint (20) or infeasibility constraint (22) added into the MP,
the solution obtained by OJTM converges to the global optimal
value within a finite number of iterations.

Proof: At each iteration, there is a new constraint ((20)
or (22)) added into the MP to exclude the non-optimal or the
infeasible values of the binary variables x. Note that 1) the
lower bound sequence {Φl(0), . . . ,Φl(m)} is increasing, 2)
the upper bound sequence {Φu(0), . . . ,Φu(m)} is decreasing,
and 3) the dimension of binary variables x is finite. According
to the Theorem 2.4. in [32], the solution converges to the
global optimal value within a finite number of iterations.

IV. HEURISTIC APPROACH

The computational complexity of OJTM is dominated by
the cost of solving the ILP-based MP at each iteration. Al-
though the solution provided by OJTM is optimal, this method
cannot be used to efficiently solve large problem sizes. To
enhance the scalability of the proposed approach, we provide
a novel heuristic algorithm, i.e., HJTM, to efficiently solve the
PP. The reasons why we target PP rather than PP1 are that 1)
these two problems are equivalent, and 2) the PP contains less
variables and constraints making the heuristic less complex.
The main idea of the HJTM is that the most important
step of solving the PP is to find proper task-to-processor
and frequency-to-task decisions (similar to basic idea of the
OJTM). If the binary variables c and q are determined, the PP
reduces to a LP problem. The structure of HJTM is shown in
Fig. 2. HJTM has three steps. During the first step, we obtain
feasible frequency-to-task assignment. Having determined the

frequency-to-task decision, the problem reduces to finding
feasible task allocation to the processors. In the final step,
the optional cycles are defined to meet the real-time and the
energy supply constraints.

Task-to-processor 
decision

Frequency-to-task 
decision

FAP (ILP)

TAP (ILP)

OTAP (LP)

Task adjustment 
decision

Feasibility pump

Relaxed problem (LP)

Fig. 2. The structure of HJTM algorithm.

A. Frequency-to-task Assignment

Since the mandatory subtasks must be always executed,
we initially consider only the frequency assignment of the
mandatory subtasks and our aim is to minimize the en-
ergy consumption by assigning proper frequency to each
task. From the constraint (6), we observe that if oi = 0
(∀i ∈ N ), the consumed energy of M processors reduces
to
∑N
i=1

∑L
l=1 cilwil

(
P sl + P dl − P s0

)
+ MHP s0 . Since item

MHP s0 is fixed, the Frequency Assignment Problem (FAP) is
formulated as

FAP : min
c

∑N

i=1

∑L

l=1
cilwil

(
P sl + P dl − P s0

)
s.t.

{
(2),∑L

l=1
cilwil ≤ Di, ∀i ∈ N .

B. Task-to-processor Allocation

Solving the FAP, we obtain the execution time of task
τi’s mandatory subtask, i.e.,

∑L
l=1 cil

Mi

fl
. Taking task allo-

cation decision q into account, the execution time of pro-
cessor θk is computed by Λ(k) =

∑N
i=1 qik

(∑L
l=1 cil

Mi

fl

)
.

Since the processors have the same voltage/frequency levels
{(v1, f1), . . . , (vL, fL)}, different task allocation schemes will
not influence the solution of FAP, i.e., the task-to-processor
decision can be made when frequency-to-task assignment
is done. We introduce an auxiliary(continuous) variable U ,
which is denoted as the maximum task execution time among
the processors, i.e., U = max∀k∈M{Λ(k)}, and our aim is to
minimize U by allocating the selected tasks to each processor.
Thus, the Task Allocation Problem (TAP) is formulated as

TAP : min
q,U

U

s.t.


U ≥

∑N

i=1
qik

(∑L

l=1
cil
Mi

fl

)
, ∀k ∈M,

(3),∑N

i=1
qik

(∑L

l=1
cil
Mi

fl

)
≤ H, ∀k ∈M.

Note that the TAP is composed of binary variables q and a
continuous variable U . It can be solved using a similar method
as the one presented for the solution of the MP.
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C. Optional Task Adjustment
Based on frequency-to-task assignment decision c and task-

to-processor allocation decision q, the PP reduces to the
following Optional Task Adjustment Problem (OTAP):

OTAP : min
o
−
∑N

i=1
gi(oi)

s.t. (4), (5), (6) under given c and q.

Although the FAP and the TAP are ILP, compared with
LP, they are still complex to solve directly, especially when
problem size is large. To reduce the computational complexity,
we relax FAP and TAP to LP problems. In particular, for the
FAP (TAP), we introduce continuous variables q̂ (ĉ), where
0 ≤ q̂ik ≤ 1 (0 ≤ ĉil ≤ 1), to replace the original integer
variables q (c). And then, we solve the relaxed problem (LP)
and round the solution q̂ (ĉ) to the nearest binary matrix that
is feasible to the FAP (TAP). Such a binary matrix can be
efficiently found by using the Feasibility Pump (FP) method
proposed in [33].

V. EXPERIMENTAL RESULTS

The values and the tuned parameters of the experimental
set-up are summarized in Table II. The processor parameters
are adopted from [10], where the platform is based on 70 nm
technology and the accuracy of the parameters’ values has
been verified by SPICE simulations. The number of processors
M is tuned from 4 to 10 with a step of 2. The WCECs of
tasks are assumed to be in the range provided in Table II. This
range is calculated in [34] from the MiBench and MediaBench
benchmark suites. The number of tasks N is tuned from 10
to 50 with a step of 10. The QoS function of the tasks, i.e.,
the objective function of the PP, is adopted from [16], [17].
The scheduling horizon H is assumed to be proportional to
the average processor workload, and the energy supply Es is
set to Es = ηEh, where Eh is the minimum energy required
to execute {M1 +O1, . . . ,MN +ON} cycles, η ∈ [0, 1] is an
energy efficiency factor, and η is tuned from 0.8 to 0.9 with a
step of 0.05. Note that different processor and task parameters
lead to different values in the parameters {A,C,D,f , b1, b2}
for the PP1. However, the problem structures under different
values of parameters are the same, and, thus, the proposed
methods are still applicative.

TABLE II. EXPERIMENTAL SET-UP

Processor θk characteristics
vl (V) 0.65 0.7 0.75 0.8 0.85
fl (GHz) 1.01 1.26 1.53 1.81 2.10
P d
l (mW) 184.9 266.7 370.4 498.9 655.5
P s
l (mW) 246 290.1 340.3 397.6 462.7
P s
0 (µW) 80

Task τi characteristics
Mi, Oi ∈ [4× 107, 6× 108] Di = min∀l∈L

{
Mi+Oi

fl

}
Objective function∑N
i=1 gi(oi) =

∑N
i=1 oi

Constraints

H =
⌈

N
M

⌉ ∑N
i=1 Di

N
Es = ηEh

Eh =MHP s
0 +

∑N
i=1

[
min∀l∈L

Mi+Oi
fl

(
P s
l + P d

l − P s
0

) ]
Tuned parameters

M N η
Min/Max/Step 4/10/2 10/50/10 0.8/0.9/0.05

We compare the behavior (QoS and computation time) of
the proposed OJTM and HJTM with: 1) optimal approaches,
i.e. Branch and Bound method (B&B) [22], which is known
to provide optimal solution for the MILP problem – as
far as we know no optimal algorithm exist for the prob-
lem formulation PP1, 2) stochastic approaches, i.e. Genetic
Algorithm (GA) [35], and 3) heuristics, i.e. Adaptive Task
Allocation (ATA) [16] – a two-step optimization approach.
The simulations are performed on a laptop with quad-core 2.5
GHz Intel i7 processor and 16 GB RAM, and the algorithms
are implemented in Matlab 2016a.

The QoS achieved by OJTM for all M , N and η parameters
is shown in Fig. 3. During the simulations, the task sets in the
experiments with N = i (i = 20, . . . , 50) and N = i− 1 are
correlated, i.e., the task set in the experiment with N = i is
extended based on the task set in the experiment with N =
i − 1. Note that 1) the scheduling horizon H is proportional
to the average processor workload, 2) the energy supply Es
is proportional to the number of tasks N , and 3) the QoS is
given by

∑N
i=1 oi. The QoS generally increases with respect

to 1) N and 2) η under given M and N .
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Fig. 3. QoS of OJTM with M , N and η varying.

We further explore the behavior of OJTM and HJTM by
comparing the QoS gain of each method with the optimal
B&B for all the aforementioned cases. Fig. 4 shows the sta-
tistical property of the QoS gain. The QoS gain of OJTM and
HJTM (OJTM and B&B) is given by Qo(M,N,η)−Qh(M,N,η)

Qo(M,N,η)(Qo(M,N,η)−Qb(M,N,η)
Qo(M,N,η)

)
, where Qb(M,N, η), Qo(M,N, η)

and Qh(M,N, η) are the QoS achieved by B&B, OJTM
and HJTM under given M , N and η parameters, re-
spectively. The box plot “OJTM vs HJTM” (“OJTM vs
B&B”) with η = 0.8 shows the statistical property of data
set
{Qo(M,N,0.8)−Qh(M,N,0.8)

Qo(M,N,0.8)

} ({Qo(M,N,0.8)−Qb(M,N,0.8)
Qo(M,N,0.8)

})
for all M and N parameters. On each box, the central mark
indicates the median, and the bottom and top edges of the
box indicate the 25th and 75th percentiles, respectively. The
whiskers extend to the most extreme data points that are not
considered outliers and the outliers are plotted individually
using the ‘+’ symbol. From Fig. 4, we observe that 1) the
solutions given by B&B and OJTM are same, and, thus, OJTM
also finds the optimal solution, and 2) OJTM achieves higher



0278-0070 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCAD.2018.2857300, IEEE
Transactions on Computer-Aided Design of Integrated Circuits and Systems

9

QoS (26.3% in average) than that of HJTM.
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Fig. 4. QoS gain of OJTM, HJTM and B&B with M , N and η varying.

The computation time of OJTM, HJTM and B&B is evalu-
ated in Fig. 5. From Fig. 5(a), which shows the OJTM (HJTM)
computation time for solving the PP1 (PP), we observe that
1) the HJTM computation time is almost unchanged with
M , N and η varying, and 2) when M and N are fixed
and η is tuned from 0.8 to 0.9, the changes of the OJTM
computation time are small, compared with the changes of the
OJTM computation time with M and N varying. Therefore,
compared with OJTM, HJTM has a negligible computation
time. We further compare the computation time gain of OJTM
and B&B for all M , N and η parameters. The result is
shown in Fig. 5(b). Denote Tb(M,N, η) and To(M,N, η) as
the computation time of B&B and OJTM under given M ,
N and η parameters, respectively. The box plot “B&B vs
OJTM” with η = 0.8 shows the statistical property of data
set
{Tb(M,N,0.8)−To(M,N,0.8)

Tb(M,N,0.8)

}
for all M and N parameters.

With N increasing, the computation time of B&B and OJTM
grows. However, OJTM takes a shorter computation time than
that of B&B (22.6% in average). For an optimization prob-
lem, its computational complexity increases significantly with
the number of variables and constraints. Solving iteratively
smaller problems, i.e., the MP and the SP, is more efficient
than solving a single large problem. This result agrees with
the comparison of [36]: the decomposition-based method is
faster than the B&B for lager problem instances.

We define the OJTM convergence iteration as the number
of iterations to achieve Φu(m)−Φl(m) ≤ ε, where ε = 0.01.
Fig. 6 shows that with M and N increasing, more constraints
are involved into the problem, and, thus, a higher number
of iterations is required to converge to the optimal solution.
We observe that when M ≤ 8 and N ≤ 40, the OJTM
convergence iteration almost increases linearly with M and
N .

Denote Qg(M,N, η) and Tg(M,N, η) as the QoS achieved
by GA and the computation time of GA under given M , N
and η parameters, respectively. The QoS and computation time
gains of OJTM and GA, i.e.,

{Qo(M,N,η)−Qg(M,N,η)
Qo(M,N,η)

}
and{Tg(M,N,η)−To(M,N,η)

Tg(M,N,η)

}
, for all M , N and η parameters, are

shown in Fig. 7. From this figure we observe that 1) OJTM
achieves a higher QoS than that of GA (7.6% in average), and
2) OJTM takes a shorter computation time than that of GA
(35.6% in average). Although GA can solve complex non-
linear programming problem (non-convex), such as MINLP,
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Fig. 5. Comparison of OJTM, HJTM and B&B computation time with M ,
N and η varying.
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Fig. 6. OJTM convergence iteration.

the optimality of the solution is hard to guarantee. Compared
with OJTM, the GA structure is more complex, as in each
iteration GA needs to generate new populations. Therefore,
the problem transformation from MINLP-based PP to MILP-
based PP1 is necessary, since it can simplify the structure of
the problem, and, thus, the optimal solution is much easier to
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find.
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Fig. 7. QoS and computation time gains of OJTM and GA with M , N and
η varying.

Denote Qa(M,N, η) and Ta(M,N, η) as the QoS achieved
by ATA and the computation time of ATA under given M , N
and η parameters, respectively. The QoS gain of HJTM and
ATA, i.e.,

{Qh(M,N,η)−Qa(M,N,η)
Qh(M,N,η)

}
, and the computation time

gap of HJTM and ATA, i.e., {Th(M,N, η) − Ta(M,N, η)},
for all M , N and η parameters, are shown in Fig. 8. ATA
solves the task-to-processor allocation and the optional subtask
adjustment problems in sequence, where each processor has its
own frequency. Since the HJTM optimizes also the frequency-
to-task assignment, and, thus, achieves a higher QoS (96.7%
in average) than that of ATA. We observe that 1) the differ-
ence between Th(M,N, η) and Ta(M,N, η) is small, and 2)
the average value of {Th(M,N, η)} is slightly higher than
{Ta(M,N, η)}. HJTM and ATA are both polynomial-time
algorithms. Sometimes Th(M,N, η) can be a bit larger than
Ta(M,N, η), since 1) HJTM is a three-step heuristic while
ATA is a two-step heuristic, and 2) we need to run FP method
repeatedly until feasible solutions are found when solving the
FAP and the TAP.
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Fig. 8. QoS and computation time comparison of HJTM and ATA with M ,
N and η varying.

VI. CONCLUSION

In this paper, we formulated the problem of task mapping
on DVFS-enabled homogeneous multicore as an MILP, with

the goal of maximizing QoS without violating the real-time
and the energy supply constraints. This problem is optimally
solved by the OJTM algorithm. A novel algorithm, HJTM, is
proposed to further reduce the computational complexity. Our
numerical results show that OJTM is guaranteed to converge to
the optimal solution, while HJTM can find a feasible solution
within a negligible computation time, compared with OJTM.
In the future, we plan to extend our method to heterogeneous
multicore platforms (e.g., big.LITTLE platforms), accelerate
the OJTM and consider the dependency among the tasks.
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