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Abstract—Localizing audio sources is challenging in real re-
verberant environments, especially when several sources are
active. We propose to use a neural network built from stacked
convolutional and recurrent layers in order to estimate the
directions of arrival of multiple sources from a first-order
Ambisonics recording. It returns the directions of arrival over
a discrete grid of a known number of sources. We propose to
use features derived from the acoustic intensity vector as inputs.
We analyze the behavior of the neural network by means of a
visualization technique called layerwise relevance propagation.
This analysis highlights which parts of the input signal are
relevant in a given situation. We also conduct experiments to
evaluate the performance of our system in various environments,
from simulated rooms to real recordings, with one or two speech
sources. The results show that the proposed features significantly
improve performances with respect to raw Ambisonics inputs.

Index Terms—Audio source localization, direction of arrival,
first-order Ambisonics, acoustic intensity, convolutional recurrent
neural network, layerwise relevance propagation.

I. INTRODUCTION

MORE and more applications, such as smart home as-
sistants and spatial audio acquisition, rely on far-field

audio recordings. In this context, it is important to know the
directions of arrival (DoAs) of the sounds, in order either to
enhance the signals of interest or to reproduce the sound scene
properly. For instance, DoA estimation is essential for speech
enhancement and robust far-field automatic speech recognition
in scenarios involving overlapping speakers [1]–[5].

In order to capture the spatial information, the sound scene
must be recorded with multiple microphones. Arranging the
microphones as a spherical array ensures that no direction in
space is favored. The recordings can then be stored in Am-
bisonics format [6]. This format is more and more employed
in the industry, e.g., in the MPEG-H standard [7]. It is also
particularly suitable for DoA estimation [8]–[10] as it directly
encodes the spatial properties of the sound field.

DoA estimation has been extensively investigated in the
past decades [11]–[14]. Time difference of arrival (TDoA)
based methods estimate the TDoA for each microphone pair
by means of, e.g., generalized cross-correlation with phase
transform (GCC-PHAT), and combine it across all microphone
pairs to derive the DoA of the dominant source [15]. Steered
response power (SRP) based methods explore the space with a
beamformer, where the areas of higher energy reveal possible
source positions [16]. These methods provide good DoA
estimates for a single source, but generally not for multiple

sources, especially if they come from close DoAs. Subspace
methods such as MUSIC [17] or ESPRIT [18] and their
adaptations to Ambisonics [19], [20] are suited to multi-
source situations. Another set of methods exploit the sound
field characteristics: they mainly rely on the estimation of
the acoustic intensity vector, which represents the flow of
energy in each frequency band and provides an estimate of the
source DoAs [9], [21], [22]. However, in the presence of noise
and reverberation, the accuracies of all the aforementioned
methods decrease dramatically [10], [23].

Recently, neural networks have improved the robustness of
DoA estimation techniques in such adverse conditions. They
have been used with various inputs: binaural features [24],
GCC features [25], the eigenvectors of the spatial covariance
matrix [26], raw short-time Fourier transform (STFT) of
signals [27]–[29], including for Ambisonics signals in [29].
Different architectures have been tested: feed-forward neural
networks [24], convolutional neural networks (CNNs) [27],
[30], deep residual networks [31], convolutional and recurrent
networks (CRNNs) [29]. Yet, most of these methods have
only been evaluated in simulated environments similar to the
training conditions, which is not sufficient to verify their
generalization to real-life applications.

In addition to using varied and realistic test data, one
can verify the ability of neural networks to generalize by
analyzing their behavior, which is rarely done in audio scene
analysis despite the increasing use of deep learning. Layerwise
relevance propagation (LRP) [32] is a visualization technique
which highlights the input features that are relevant for a given
output. It can bring new information on the input features,
for example in binaural localization where it has been used to
identify the relevant elevation cues for a neural network, which
can then be compared to human localization [33]. In addition,
it is of paramount importance to check that the performance of
the network is based on robust reasoning and not, for example,
a bias in the dataset, which is made possible by LRP [34].

In this article, we present a neural network based DoA
estimation system for multi-source Ambisonics recordings.
We consider a normalized expression of the acoustic intensity
vector in each time-frequency bin and propose to use its coeffi-
cients as input features. We conduct an extensive experimental
evaluation for up to two sources in several real and simulated
environments, including real-life recordings in reverberant
rooms with strong early reflections and background noise. We
also analyze the inner working of our neural network with LRP
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in order to identify the relevant features on which it relies
and compare with those used by classical signal processing
methods. This work extends our preliminary study [35], which
was limited to a single source in a simulated environment and
did not include the analysis by LRP.

Section II provides prerequisites on the Ambisonics format
and defines the notations. In Section III, we present our DoA
estimation system. The neural network which constitutes the
core of the system is analyzed by LRP in Section IV. Section
V describes the general experimental settings. Several DoA
estimation experiments are then presented and analyzed in
Section VI. We conclude in Section VII.

II. BACKGROUND

A. Ambisonics format

The Ambisonics format relies on the spatial decomposition
of the sound field in the orthogonal basis of spherical harmonic
functions. In practice, the sound field is recorded by a spherical
microphone array and converted into Ambisonics with an
encoding matrix.

For the representation of the sound field to be exact, the
infinite spherical harmonic basis should be used. However,
real-life applications require to use a finite microphone array
and to handle a limited amount of channels. As has already
been done [9], [29], we consider first-order Ambisonics (FOA)
only. It corresponds to the coefficients of the decomposition
in the spherical harmonics of order 0 (channel W ) and 1
(channels X , Y , and Z). These channels already contain
precise spatial information: they can been seen as the record-
ings obtained from a virtual omnidirectional microphone W
and three virtual polarized bidirectional microphones X , Y ,
and Z, all four being coincident in space [5, Fig. 1]. In
an anechoic environment, the azimuth θ and elevation φ of
a source emitting a plane wave can directly be recovered
from the FOA steering vector1, which appears in the STFT
expression of the FOA channels as a function of the sound
pressure at the recording point p(t, f) [37]:

W (t, f)
X(t, f)
Y (t, f)
Z(t, f)

 =


1√

3 cos θ cosφ√
3 sin θ cosφ√

3 sinφ

 p(t, f). (1)

For more complex sound fields involving multiple sources
or reverberation, FOA recordings cannot be expressed as
a simple function of the impinging sound waves anymore.
Advanced techniques hence need to be used to recover the
spatial information they contain.

B. Acoustic intensity

Sound fields can be described by various physical quantities.
In particular, the active intensity vector

Ia(t, f) = R{p(t, f)v∗(t, f)} (2)

represents the flow of sound energy in a point of space [38],
with v(t, f) the particle velocity. This vector is intrinsic to the

1We use the N3D normalization [36].

sound field, but can be expressed in a simple manner in the
Ambisonics formalism. In this framework, the particle velocity
of a plane wave is [37]:

v(t, f) = − 1

ρ0c
√

3

X(t, f)
Y (t, f)
Z(t, f)

 (3)

with ρ0 the density of air. Noting that p(t, f) = W (t, f)
and disregarding the constant, we express the active intensity
vector as:

Ia(t, f) = −

R{W (t, f)X∗(t, f)}
R{W (t, f)Y ∗(t, f)}
R{W (t, f)Z∗(t, f)}

 . (4)

The reactive intensity is defined as the imaginary counter-
part of the active intensity: Ir(t, f) = I{p(t, f)v∗(t, f)}. It
represents dissipative local energy transfers. For FOA contents,
it is formulated as:

Ir(t, f) = −

I{W (t, f)X∗(t, f)}
I{W (t, f)Y ∗(t, f)}
I{W (t, f)Z∗(t, f)}

 . (5)

In theory, the sound DoA can be estimated as the opposite
direction of the active intensity vector [8]. In practice, how-
ever, the estimates obtained across all time-frequency bins are
inconsistent in reverberant environments [37].

III. DOA ESTIMATION SYSTEM

In order to deal with noise and reverberation, we propose a
neural network based method using appropriate input features.
Below we describe the input features, the training targets, and
the network architecture.

A. Input features

We propose to exploit both the active and reactive intensity
vectors across all frequency bins in the STFT domain as inputs
to the neural network in a given time frame. This choice differs
from the use of the raw FOA channels in [29]. It is motivated
by the fact that the active intensity relates more directly to
the DoA and the reactive intensity indicates whether a given
time-frequency bin is dominated by direct sound from a single
source, as opposed to overlapping sources or reverberation.

To ensure that the inputs remain in a fixed range regardless
of the sound power, we normalize them in each time-frequency
bin [39] by

C(t, f) = |W (t, f)|2+
1

3
(|X(t, f)|2+|Y (t, f)|2+|Z(t, f)|2).

(6)
This results in the following 6-channel input features:

−1

C(t, f)

[
Ia(t, f)
Ir(t, f)

]
. (7)



IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING, VOL. XX, NO. YY, FEB 2019 3

B. Target outputs and training cost

We define multiple DoA estimation as the task of estimating
whether each DoA on a predefined grid corresponds to the
direction of an active source or not. We use a quasi-uniform
grid on the 2D (azimuth and elevation) sphere, leading to the
following equations for the elevations φi ∈ [−90, 90] and the
azimuths θij ∈ [−180, 180) in degrees:{

φi = −90 + i
I × 180 with i ∈ {0, . . . , I}

θij = −180 + j
Ji+1 × 360 with j ∈ {0, . . . , J i},

(8)

where I = b 180α c and J i = b 360α cosφic with α the desired
grid resolution in degrees.

The resulting grid contains nDoA =
∑I
i=0

∑Ji

j=0 j points.
The target of the CRNN is a binary vector of size nDoA × 1,
where each index corresponds to one discrete DoA. For each
source in the scene, no matter its power, the element of the
target vector that is the closest to the true DoA is set to 1.
When several sources are present, more than one element can
be set to 1. All other target outputs are set to 0.

We assume that the number of sources is known and we
train a specific neural network for each number. We define the
training cost as the sum of the binary cross-entropies over all
outputs. Note that this does not enforce the sum of the network
outputs to be equal to the assumed number of sources. Indeed,
we did not find this constraint to bring any benefit.

C. Network architecture

The neural network follows the convolutional recurrent neu-
ral network (CRNN) architecture in Fig. 1, which is simpler
than the one in [29] and was found to perform better [35]. We
also tried to use purely convolutional or recurrent networks,
without success: our best CRNN classified correctly 1.5 times
more examples than our best CNN on a test set made with
simulated spatial room impulse responses (SRIRs).

The first part of the CRNN aims to extract spatial informa-
tion from the inputs. It consists of three convolutional modules
made of a two-dimensional convolutional layer followed by
batch normalization [40] and max-pooling (down-sampling by
taking the maximum of small regions defined by a sliding
window) along frequency. The second part uses this informa-
tion to estimate the DoAs. It comprises two bidirectional long
short-term memory (BiLSTM) layers and two time-distributed
fully-connected feedforward (FF) layers.

D. From framewise to global DoA estimation

In the following, the sources are assumed to be static over
the duration of the test signal. Therefore, the target DoAs are
identical for all time frames. Yet, the network is designed to
return DoA scores σt(θij , φi) in each frame. We derive a single
DoA estimate for the whole sequence as follows. We first
average the network outputs over all frames of the test signal
to obtain a global score σ(θij , φi) for each point on the grid
[13]. This global score is then smoothed by averaging with
neighboring points within a certain angular distance ∆:

σ̄(θij , φi) =

∑
i′j′ wiji′j′σ(θi

′

j′ , φi′)∑
i′j′ wiji′j′

. (9)

Fig. 1. Architecture of the DoA estimation network.
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Fig. 2. Example results in a two-source scenario. The crosses represent points
on the grid, and the color of each cross encodes the corresponding network
output averaged over time. The estimated DoAs are marked by red diamonds,
and the true DoAs by green circles.

The weights

wiji′j′ = max

{
0, 1−

δ[(θij , φi), (θ
i′

j′ , φi′)]

∆

}
. (10)

decay linearly with the angular distance δ, which can be
computed via the following formula:

δ[(θ̂, φ̂), (θ, φ)] = arccos{ sin(φ̂) sin(φ)

+ cos(φ̂) cos(φ) cos(θ̂ − θ)}.
(11)

The estimated DoAs are obtained by picking the largest peaks
of the smoothed score. The smoothing step ensures that the
peaks are not too close to each other. Figure 2 illustrates the
global scores obtained in a two-source scenario, as well as the
corresponding estimated and true DoAs.



IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING, VOL. XX, NO. YY, FEB 2019 4

0 5 10 15 20
time (frames)

0
1
2
3
4
5
6
7
8

fre
qu

en
cy

 (k
Hz

)

(dB)

Mixture (channel W)

30
20
10

0
10
20
30

m
ag

ni
tu

de
 (d

B)

(a)
0 5 10 15 20

time (frames)
0
1
2
3
4
5
6
7
8

fre
qu

en
cy

 (k
Hz

)

Norm of active intensity vector

0.0

0.2

0.4

0.6

0.8

1.0

m
ag

ni
tu

de
 ()

(b)

0 5 10 15 20
time (frames)

0
1
2
3
4
5
6
7
8

fre
qu

en
cy

 (k
Hz

)

(dB)

DMR (channel W)

30
25
20
15
10
5

0
m

ag
ni

tu
de

 (d
B)

(c)

0 5 10 15 20
time (frames)

0
1
2
3
4
5
6
7
8

fre
qu

en
cy

 (k
Hz

)
Relevance for the target class

1

0

1

m
ag

ni
tu

de
 ()

(d)

Fig. 3. LRP in the case of an accurate single-source DoA estimation with
high SNR. The mixture signal consists of one speech source impinging from
(θ, φ) = (139◦,−61◦) and diffuse noise, with RT60 = 772 ms and SNR ≈
18 dB. (a) Spectrogram of the mixture at the omnidirectional channel W,
(b) norm of the active intensity vector, (c) direct-to-mixture ratio (DMR) at
channel W, and (d) relevance map for the accurately estimated class.
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Fig. 4. LRP in the case of an accurate single-source DoA estimation with
low SNR. The mixture signal consists of one speech source impinging from
(θ, φ) = (41◦,−43◦) and diffuse noise, with RT60 = 295 ms and SNR ≈
1 dB. (a) Spectrogram of the mixture at the omnidirectional channel W, (b)
norm of the active intensity vector, (c) DMR at channel W, and (d) relevance
map for the accurately estimated class.

IV. ANALYSIS BY LRP

A. Presentation of the technique

We analyze the inner working of our CRNN using LRP.
LRP [41] is a visualization technique that allows for the
explanation of a given neural network output via a relevance
map indicating which inputs are relevant for that output. LRP
has been popularized in the context of image classification,

where it has enabled researchers to acquire insight, uncover
flaws, and bring specific improvements in data or network
design (see [41] for examples).

LRP is based on propagation rules which reportedly provide
a better explanation than gradient-based techniques such as
sensitivity analysis [42]. The relevance in the last layer is set
as the neural network output for the class of interest and to
0 for the other classes. It is then backpropagated down to the
input layer. The propagation rules are designed so as to satisfy
a layerwise conservation property: the sum of the relevances
for all neurons is constant in all layers of the network.

Let us consider the toy case of two successive FF lin-
ear layers. The activations in the upper layer are given by
zj =

∑
i wijzi + bj , with zi the activations in the lower

layer, wij the neuron weights, and bj the biases. The relevance
Rj at zj is distributed on all the lower layer neurons zi
with different shares Ri←j (different formulas for Ri←j are
discussed below). A lower layer neuron zi receives relevance
shares from all upper layer neurons it is connected to:

Ri =
∑
j

Ri←j . (12)

The conservation property imposes that the shares coming
from an upper layer neuron sum to the relevance at this neuron:∑

j

Ri←j = Rj . (13)

LRP aims to highlight the paths where information flows
through the network in order to backpropagate relevance
until the significant inputs. This can be achieved in different
manners, involving both the weights and the activations of the
network after a forward pass. The most used back propagation
rules are the ε-rule, that ensures stability at the expense of a
bending of the conservation property, and the αβ-rule, which
is conservative, stable, and treats separately the negative and
positive activations [32]. Activation functions, even nonlinear,
can be disregarded as long as they are monotonically increas-
ing.

These rules were first designed for FF layers but remain
applicable to convolutional and pooling layers [32]. An adap-
tation to LSTM layers has also been proposed to deal with the
gating mechanism [43]. The relevance is fully backpropagated
through the signal channels, and set to 0 for the gates. It may
seem that the gating factors are then disregarded, but they
are in fact already taken into account by their impact on the
activation of the LSTM cell, and hence the relevance at the
output of the LSTM layer.

B. Settings

In the following, we use the αβ-rule with α = 1 and β = 0
for the BiLSTM and convolutive layers. When used on fully-
connected layers, this rule tends to alter the backpropagation of
the relevance. We hence use the ε-rule for fully-connected FF
layers. The parameter ε was set to 0.1, as this value was found
to stabilize the backpropagation with almost no relevance leak.
Furthermore, the αβ-rule was shown to be more stable when
the biases of the neurons were forced to be negative [41],
which we did with little impact on the network’s performance.
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We adapt the use of LRP to the context of DoA estimation
as follows. For a given estimated DoA, we set the output
relevance in each time frame to the corresponding network
output σt(θ, φ) for that class and to 0 for the other classes. The
relevance is backpropagated separately in each time frame. We
then sum the relevances over time and across all 6 channels
to obtain a single time-frequency map. Finally, we normalize
this map between -1 and 1 for visualization purposes. A
positive (resp. negative) relevance in a given time-frequency
bin indicates that the features in this time-frequency bin argued
in favor of (resp. against) the estimated DoA.

C. Application to DoA estimation

So far, no metric exists for the quantitative analysis of LRP
results. In the following, we visualize and seek to interpret
the relevance maps obtained for the networks trained to
return either one or two DoAs. We consider various signal-
to-noise ratios (SNRs) and reverberation times RT60, the time
needed for the reverberation to decrease by 60 dB. We also
investigate cases when the network returns a wrong estimate.
All observations are made on signals generated with simulated
SRIRs; see Sections V and VI for details.

1) Single-source DoA estimation: To facilitate comparison,
we use the same raw speech signal convolved with different
SRIRs in all cases.

Figure 3 presents the case of a single speech source with
low noise but strong reverberation. In this case, the network
estimates the correct DoA. We compare the relevance map
with two other quantities: the norm of the active intensity
vector normalized as in (7) and the direct-to-mixture ratio
(DMR), defined as the ratio between the power of direct sound
(obtained by convolving the raw speech signal with the SRIR
truncated after the first main peak) and that of the whole
mixture. We notice that the time-frequency bins corresponding
to large values of both the intensity vector and the DMR
(for instance around frame 17) are particularly used by the
network for DoA estimation. The importance of the time-
frequency bins corresponding to direct sound has already been
used in machine localization by means of various cues, such
as estimations of the SNR [13], [15], [44], sound-to-echo ratio
[45], or interaural coherence [46]. Interestingly, these bins also
correspond to the sound onsets, which is in accordance with
psychoacoustic studies showing that onsets are particularly
important for DoA estimation by humans. This is known as
the precedence effect [47].

Figure 4 presents the same sentence convolved with an-
other SRIR, with lower reverberation but stronger noise. The
network still estimates the correct DoA. The observation of
channel W, the norm of the intensity vector, and the DMR
shows that low frequencies are strongly corrupted by noise.
It hence seems natural that the network mostly uses high-
frequency features to estimate the DoA, as shown by the
relevance map. Nevertheless, the relevance map does not
perfectly correlate with either of these simple quantities. This
suggests that the network may learn more subtle cues.

In Figure 5, we examine one of the few cases when the
network does not estimate the correct DoA and the score
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Fig. 5. LRP in the case of an inaccurate single-source DoA estimation.
The mixture signal consists of one speech source impinging from (θ, φ) =
(29◦,−2◦) and diffuse noise, with RT60 = 661 ms and SNR ≈ 5 dB.
(a) Spectrogram of the mixture at the omnidirectional channel W, (b) active
intensity for channel X, (c) DMR at channel W, (d) network outputs averaged
over time, (e) relevance map for the wrongly estimated DoA, (f) relevance
map for the true DoA.

returned for the true DoA is very low. Here, the SNR is 5 dB
and the RT60 is 661 ms. The inputs show that the acoustic
intensity is particularly noisy. The relevance backpropagated
from the wrongly estimated DoA barely highlights any specific
area. The same is observed on the relevance backpropagated
from the true DoA. In this case, it appears that the acoustic
intensity vector is so noisy that the network is unable to
identify the time-frequency bins relevant for DoA estimation.
This might be exploited in the future to quantify the confidence
in the estimated DoA, which is not well predicted by the
network output values.

2) Two-source DoA estimation: Figure 6 illustrates the
LRP analysis for the two-source network. The relevance maps
for the two sources are similar in many areas, for example
between 1 and 2 kHz around frame 5, although this is a
high DMR area for the second source but not for the first.
This seems to indicate that the network exploits information
from all sources at the same time, rather than focusing on the
time-frequency bins dominated by a given source. A major
difference between the two relevance maps is still obvious in
frame 14 at medium frequencies, where source 1 dominates
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Fig. 6. LRP in the case of an accurate two-source DoA estimation. The
first source impinges from (θ1, φ1) = (−56◦,−40◦) and the second from
(θ2, φ2) = (142◦,−60◦). It is approximately 8 dB less loud than the first
source. Diffuse noise is present at 20 dB SNR and the room has a RT60 =
772 ms. (a) Spectrogram of source 1 at channel W, (b) spectrogram of source
2 at channel W, (c) DMR for source 1 at channel W, (d) DMR for source 2
at channel W, (e) relevance map for source 1, (f) relevance map for source 2.

and source 2 is absent. Accordingly, the corresponding time-
frequency bins are positive in the relevance map for the first
DoA, and negative in the relevance map for the second DoA.

V. SHARED EXPERIMENTAL SETTINGS FOR DOA
ESTIMATION

We evaluated our DoA estimation system in various condi-
tions. In this section, we present the SRIRs and the recordings
that were used to generate training or test data and the neural
network training procedure. The experiments themselves are
described in Section VI.

A. SRIRs and audio recordings

1) Simulated SRIRs: To train the networks, as well as
for some test datasets, we synthesized a large number of
SRIRs with the image method [48] by adapting the code
from Habets [49] to ideal FOA recordings (1). We generated
a large number of rooms with random dimensions (length and
width between 2.5 and 10 m, height between 2 and 3 m),
random RT60 between 0.2 and 0.8 s, random microphone
array positions and random source-to-microphone distances
between 1 and 3 m. To be able to generate several mixtures

-3 -2 -1 0 1 2 3 4

-2

-1

0

1

2

16

15

 5  2

 3

 4

 6
 8

 1

 7

 9

11

14

12

10

13

(a)

5

11 10

 3

15

 5  4  2

14

 1

 9

0

16

12

 6

13

 8 7

-2

-1

0

1

2

-5
-4 -3 -2 -1 0 1 2 3 4

(b)

Fig. 7. Recording configuration for the real SRIRs seen (a) from the top
and (b) from the side. Loudspeaker positions are denoted by blue stars, and
Eigenmike positions by red circles. The loudspeakers all point toward the
center of the median plan, except loudspeaker number 4 which points toward
the bottom wall of (a). Dimensions are shown in meters.

for each configuration, we synthesized three SRIRs in each
room, corresponding to different DoAs. The first of these
DoAs could be enforced to follow a certain distribution, which
will be specified in the description of the training and test
sets. The two other DoAs were picked randomly as long as
the corresponding sources were located inside the room, and
with at least 10◦ between all pairs of DoAs.

2) Real SRIRs: In order to perform more realistic experi-
ments, we also generated test signals with real SRIRs recorded
with an Eigenmike microphone array [50]. The room had
a medium RT60 ≈ 500 ms. The array was positioned in
36 different locations while 16 loudspeakers emitted sweep
signals one after another resulting in 576 SRIRs. The config-
uration is displayed in Fig. 7. Note that this protocol resulted
in situations when the microphone was actually behind the
loudspeaker, which cannot happen with synthesized SRIRs
where each source has been set as omnidirectional.

3) Real recordings: To validate our system on real data,
we recorded speech with an Eigenmike in a living room
(see Fig. 8). The microphone was placed just above a coffee
table, resulting in very strong early reflections. Three different
French speakers read excerpts of “Le Petit Prince” in fixed po-
sitions, although some head movements were hardly avoidable.
The speakers were located in 14 positions in total around the
table, either sitting on a couch or standing. For each position,
the speaker read for approximately 5 minutes, resulting in a
combined total of 71 minutes of recording. A TV was also
separately recorded in the same room while playing various
contents (TV shows and advertising containing speech and
sound effects, as well as music contents). In all recordings, real
ambient noises were present at specific moments, for example
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Fig. 8. Layout of the living room for the real recordings. The Eigenmike
used for the recordings is circled in red.

footsteps, page turning, or a lawnmower coming from the
outside. When those noises were present, the SNR was around
5 to 10 dB.

4) Audio settings: All audio signals and SRIRs were sam-
pled at 16 kHz. The STFT was performed on 1024 sample
frames with 50% overlap, resulting in a shift of 32 ms between
two frames. We used a sine analysis and synthesis window.

B. Training procedure

1) Network settings: A single-source network and a two-
source network were constructed in the same way (see Fig. 1).
Both could be used to predict any number of sources, but
training each network for a specific number of sources yielded
better results. The input shape was (25, 513, 6), where 25 was
the number of frames, 513 the number of frequency bins and 6
the number of feature channels. For the convolution layers we
used 64 filters of size 3×3. Max-pooling was performed along
frequency only, over 8 frequency bins in the first two layers
and 4 bins in the last layer. The three convolutional layers were
followed by two BiLSTM layers with 64 hidden units and two
time-distributed fully-connected FF layers with 429 neurons.
Rectified linear unit (ReLU) activations were used after each
convolutional layer and after the first FF layer. Hard-sigmoid
and tanh were used as recurrent and kernel activations in the
BiLSTM layers. A sigmoid was applied after the second FF
layer so that the outputs were between 0 and 1. We sampled
the sphere with an angular resolution of α = 10◦ in (8),
resulting in nDoA = 429 output classes. For peak detection,
the threshold defining the neighborhood of a point was set to
∆ = 2α.

2) Training and validation sets: The networks were trained
on signals generated from a SRIR dataset synthesized as ex-
plained in Section V-A1 resulting in a total of 128,700 SRIRs
in 42,900 room configurations. Each SRIR was convolved with
a different 1 s speech signal randomly extracted from a subset
of the Bref corpus [51]. The subset contained over 5 h of
French speech from 44 speakers. The total duration of the
training set is 36 h. Each 1 s signal was split in two sequences
of 25 frames with 12 overlapping frames between sequences
(the last 6 frames of the second sequence were padded with
zeros).

We enforced the first DoAs in all rooms to lie in the
neighborhood of every DoA on the grid, so that each target
DoA has been seen a significant number of times. The single-
source network was trained on single speech signals generated
with all the SRIRs of the dataset, along with diffuse babble
noise at a random SNR between 0 and 20 dB. The two-
source network was also trained on speech signals generated
with all SRIRs of the dataset, to which was added another
speech signal generated from a SRIR synthesized in the same
room configuration. Eventually, this lead to 127,800 signals of
1 s for both the one-source and the two-source networks. In
the two-source case, there was at least 10◦ angular distance
between the sources and a random signal-to-interference ratio
(SIR) between 0 and 10 dB. A diffuse babble noise was
added at a 20 dB SNR. The babble noises were randomly
picked from Freesound2 and the diffuse field was simulated
by averaging the diffuse parts of two SRIRs for a unique room
configuration. The validation sets were generated similarly,
with 1,287 signals synthesized in different rooms and with
different speakers from Bref (among 2 h of speech by 17
speakers).

3) Training settings: We used the Nadam optimizer [52]
with an initial training rate of 10−3. We applied dropout after
each convolutional block, each FF layer and on the recurrent
weights of the BiLSTM layers. The dropout rate was set to
0.2 for the single-source network and 0.3 for the two-source
network. Overfitting was also prevented by early stopping
with a patience of 20 epochs measured on the validation
set, resulting in a maximum number of 80 and 150 epochs
for the single-source network and the two-source network,
respectively.

VI. EXPERIMENTAL EVALUATION

A. Baselines
As a baseline for comparison, we used an algorithm based

on a histogram analysis of the active acoustic intensity vectors
in each time-frequency bins, made more robust by taking
into account the estimated SNR and diffuseness in each bin
[44]. It uses the same discretization of the unit sphere (8) as
our CRNN. This algorithm participated in the 2018 LOCATA
challenge [53], where it largely outperformed the MUSIC
baseline on real contents. In the following, this baseline will
be referred to as the histogram baseline.

Another neural network based DoA estimation system for
FOA signals was recently proposed in [29] that directly takes
the magnitudes and phases of the FOA signals (1) as inputs,
resulting in 8 feature channels. In order to evaluate the added
value of our input features (7), we also trained and tested our
network (Fig. 1) on our training data with these 8-channel FOA
features instead. In the remainder of the paper the latter system
is referred to as FOA-CRNN while the proposed system is
referred to as Intensity-CRNN.

B. Performance measurement
We evaluated the DoA estimation performance in terms of

sequence-wise accuracy, that is the percentage of 25-frame

2http://freesound.org/



IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING, VOL. XX, NO. YY, FEB 2019 8

Room Simulated SRIR Real SRIR Real recordings
(Section) (V-A1) (V-A2) (V-A3)

Angular error (11) <5◦ <10◦ <15◦ classif. <5◦ <10◦ <15◦ classif. <5◦ <10◦ <15◦ classif.
Histogram baseline [44] 15.9 45.9 68.7 19.5 20.8 49.2 67.2 25.8 11.0 36.1 58.4 20.3

FOA-CRNN 48.8 88.8 96.7 54.7 23.9 66.0 87.0 29.7 9.1 39.4 69.5 22.9
Intensity-CRNN 54.3 94.4 98.9 60.9 28.6 70.2 89.6 34.1 23.4 73.7 89.5 41.2(proposed)

TABLE I
SEQUENCE-WISE ACCURACIES AND CLASSIFICATION ACCURACIES (%) FOR SINGLE-SOURCE DOA ESTIMATION WITH 5◦ , 10◦ OR 15◦ ANGULAR ERROR

TOLERANCE. THE 95% CONFIDENCE INTERVALS VARY FROM ± 0.4% TO ± 2.9%. THE BEST RESULTS ARE SHOWN IN BOLD.

sequences (and sources in the two-source case) whose DoA
is correctly estimated within a certain angular error tolerance
(11). We considered 5◦, 10◦, and 15◦ tolerances. Note that,
due to the chosen grid resolution, the angular distance (11)
between a point on the sphere and the closest point on the
grid can be up to 7◦. This implies that certain signals may be
correctly classified, but considered as incorrect according to
the 5◦ tolerance. To account for this issue, we also report the
classification accuracy, i.e., the percentage of cases where the
estimated DoA is the point on the grid that is closest to the true
DoA. In the two-source case, each estimated DoA needs to be
associated with the corresponding target in order to compute
the accuracy. We chose the permutation that minimizes the
sum of angular errors, according to the Hungarian algorithm
[54].

C. Single-source DoA estimation

We first evaluated the DoA estimation performance of the
network trained to return a single DoA.

1) Test sets: The evaluation was conducted on three test
sets. The first test set was generated from 1,287 simulated
SRIRs (see Section V-A1) corresponding to 429 unseen
room and microphone configurations, with acoustic parameters
drawn randomly within the same ranges as for the training
SRIRs. The DoAs of the sources were randomly and uniformly
drawn on the sphere irrespective of the grid. Each SRIR was
convolved with an 1 s English speech signal randomly selected
from the SiSEC campaign [55] and corrupted with diffuse
babble noise at a random SNR between 0 and 20 dB, resulting
in 1,287 mixtures. The babble noise was different from those
used for training or validation. Each mixture was split into
two overlapping 25-frame sequences, resulting in 2,574 test
sequences. The second dataset was created similarly using the
576 real SRIRs from Section V-A2, resulting in 1,152 test
sequences. The third test set was obtained by splitting the
real recordings in Section V-A3 into 1 s excerpts. A voice
activity detection (VAD) was applied to keep only excerpts
where speech was present in the two sequences constituting the
excerpts. A TV-only recording was added to each 1 s speech-
only recording at an SNR of 20 dB. The interfering TV sound
was then much more directive than the diffuse babble noise
in the first two sets. In total, 5,210 real test sequences were
created.

2) Results: Table I summarizes the results for the single-
source DoA estimation task. On the signals generated with
simulated SRIRs, the two CRNN-based algorithms largely
outperform the histogram baseline [44], as they were trained

Azimuth and <5◦ <10◦ <15◦
elevation errors θ φ θ φ θ φ

Histogram baseline [44] 67.6 36.3 89.2 51.6 91.9 62.4
FOA-CRNN 65.8 36.4 92.1 55.3 95.0 75.5

Intensity-CRNN 72.9 63.8 92.5 83.6 94.2 92.6(proposed)

TABLE II
SEQUENCE-WISE AZIMUTH AND ELEVATION ACCURACIES (%) FOR

SINGLE-SOURCE DOA ESTIMATION ON REAL RECORDINGS. THE 95%
CONFIDENCE INTERVALS VARY FROM 0.6 TO 1.4%.
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Fig. 9. Boxplots of the angular errors (11) in degrees for all sequences of
the single-source DoA estimation as a function of (a) the SNR and (b) the
RT60, on signals generated from simulated SRIRs. The boxes show the first
and third quartiles as well as the median. The lower ends of the whiskers
correspond to the lowest data still within 1.5 interquartile range (IQR) of the
lower quartile, and similarly the higher ends of the whiskers correspond to
the highest data within 1.5 IQR of the upper quartile.
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Room Simulated SRIR Real SRIR Real recordings
(Section) (V-A1) (V-A2) (V-A3)

Angular error (11) <5◦ <10◦ <15◦ classif. <5◦ <10◦ <15◦ classif. <5◦ <10◦ <15◦ classif.
Histogram baseline [44] 12.6 34.8 52.1 15.1 15.8 40.7 55.0 19.5 6.8 29.3 47.5 14.4

FOA-CRNN 37.2 75.1 87.4 42.4 22.3 58.6 75.7 26.4 6.1 33.4 52.9 10.1
Intensity-CRNN 41.8 80.9 89.1 47.2 26.2 62.6 78.1 31.0 15.2 56.0 74.9 23.9(proposed)

TABLE III
SEQUENCE-WISE ACCURACIES AND CLASSIFICATION ACCURACIES (%) FOR TWO-SOURCE DOA ESTIMATION WITH 5◦ , 10◦ OR 15◦ ANGULAR ERROR

TOLERANCE. THE 95% CONFIDENCE INTERVALS VARY FROM ± 0.5% TO ± 2%. THE BEST RESULTS ARE SHOWN IN BOLD.

and tested in matched conditions. The proposed Intensity-
CRNN outperform the FOA-CRNN and allows a 11% relative
improvement in terms of classification accuracy.

With real SRIRs, CRNNs still perform better than the
histogram baseline [44]. In particular, they are much less prone
to outliers, with more than 87% of the sequences whose DoA
is estimated within less than 15◦ error, compared to 67.2%
only for the histogram baseline. Once again, the Intensity-
CRNN is more precise than the FOA-CRNN baseline, with a
15% relative improvement on classification accuracy.

Finally, on real recordings, the Intensity-CRNN largely
outperforms both baselines. It proves to be much more robust
to the reflections on the coffee table impinging on the micro-
phones right after the direct sound. The accuracy with a 5◦

tolerance is not very relevant here due to the aforementioned
grid resolution issue, which affects 6 positions out of 14. When
considering a 15◦ tolerance, the Intensity-CRNN achieves
89.5% accuracy compared to 69.5% for the FOA-CRNN and
58.4% for the histogram baseline [44].

Table II reports the accuracy in terms of azimuth and
elevation separately. This confirms that the collapse of the
performance of the baselines can indeed be attributed to the
early reflections on the coffee table: the FOA-CRNN performs
almost as good as the Intensity-CRNN in terms of azimuth, but
significantly worse in terms of elevation. For the 5◦ tolerance
for instance, the FOA-CRNN is 10% relatively worse than the
Intensity-CRNN in azimuth but 43% worse in elevation. This
was further confirmed by examining the results depending on
the speaker position (not shown in the Table). The microphone
is located on one side of the table (see Fig. 8). When the
speaker is on the same side of the table as the microphone,
there are few reflections on the table and the FOA-CRNN
performs well. When the speaker is on the opposite side, the
network systematically returns an estimated elevation between
-5◦ and 0◦, which corresponds to the reflections.

3) Robustness with respect to the SNR and the RT60:
Figure 9 illustrates the performance of the three systems as a
function of the SNR and the RT60. It can be observed that the
CRNNs are quite robust: contrarily to the histogram baseline
[44], the distribution of angular errors appears to be mostly
independent of the SNR and the RT60.

D. Two-source DoA estimation

1) Test sets: The two-source networks were tested on three
datasets, similarly to the single-source networks. In the case of
simulated SRIRs, the two SRIRs of a given mixture came from
the same room and microphone configuration (unseen during
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Fig. 10. Boxplots of the angular errors (11) in degrees for all sequences of
the two-source DoA estimation as a function of the SIR on signals generated
from simulated SRIRs.

training). In the case of real SRIRs, they were recorded with
the same microphone. The two DoAs were chosen such that
they are at least 25◦ apart. Both SRIRs were convolved with
two distinct 1 s signals randomly extracted from the SiSEC
corpus. The level difference between the two sources varied
between 0 and 10 dB, and a diffuse babble noise was added
at an SNR of 20 dB. Similarly to the single-source case, this
resulted in 2,574 sequences generated from 1,287 simulated
SRIRs and 1,152 sequences generated from real SRIRs. For
each sequence, the DoAs of two sources must be estimated,
which means that the accuracies are computed on a total of
5,148 and 2,304 estimations, respectively. The third test set
was obtained by splitting the real speech-only recordings in
Section V-A3 into 1 s excerpts with VAD, summing each
excerpt with a random excerpt from another speaker at a
random SIR between 0 and 10 dB, and further adding TV-
only recordings together at an SNR of 20 dB. The sources
were never closer than 25◦ angular distance. 5,210 sequences
were created, for a total of 10,420 DoAs to be estimated.

2) Results: Table III presents the results for the two-source
DoA estimation task. On the simulated SRIR dataset, the same
observations as in the single-source task can be made, although
the accuracies are globally lower. This is expected since half of
the sources have a positive SIR, and the remaining half have a
negative SIR, which is a difficult scenario. The CRNNs remain
much better than the histogram baseline, and the Intensity-
CRNN remains the most effective system.

On the real SRIR dataset, the histogram baseline [44] now
performs significantly worse than the CRNNs. It seems unable
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to locate multiple sources, especially in scenarios with weak
direct sound due to the loudspeaker orientation. The Intensity-
CRNN input still outperforms the FOA-CRNN.

Finally, on mixtures of real recordings, we observe once
more that the baselines are confused by the first reflections
on the table. The Intensity-CRNN is the only model which is
able to deal both with multiple sources and early reflections,
with 74.9% of the sources located within less than 15◦ error,
compared to 47.5% for the histogram baseline [44] and 52.9%
for the FOA-CRNN.

3) Robustness with respect to the SIR: Figure 10 displays
the boxplots corresponding to the angular errors of the es-
timates depending on the SIR. Results are shown for the
synthesized SRIRs but were similar for the other test sets.
For the CRNN estimates, the quartile and median values
only slightly increase for negative SIRs and stay concentrated
within 15◦ of angular error, which shows the robustness of the
estimate even when the source is less loud than its competitor.
On the contrary, the performance of the histogram baseline
[44] drastically drops for negative SIRs.

VII. CONCLUSION

We introduced a CRNN-based multiple DoA estimation
system for FOA signals. Experiments on simulated data as
well as in real living-room conditions showed that using
the raw FOA channels as inputs fails in the case of real
recordings with strong early reflections. We proposed input
features based on the acoustic intensity vector that enable the
network to properly estimate the source DoAs even in this
challenging scenario. Although this was done in the context of
Ambisonics recordings, the method could be adapted to any
other format allowing the computation of acoustic intensity.
We also analyzed and validated the behavior of the network
in typical cases by LRP visualization. In the single-source
case, the time-frequency bins used by the CRNN tend to
correspond to sound onsets, where the norm of the acoustic
intensity vector is particularly large. In the two-source case,
the CRNN tends to focus on the areas where each source
is present with little interference. Nevertheless, the relevance
map does not perfectly correlate with simple cues such as the
DMR, which suggests that the network may learn more subtle
cues. Also, in the case when a wrong estimate is returned, the
relevance map does not exhibit any noticeable pattern. This
might be exploited in the future to quantify the confidence
in the estimated DoA, which is not well predicted by the
CRNN output value. In future work, we plan to train a single
network to locate any number of sources, which will enable us
to perform tracking and deal with appearing and disappearing
sources, and to exploit LRP to bring improvements in data or
network design.
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