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Abstract—Automatic Speech Recognition can be considered as a transcription of spoken utterances into text which can be used to monitor/command a specific system.

In this paper, we propose a general end-to-end approach to sequence learning that uses Long Short-Term Memory (LSTM) to deal with the non-uniform sequence length of the speech utterances. The neural architecture can recognize the Arabic spoken digit spelling of an isolated Arabic word using a classification methodology, with the aim to enable natural human-machine interaction. The proposed system consists to, first, extract the relevant features from the input speech signal using Mel Frequency Cepstral Coefficients (MFCC) and then these features are processed by a deep neural network able to deal with the non uniformity of the sequences length. A recurrent LSTM or GRU architecture is used to encode sequences of MFCC features as a fixed size vector that will feed a multilayer perceptron network to perform the classification. The whole neural network classifier is trained in an end-to-end manner. The proposed system outperforms by a large gap the previous published results on the same database.

Index Terms—Arabic digits, Speech recognition, Auto-encoder, Mel Frequency Cepstral Coefficients, Long Short-Term Memory, Multilayer perceptron network.

I. INTRODUCTION

Automatic speech recognition (ASR) is the process of understanding the human speech by a computer. In this context, Automatic Digit Recognition (ADR) is considered as one of the most challenging domains in ASR. The increasing importance of digit recognition is mainly due to the increasing demand for applications that deal with human-machine interaction through natural languages such as command systems via pronounced digit [1].

The implementation of these kinds of systems necessitate a specific process for the speech signal to deliver reliable features that can identify correctly the input speech utterances. Accordingly, a wide range of techniques have been proposed in the literature to parametrically represent the speech signal [2].

The most commonly used one, is the Mel-Frequency Cepstral Coefficients (MFCC), which is a popular technique that try to mimic some parts of the human speech production and speech perception [3].

In the present work, the resulted MFCC coefficients of the spoken Arabic digits will be fed to a Long Short-Term Memory (LSTM) architecture which deals with general sequence to sequence problems. The idea is to use the bidirectional LSTM layer to encode the sequence as a fixed size vector, then this vector will be introduced to a multilayer perceptron (MLP) classifier to perform the recognition task. The whole proposed model is trained in an end-to-end way with the aim to improve the recognition rate of the classification model on the arab digit dataset [4].

The remainder of the paper is organized in six sections as follows: Section II highlights some related works. Section III explains the methodology proposed in this study. Section IV presents the data used to validate the proposed methodology. Section V presents the performance criteria used to evaluate the proposed model. Section VI explains the experimental setup of the proposed classifier and presents the experimental results obtained on the data set, and compares with other existing approaches in the literature. Finally, section VII draws the conclusion of this work.

II. RELATED WORKS

Several studies have been investigated in the literature to improve the recognition accuracy of an ASR system using different approaches [5]. Therefore, the number of research in Arabic language is limited compared to other languages such as English. In what follows, some studies concerning ASR systems for Arabic language will be discussed. The performance of each model varies in terms of accuracy.

In [6], the authors proposed a speech-and-speaker (SAS) identification system based on spoken Arabic digit recognition. They treated the speech signals as an image object and used conventional and Artificial Neural Networks (ANN) methods for classification and the algorithm of Teplitz matrix minimal eigenvalues as feature extraction method.

In [7], the authors described an automatic discrete speech
Davis has been investigated. This technique introduced by the Mel-Frequency Cepstral Coefficient (MFCC) technique to extract features from speech. Thus, the reliability of Mel-Frequency Cepstral Coefficient (MFCC) is used to extract features from speech. The obtained results suggest that the proposed method was efficient in terms of time computation than the state-of-the-art algorithms that use the maximum weight spanning tree (MWST).

In [9], the authors introduced an Arabic digit classifier system with 450 Arabic spoken digits. The system is based on combining wavelet transform with the linear prediction coding method (LPC) to extract the features and the probabilistic neural network (PNN) for classification. The proposed classifier provided a high recognition rate, reaching about 93% of accuracy based on a speaker-independent system.

Recently, excellent performances on these systems have been achieved using Deep Neural Networks (DNNs) which are recent and extremely powerful machine learning models [10].

III. METHODOLOGY

Arabic is the native language of twenty-five countries including Algeria. It represents a Semitic language, and it is one of the oldest languages in the world. Currently it is the fifth language in terms of number of speakers [11]. The proposed system is based on the following steps, depicted in Fig. 1 below.

A. MFCC feature extraction

To recognize the pronounced word; the speech waveform is converted into a parametric representation by using a specific technique. Thus, the reliability of Mel-Frequency Cepstral Coefficient (MFCC) technique to extract features from speech has been investigated. This technique introduced by Davis and Mermelstein in the 1980’s, and have been widely used [12].

It is based on the frequency domain of Mel scale to capture the important characteristics included in the speech. Generally, MFCC is used to reduce the dimensionality of the acoustic signal while maintaining its discriminating power [13].

Thus, the feature extraction goal is to give a useful representation of the speech signal by capturing the significant information from it. The steps involved in MFCC feature extraction are: pre-emphasis, framing, windowing, Fast Fourier Transform (FFT), Mel scale filter bank analysis, logarithmic compression and discrete Cosine transform. The block diagram of the conventional MFCC is shown in figure 2.

The main steps to compute MFCC coefficients are presented below:

- Pre-emphasized: The speech is, first, pre-emphasized with a pre-emphasis filter \(1-az^{-1}\) to spectrally flatten the signal. In the time domain, the relationship between the output and the input of the pre-emphasis block is given in equation (1).

\[
Y(n) = X(n) - aX(n - 1),
\]

where \(a\) is the factor which takes a value in the range \([0.9, 1]\), however, the default value is 0.97 [14]. \(X(n)\) is the input signal and \(Y(n)\) is the output signal.

- Framing: the pre-emphasized speech is separated into short segments called frames. The frame length is set to 20 ms to guarantee stationarity inside the frame (Speech must remain stationary throughout the period of analysis). An overlap of 50% (10 ms) is done between two adjacent frames to ensure the stationary between frames [14], [15].

- Windowing: is an important step to minimize the signal discontinuities at the beginning and the end of the each frame. For this propose, Hamming window is used to reduce the edge effect. It is expressed via the following mathematical expression [15].

\[
Y(n) = X(n) * W(n),
\]

\[
W(n) = 0.54 - 0.46 \cos \frac{2\pi n}{N - 1},
\]

where \(N\) represents the number of samples in each frame (window length) and \(n\) is from 1 to \(N\).

- FFT: Fast Fourier Transform is applied to each frame to convert the \(N\) samples from time domain to frequency domain.

- Mel filter bank is applied to calculate the average energy in each block and take the logarithm of all filter bank energies by using one of the mathematical expressions below.

Fig. 1: Block diagram of the proposed ASR system.

Fig. 2: MFCC Block diagram.
Mel(f) = 2595 \log_{10}(1 + f/700), \quad (4)

or

Mel(f) = 1127 \ln(1 + f/700), \quad (5)

Applying triangular filters on Mel-scale to the power spectrum to extract frequency bands. The Mel-scale aims to mimic the non-linear human ear perception of sound. These coefficients are highly correlated.

- The log Mel spectrum will be converted back to time domain. The result is called the Mel frequency cepstrum coefficients (MFCC). A good representation of the local spectral properties of the signal for the given frame analysis is delivered by the cepstral representation of the speech spectrum. Using the discrete cosine transform (DCT), the Mel spectrum coefficients are converted to the time domain. [16].

**B. Recurrent neural networks and gated recurrent neural networks**

Recurrent Neural Networks (RNN) are a type of neural networks with recurrent connections. RNNs have been widely studied and used for problems involving input and output data of variable size and are particularly suitable for time series analysis and consequently used in automatic speech recognition [17], [18]. The success of this type of neural network is due to the specific variant, which are the long short-term memory (LSTM) proposed by Sepp Hochreiter and Jürgen Schmidhuber in 1997 [19] and the gated recurrent unit (GRU) proposed by Kyunghyun Cho et al in 2014 [17]. The main idea behind these networks is to use several gates to control the information flow from previous steps to the current steps [20].

By employing the gates, any recurrent unit can learn a mapping from one point to another. LSTM contains three gates: an input gate, an output gate and a forget gate. At each iteration, the three gates try to remember when and how much the information in the memory cell should be updated [20]. A single LSTM memory cell is depicted in figure 3 [21].

**C. Multi-layer perceptron classifier**

Multilayer perceptrons (MLP) is the most commonly used feedforward neural networks. The MLP architecture is variable, but generally organized in several layers of neurons. It consists of three sequential layers: input, hidden and output layer as depicted in figure 4. The input layer serves to feed the input vector to the network. The hidden layer output a non-linear transformation of the input in order to facilitate the determination of the last transformation computed by the output layer [22].

The MLP neural networks classifier acts usually in a supervised manner, to build an MLP classifier, a set of training data including the inputs and their associated outputs are requested. Hence, the classification is done by assigning a maximum value to the output neurons to represent the desired class [23].

IV. EXPERIMENTAL DATA

The experiments are done using the Spoken Arabic Digit dataset grouping the Arabic digit from 0 to 9 as illustrated in figure 5 [4]. This dataset contains time series of MFCCs corresponding to spoken Arabic digits collected by the laboratory of automatic and signals, University of Badji-Mokhtar - Annaba, Algeria. A number of 88 individual (44 males and 44 females) Arabic native speakers were asked to utter all digits ten times. Accordingly, the database consists of 8800 tokens (10 digits x 10 repetitions x 88 speakers) [8]. The whole dataset is divided into two parts: a training set...
The Mel Frequency Cepstral Coefficients were computed with the following parameters illustrate in Table I.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling rate</td>
<td>11025 Hz, 16 bits</td>
</tr>
<tr>
<td>Filter pre-emphasized</td>
<td>1-0.97*Z⁻¹</td>
</tr>
<tr>
<td>Applied window</td>
<td>Hamming</td>
</tr>
</tbody>
</table>

V. PERFORMANCE CRITERIA

Different performance measures can be used to evaluate the performance of the ASR systems [24]. In our study, we have adopted the following standard classification criteria: recall, precision, f-measure (F1), % of error and % of success. They are defined below:

\[
\text{precision} = \frac{\text{number of correct predictions}}{\text{number of predictions}}
\]
\[
\text{recall} = \frac{\text{number of correct predictions}}{\text{number of samples}}
\]
\[
F1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

VI. EXPERIMENTAL SETUP OF THE END-TO-END ENCODER-CLASSIFIER

The proposed end-to-end neural network that takes as input the sequences of MFCC features and as output the class of the spoken digit. First, the network will encode the sequence of MFCC coefficients as a fixed size vector. This fixed sized vector will feed an MLP network to classify the MFCC coefficients. To do so, we, first, encode the data as a matrix of (6600,93,13) where 6600 is the size of samples in our training data, 93 is the size of the longest sequence of MFCC coefficients (corresponding to the long time of recording) and 13 is the number of MFCC coefficients used in this study. When the size of the sequence is smaller than 93, the sequence is padded by a zeroed vector of size 13 until reaching the maximum size of 93.

Next, the data are processed by a bidirectional LSTM layer to encode the sequence as a fixed size vector, we choose a bidirectional model since it has been shown that bidirectional models are in general more efficient than single direction models as it is proved by the results reported in table III [18]. The vector is then directed to a multilayer perceptron structure with one hidden layer. The diverse parameters have been fixed intuitively as follow:

- the output of the LSTM layer has been fixed to 50, the input sequence has been processed by an LSTM layer in a forward / backward direction by the other LSTM layer. The encoded fixed size vector is the concatenation of the 2 LSTM output vectors.
- hidden layer size is set to 50 and non-linear activation function is set to Rectified Linear Unit (ReLU).
- Output layer is set to 10, corresponding to the 10 classes of digits, with a standard softmax activation function using cross entropy loss.

In order to regularize the network, two Dropout layers are inserted respectively after the LSTM output and the MLP hidden layer with a dropout probability of 0.2 and 0.5 respectively [25].

This neural network is trained for 50 epochs with a batch size of 16, the final model chosen is the one that provides the best f-measure performance on the training set. The figure 6 summarizes the topology of this neural network and the table IIa gives the performance averaged over 10 experiments of this model on the test set in terms of precision, recall and f-measure for each class. The performance (98.77% of global f-measure) is actually close to perfect on this dataset and outperforms
MFCC features was presented. The extracted MFCC features are then passed to neural networks to process sequences of variable lengths. Experiments show that, the processing sequences in backward direction looks also more efficient than those by forward direction.

All encoder variants exhibit good results and outperform the proposed strategies listed below and the results are reported in the table III:

<table>
<thead>
<tr>
<th>Type of encoder</th>
<th>#Params in the Network</th>
<th>F1</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bidirectional LSTM 250</td>
<td>31,500</td>
<td>98.77</td>
<td>1.23</td>
</tr>
<tr>
<td>Bidirectional GRU 250</td>
<td>25,060</td>
<td>98.63</td>
<td>1.37</td>
</tr>
<tr>
<td>Forward GRU 100</td>
<td>40,060</td>
<td>97.26</td>
<td>2.74</td>
</tr>
<tr>
<td>Backward GRU 100</td>
<td>40,060</td>
<td>98.85</td>
<td>1.15</td>
</tr>
<tr>
<td>Forward LSTM 100</td>
<td>51,500</td>
<td>97.41</td>
<td>2.59</td>
</tr>
<tr>
<td>Backward LSTM 100</td>
<td>51,500</td>
<td>98.35</td>
<td>1.61</td>
</tr>
</tbody>
</table>

largely the previous published results reported on the same dataset [7], [8] (see table IIb).

To confirm the choice of the bidirectional recurrent architecture as encoder, we evaluate different encoders using both combination of GRU and LSTM layers with forward, backward and bidirectional encoding strategies. We fix the size of the encoding vector at 100. We evaluate the performance of the network using forward, backward and bidirectional LSTM and GRU encoders in terms of f-measure and % error. The proposed strategies are listed below and the results are reported in the table III:

- Bidirectional LSTM of size 50;
- Bidirectional GRU of size 50;
- Forward GRU of size 100;
- Backward GRU of size 100;
- Forward LSTM of size 100;
- Backward LSTM of size 100;

All encoder variants exhibit good results and outperform those by [7] and [8] by at least 5% of accuracy. These experiments tend to confirm that bidirectional architectures are more efficient than single direction ones while having less parameters. It should be noted that, the processing sequences in backward direction looks also more efficient than those by forward direction.

VII. Conclusion

In this paper, an end-to-end approach based on recurrent neural networks to process sequences of variable lengths of MFCC features was presented. The extracted MFCC features are, first, encoded as a fixed size vector by a recurrent LSTM/GRU neural network, next, the obtained vector was introduced to a standard multilayer perceptron to classify the spoken word. Based on the results and discussions presented in this paper, obtained on spoken Arabic digits, the obtained results confirm the effectiveness of the proposed model. In all the experiments carried out, the proposed system presents an improved performance with respect to some existing models in the literature and obtains promising results. The obtained results show that MFCC features (introduced to a classification system) are efficient enough to characterize the speech signal for this kind of tasks. The Challenge for future works, is to assess this kind of systems with noisy (more realistic) speech signals.
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