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SUMMARY

A nonlinear control law is designed for finite-time stabilization of a chain of integrators. The method
is based on Implicit Lyapunov Function (ILF) technique and homogeneity properties. The scheme of
control parameters selection is presented by a Linear Matrix Inequality (LMI). The method is simple in
implementation and does not assume on-line procedure for computation of the ILF value at the current state
that is an improvement with respect to [9], [13]. The control law is presented in an explicit form and allows to
find the values of all control parameters, that make the solution one of the most constructive. The theoretical
results are supported by numerical example.
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1. INTRODUCTION

Frequently, strict quality requirements are imposed for design, operation and control of complex
technical processes. One such requirement is completion of all transients in a finite time. In
particular, this issue is relevant in control design for a variety of robotic and mechatronic devices,
safety evaluation, aerospace applications, vehicles control systems, etc. Therefore the problems
of finite-time control and finite-time observation are intensively studied for many years (see, for
example, [2]–[5] and [6]–[8], [22] correspondingly).

Solutions of the problem of control design for chain of integrators are quite sought-after. This
is motivated by the fact that control scheme for chain of integrators can be easily extended to
larger classes of systems (see, for example, [9]). Moreover, in many applications the nominal
models have the form of chain of integrators, for instance, mechanical planar systems. There is a
number of research results on the finite-time stabilization or regulation of a chain of integrators
(see, for example, [10], [11]). However, most of them do not find an application in practice
because of constructive and computational complexity. For instance, the methods mainly do not
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suggest constructive algorithms of parameter tuning and ensure only existence of suitable control
parameters.

One of effective methods for the finite-time stability analysis is the method of Implicit Lyapunov
Function (ILF) [9], [19], [20]. This method allows to check all stability conditions directly using
implicitly defined Lyapunov function which is a solution of some algebraic equation. Note that for
such a stability analysis there is no need to solve this equation. Another issue that can be useful in
analysis of finite-time stability is property of homogeneity. For instance, if an asymptotically stable
system is homogeneous of negative degree, then it is finite-time stable.

The paper [13] is related to development of method for finite-time control of multiple integrators
together with implicit Lyapunov function of closed-loop system. Conditions of finite-time stability
are formulated in the form of LMI that essentially simplifies the process of tuning of control
parameters. However, the practical realization of the ILF control algorithm requires development
of a special numeric procedure for on-line computation of the ILF value at the current state (the
control law depends on ILF value explicitly). Thus, in the case of extension of this method on a
class of technical systems, the need of additional on-line computations may be a stumbling block
for implementation of this method.

The present paper addresses the problem of a control design for the finite-time stabilization of
a chain of integrators. The paper represents an extension and simplification of results in [1], [13].
The developed finite-time control law does not depend on implicitly defined Lyapunov function
that allows to avoid any additional on-line procedures. The result is obtained by using the method
of Implicit Lyapunov Function with applying properties of homogeneous systems. As in [13]
parameter tuning is presented in LMI form.

The paper is organized as follows. Notation used in the paper is given in the next section. Problem
statement is considered in Section III. Some background notions about finite-time stability, ILF
method and homogeneity are introduced in Section IV. Control design algorithm and some remarks
about proposed control scheme are presented in Section V. Section VI contains simulation results
for effectiveness demonstration of proposed control. Finally, concluding remarks and possible
directions for future research are presented in Section VII.

2. NOTATION

Through the paper the following notation will be used:

(i) R+ = {x ∈ R : x > 0}, where R is the set of real number;
(ii) ‖ · ‖ is the Euclidian norm in Rn, i.e. ‖x‖ =

√
x2

1 + · · ·+ x2
n for x ∈ Rn;

(iii) the positive (negative) definiteness (semi-definiteness) of a symmetric matrix P = PT ∈
Rn×n is denoted by P > 0 (P < 0, P ≥ 0, P ≤ 0);

(iv) for a symmetric matrix P = PT the minimal and maximal eigenvalues are denoted by
λmin(P ) and λmax(P ), respectively;

(v) a continuous function σ : R+ ∪ {0} → R+ ∪ {0} belongs to the class K if σ(0) = 0 and the
function is strictly increasing;

(vi) diag {λi}ni=1 is the diagonal matrix with the elements λi on the main diagonal;
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(vii) for any x ∈ Rn the upper directional derivative DV (x) of a locally Lipschitz continuous
function V : Rn → R+ in the direction of ν ∈ Rn is defined as follows:

DV (x)ν = lim sup
y→x
t→0+

V (y + tν)− V (y)

t
,

where lim sup denotes the upper limit.

3. PROBLEM STATEMENT

Consider the control system
ẋ = Ax+ bu+ d(t, x), (1)

where x ∈ Rn is the state vector, u ∈ R is the control input, d(t, x) : Rn+1 → Rn describes the
system uncertainties and disturbances,

A =



0 1 0 · · · 0

0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1

0 0 0 · · · 0


and b =



0

0
...
0

1


,

which describes a chain of integrators for d(t, x) ≡ 0.
It is assumed that the disturbance d(t, x) may be non-Lipschitz or discontinuous. This assumption

makes presented system attractive for a number of control applications, for example, mechanical
systems with dry friction, friction electromechanical system [26], cart-pendulum system [27], etc.
Moreover, the controllable single-input nonlinear systems can be transformed to canonical form
like (1) [28].

The aim of the paper is to develop the finite-time stabilizing control algorithm to the system (1),
which is robust with respect to disturbances of certain class (to be defined below), has the form of
the explicit full-state feedback (i.e. it does not require additional on-line computations as in [13])
and admits the simple LMI-based scheme for parameters tuning.

4. PRELIMINARIES

4.1. Finite-time Stability

Consider the system of the form

ẋ = f(t, x), x(0) = x0, (2)

where x ∈ Rn is the state vector, f ∈ R+ ×Rn → Rn is a nonlinear vector field, which can be
discontinuous with respect to the state variable. In this case the solutions x(t, x0) of the system (2)
are understood in the sense of Filippov [14].
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According to [14] an absolutely continuous function x(t, x0) is called a solution of the Cauchy
problem associated to (2) if x(0, x0) = x0 and for almost all t > 0 it satisfies the following
differential inclusion

ẋ ∈ K[f ](t, x) = co
⋂
ε>0

⋂
µ(N)=0

f(t, B(x, ε)\N), (3)

where co(M) defines the convex closure of the set M , B(x, ε) is the ball with the center at
x ∈ Rn and the radius ε, the equality µ(N) = 0 means that the measure of N ⊂ Rn is zero. The
solution existence is guaranteed due to the following multi-valued function properties (standart
assumptions): the right-hand side of (3) has non-empty, compact, convex values and it is upper
semi-continuous [29].

Assume that the origin is an equilibrium of the system (2) (i.e. 0 ∈ K[f ](t, 0)). Denote the set of
all solutions of Cauchy problem (3) by Φ(x0), i.e. x(t, x0) ∈ Φ(x0). The system (2) may have non-
unique solutions for a given x0 ∈ Rn and may admit both weak (a property holds for a solution) and
strong stability (a property holds for all solutions) (see, for example, [14], [3]). This paper deals only
with the strong stability properties, which ask for stable behavior of all solutions of the system (2).

Definition 1 ([2], [3], [12], [26]):
The origin of system (2) is said to be globally finite-time stable if:

(i) Finite-time attractivity: there exists so-called settling time function T : Rn\{0} → R+ such
that limt→T (x0) x(t, x0) = 0 for all x0 ∈ Rn\{0} and all x(t, x0) ∈ Φ(x0).

(ii) Lyapunov stability: there exists a function δ ∈ K such that ‖x(t, x0)‖ ≤ δ(‖x0‖) for all
x0 ∈ Rn and all x(t, x0) ∈ Φ(x0).

4.2. Homogeneity

Homogeneity [15]–[17] is an intrinsic property whereby objects such as functions or vector fields
remain consistent with respect to some scaling operation called a dilation.

For fixed ri ∈ R+, i ∈ {1, ..., n} called weights and λ > 0 one can define:

(i) the vector of weights r = (r1, ..., rn)T ;
(ii) the dilation matrix

D(λ) = diag{λri}ni=1

and correspondingly D(λ)x = (λr1x1, ..., λ
rnxn)T for x = (x1, ..., xn)T ∈ Rn.

Definition 2 [17]:
A function g : Rn → R (vector field f : Rn → Rn) is said to be r-homogeneous of degree m iff

g(D(λ)x) = λmg(x) (f(D(λ)x) = λmD(λ)f(x)) for all λ > 0 and x ∈ Rn.
Let us introduce the homogeneous norm ‖x‖r of x ∈ Rn defined by

‖x‖r =

(
n∑
i=1

|xi|
ρ
ri

) 1
ρ

(4)

for ρ ≥ maxi ri. Note, that homogeneous norm (4) is not a norm in classical sense, since the
triangular inequality is not satisfied.
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Obviously, each homogeneous norm is r-homogeneous of degree 1 and positive definite. For any
x ∈ Rn there are y ∈ Sr = {x ∈ Rn : ‖x‖r = 1} and λ = ‖x‖r such that x = D(λ)y [18].

Theorem 1 [18]
Let f be a r-homogeneous of degree m continuous vector field on Rn such that the system (2)

is a locally asymptotically stable. Then it is globally asymptotically stable and there exists a
continuously differentiable r-homogeneous of degree $ > −m Lyapunov function V for (2).

Note that by definition of homogeneity there exist constants c1, c2 > 0 such that

c1‖x‖$r ≤ V (x) ≤ c2‖x‖$r . (5)

Theorem 2 [18]
Let f : Rn → Rn be defined on Rn and be a continuous r-homogeneous vector field with a

negative degree. If the origin of the system (2) is locally attractive then it is globally finite time
stable.

The following theorem and corollary extend presented results to differential inclusions.
Definition 3
A set-valued map F : Rn ⇒ Rn is said to be r-homogeneous of degree m ∈ R if for all x ∈ Rn

we have
F (D(λ)x) = λmD(λ)F (x), ∀x ∈ Rn \ {0}, ∀λ ∈ R+. (6)

The system
ẋ ∈ F (x), x(0) = x0 ∈ Rn, (7)

is r-homogeneous of degree m if the set-valued map F is homogeneous of degree m.
Theorem 3 [30]
Let F be a r-homogeneous set-valued map with degree m, satisfying the standard assumptions.

Then the next claims are equivalent:

1. The system (7) is strongly globally asymptotically stable.
2. For all k > max(−m, 0), there exist a pair (V,W ) of continuous functions, such that: V ∈
C∞(Rn) is positive definite and homogeneous with degree k; W ∈ C∞(Rn \ {0}) is strictly
positive outside the origin and homogeneous with degree k +m; maxν∈F (x)DV (x)ν ≤
−W (x) for all x 6= 0.

Corollary 1 [30]
Let F be a r-homogeneous set-valued map with degree m < 0, satisfying the standard

assumptions. Assume also that F is strongly globally asymptotically stable. Then F is strongly
globally finite-time stable and the settling-time function is continuous at zero and locally bounded.

4.3. Implicit Lyapunov Function Method

The theorem given below presents the ILF method ([19], [20]) for finite-time stability analysis.
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Theorem 4 [9], [13]
If there exists a continuous function

Q : R+ ×Rn → R
(V, x) 7→ Q(V, x)

such that
C1) Q(V, x) is continuously differentiable for ∀x ∈ Rn\{0} and ∀V ∈ R+;
C2) for any x ∈ Rn\{0} there exist V − ∈ R+ and V + ∈ R+:

Q(V −, x) < 0 < Q(V +, x); (8)

C3) for Ω = {(V, x) ∈ Rn+1 : Q(V, x) = 0}

lim
x→0

(V,x)∈Ω

V = 0+, lim
V→0+

(V,x)∈Ω

‖x‖ =0, lim
‖x‖→∞
(V,x)∈Ω

V=+∞;

C4) the inequality

−∞ <
∂Q(V, x)

∂V
< 0

holds for ∀V ∈ R+ and ∀x ∈ Rn\{0};
C5) the inequality

∂Q(V, x)

∂x
f(x) ≤ ηV 1−µ ∂Q(V, x)

∂V

holds ∀(V, x) ∈ Ω, where 0 < µ ≤ 1 and η > 0 are some constants.
Then the origin of the system (2) is globally finite-time stable with the following settling time

estimate
T (x0) ≤ V µ0

ηµ
,

where V0 ∈ R+ : Q(V0, x0) = 0.
The conditions of Theorem 4 present in an implicit form the requirements on finite-time stability

[5]. The conditions C1, C2, C4 and the implicit function theorem [31] imply that the equation
Q(V, x) = 0 implicitly defines a unique function V : Rn \ {0} → R+ such that Q(V (x), x) = 0 for
all x ∈ Rn \ {0}. Due to the conditionC3 the function V can be continuously prolonged at the origin
by setting V (0) = 0. In addition, it is radially unbounded and positive definite. In conjunction with
the condition C5, Theorem 4 guarantees fulfillment of sufficient conditions of finite-time stability
mentioned, for example, in [2], [5].

5. MAIN RESULT

Introduce the ILF function

Q(V, x) := xTD(V −1)PD(V −1)x− 1, (9)
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where P = PT ∈ Rn×n is a symmetric positive definite matrix, D(λ) is the dilation matrix of the
form

D(λ) = diag{λ1+(n−i)µ}

for 0 < µ ≤ 1.
Note that for r = (1 + (n− 1)µ, 1 + (n− 2)µ, ..., 1)T the Lyapunov function V (x) is r-

homogeneous of degree 1 as Q(V,D(λ)x) = Q(λ−1V, x), i.e. V (D(λ)x) = λV (x) and the
inequality (5) for $ = 1 takes the form

c1‖x‖r ≤ V (x) ≤ c2‖x‖r. (10)

Let us denote the diagonal matrices Hµ = diag {1 + (n− i)µ}ni=1, H(λ) =

diag
{
λ(n+1−i)µ}n

i=1
.

Proposition 1
If the following statements hold:
1) the system of matrix inequalities(

AX +XAT + by + yT bT + L by

yT bT −γX

)
< 0, (11)

1

ν
L ≥ XHµ +HµX > 0, X > 0, (12)

Z ≤ 1

γ
X, Z > 0, (13)(

βL X(I −H(θ))

(I −H(θ))X Z

)
≥ 0, ∀θ ∈ [θmin, θmax] (14)

is feasible for some µ ∈ (0, 1], β ∈ (0, 1), γ, ν, θmin, θmax ∈ R+, L,Z, X ∈ Rn×n, y ∈ R1×n;
2) there exists a cu ∈ R+ that satisfies the inequality

c2
θmax

≤ cu ≤
c1
θmin

, (15)

where the coefficients c1 and c2 correspond to the inequality (5).
Then the control of the form

u(x) = (cu‖x‖r)1−µ
kD((cu‖x‖r)−1

)x, (16)

where k = yX−1 stabilizes the origin of the system (1) in a finite time for the case d(t, x) = 0 and
the settling time function is bounded as follows

T (x0) ≤ cµ2‖x0‖µr
νµ(1− β)

. (17)
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Proof of Proposition 1 According to [9] the system (1) is finite-time robustly stable with some
disturbance function d(t, x) if:

1) the following system of inequalities is feasible{
AX +XAT + by + yT bT + L+R ≤ 0,
1
νL ≥ XHµ +HµX > 0, X > 0

(18)

for some µ ∈ (0, 1], ν ∈ R+ and R ∈ Rn×n, R > 0;
2) the conrol has the form

u(V, x) = V 1−µkD(V −1)x, (19)

where V ∈ R+ : Q(V, x) = 0 and Q(V, x) presented by (9) with P = X−1;
3) the disturbance function d(t, x) satisfies the following inequality

dT (t, x)D(V −1)R−1D(V −1)d(t, x) ≤ βV −2µxTD(V −1)PLPD(V −1)x (20)

for some β ∈ (0, 1).
The settling time function estimate has the form

T (x0) ≤ V µ0
νµ(1− β)

. (21)

All proofs of function Q(V, x) compliance with the conditions C1)–C5) can be found in [9].
Let us substitute cu‖x‖r for the function V (x) in (19) and represent difference of controls as a

disturbance in the equation ẋ = Ax+ bu+ d(t, x):

d(t, x) = −b
(
V 1−µkD(V −1)− (cu‖x‖r)1−µ

kD((cu‖x‖r)−1
)
)
x =

−V 1−µbk
(
In −H

(
V

cu‖x‖r

))
D(V −1)x.

(22)

Choose the matrix R in the form

R =

(
%In−1 0

0 rnn

)
,

where %, rnn ∈ R+, % can be arbitrarily small. Then, substituting (22) into (20) and taking into
account that bTD(V −1)R−1D(V −1)b = V −2r−1

nn it is easy to obtain:

V 2−2µxTD(V −1)
(
In −H

(
V

cu‖x‖r

))
kT bTD(V −1)R−1D(V −1)bk

(
In −H

(
V

cu‖x‖r

))
D(V −1)x ≤

βV −2µxTD(V −1)PLPD(V −1)x

⇓
1
rnn

xTD(V −1)
(
In −H

(
V

cu‖x‖r

))
kT k

(
In −H

(
V

cu‖x‖r

))
D(V −1)x ≤ βxTD(V −1)PLPD(V −1)x

⇓

1
rnn

(
I −H

(
V

cu‖x‖r

))
kT k

(
I −H

(
V

cu‖x‖r

))
≤ βPLP.
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Let rnn = 1
γ kP

−1kT . In this case R = rnnbb
T +

(
%In−1 0

0 0

)
= 1

γ byX
−1yT bT +

(
%In−1 0

0 0

)
and

the first inequality in (18) is equivalent to the inequality(
AX +XAT + by + yT bT + L+

(
%In−1 0

0 0

)
by

yT bT −γX

)
≤ 0

(for given R it can be obtained from the first inequality in (18) by using Schur complement). Since
% can be chosen arbitrary small this inequality can be replaced by strong inequality (11).

Since

1

rnn
P−1/2kT kP−1/2 = γ

P−1/2kT kP−1/2

kP−1kT
= γ

sT s

ssT
≤ γIn ⇐⇒

1

rnn
kT k ≤ γP,

where s = kP−1/2, then introducing the inequality γP ≤ Z−1 (equivalent to (13) with P = X−1)
we yield (

I −H
(

V

cu‖x‖r

))
Z−1

(
I −H

(
V

cu‖x‖r

))
≤ βPLP. (23)

Let θ = V
cu‖x‖r , where θ ∈ [θmin, θmax]. Then, using Schur complement and multiplying both

sides of obtained expression by diag{P−1, I} the inequality (14) can be derived. Thus, both
conditions (18), (20) are satisfied.

On the other hand, according to (10) θ ∈
[
c1
cu
, c2cu

]
and the parameter cu should satisfy to the

inequality (15).
Finally, the settling time function can be estimated as follows

T (x0) ≤ V µ0
νµ(1− β)

≤ cµ2‖x0‖µr
νµ(1− β)

,

where V0 ∈ R+ : Q(V0, x0) = 0. �

In order to apply Proposition 1 in practice we need to solve the parametrized system of nonlinear
matrix inequalities (11)-(14) with respect to variables X , y, Z, L, θmin and θmax for a given
γ, ν ∈ R+, µ ∈ (0, 1], and β ∈ (0, 1). By fixing the value θ ∈ [θmin, θmax], the system (11)-(14)
becomes a system of LMIs, which can be solved using any suitable software (e.g. MATLAB,
YALMIP, etc.). However, the LMIs have to be checked for any θ ∈ [θmin, θmax]. Due to the
smoothness of H(θ) with respect to θ ∈ R+, this can be done on a proper grid constructed over
the interval [θmin, θmax]. The following proposition provides sufficient feasibility condition of the
inequality (14).

Proposition 2
The parametric matrix inequality (14) holds if for some µ ∈ (0, 1], β ∈ (0, 1) and θmin, θmax ∈ R+ βL XH̃ X(I −H(θi))

H̃X 1
(θi−θi−1)M̃ 0

(I −H(θi))X 0 Z

 ≥ 0, i = 1, . . . , N, (24)

ZH̃ + H̃Z ≥ M̃, M̃ > 0, (25)
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where θmin = θ0 < θ1 < · · · < θN = θmax, H̃ = diag {(n+ 1− i)µ}ni=1.
Proof of Proposition 2 Taking into account the left-hand side of the inequality (23) let us define

W (θ) = zT (I −H(θ))Z−1(I −H(θ))z for some z ∈ Rn, then

∂W
∂θ

=

(
(I −H(θ))z

1
θ
z

)T( 1
θ
(H̃Z−1 + Z−1H̃) −Z−1

−Z−1 θ2M−1

)(
(I −H(θ))z

1
θ
z

)
− zT H̃M−1H̃z,

for some M > 0.

The matrix inequality

(
1
θ (H̃Z−1 + Z−1H̃) −Z−1

−Z−1 θ2M−1

)
> 0 is equivalent to

H̃Z + ZH̃ − 1

θ
M > 0, (26)

that can be shown by using Schur complement and multiplying both sides by Z. Since θ ≥ c1
cu

the
inequality M̃ = cu

c1
M ≥ 1

θM > 0 holds. Then, according to (25) the inequality (26) holds.
In this case ∂W

∂θ ≥ −z
T H̃M−1H̃z. Integrating this inequality on interval [θi−1, θi] we obtain

W (θi−1) ≤W (θi) + (θi − θi−1)zT H̃M−1H̃z

or according to (23)

(I −H(θi))Z
−1(I −H(θi)) + (θi − θi−1)H̃M−1H̃ ≤ βPLP.

Finally, using Schur complement and multiplying both sides of obtained matrix by
diag{P−1, I, I} obtain the following inequality βL XH̃ X(I −H(θi))

H̃X c1
cu

(θi − θi−1)−1M̃ 0

(I −H(θi))X 0 Z

 ≥ 0. (27)

The value of c1
cu

for simplicity can be chosen equal to 1 since it affects only on
number N and size of the sampling step (θi − θi−1). Thus, if inequalities (24), (25) are
satisfied for all sampling steps (θi − θi−1), i = 1, . . . , N , the inequality (14) holds. �

Proposition 2 allows to solve the parametrized system of matrix inequalities (11)-(14) using the
following algorithm with fixed µ, θmin and θmax.

Algorithm 1
Initialization: p = 0, N = 1, θ0 = θmin, θN = θmax,

∑
0 = {θ0, θN}.

Loop: While the system of LMIs (11), (12), (13), (24), (25) with θi ∈
∑

p is not feasible, do∑
p+1 =

∑
p ∪
{
θi−1+θi

2

}N
i=1

with θi ∈
∑

p, N ← 2N and p← p+ 1.
For any fixed µ, ν, γ ∈ R+ the inequalities (11), (12) are feasible at least for sufficiently small

µ ∈ (0, 1] and ν ∈ R+ [13]. Moreover, it is obvious that (13), (25) are feasible and since for µ→ 0:

(I −H(θ))→ 0, then the presented algorithm always finds the required solution for sufficiently
small µ. Thus, one can always find such µ for which the system (1) is finite-time stable with control
in the form (16).
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Since in addition to solving the system of LMIs (11)-(13), (24), (25) it is necessary to satisfy
the inequality (15), a particular attention should be paid to selecting the values of the parameters
θmin, θmax. Taking into account that according to (22) d(t, x) = 0 for θ = 1 it is preferable to
choose 0 < θmin < 1 and θmax > 1 to satisfy the inequality (14). On the other hand, to fulfil the
inequality (15) it is necessary to solve the inequalities (11)-(14) with sufficiently large value of
θmax

θmin
. Thus, to select the parameters, the following strategy can be used along with Algorithm 1:

starting with θmax = θmin = 1 it is necessary to solve the system of inequalities (11)-(13), (24),
(25) using Algorithm 1 with slightly increasing the parameter θmax and/or decreasing θmin until the
inequality c2

θmax
≤ c1

θmin
is satisfied. Then the parameter cu should be chosen according to (15).

Let us make some remarks about presented control scheme:

(i) For practical implementation of the control (16) feasibility of the inequality (15) is required.
Therefore, it is necessary to estimate the coefficients c1 and c2.
To this end consider the set D = {x ∈ Rn|V (x) = 1}. Since V ∈ R+ : Q(V, x) = 0 for the
set D one can obtain xTPx = 1 and thus the following inequality holds

1

λmax(P )
≤

n∑
i=1

|xi|2 ≤
1

λmin(P )
. (28)

Hence
|xi| ≤

1

λ
1
2

min(P )
.

For P ≥ I (λmin(P ) ≥ 1) we have

‖x‖r =

(
n∑
i=1

|xi|
ρ
ri

) 1
ρ

≤

 n∑
i=1

1

λ
ρ

2ri

min(P )

 1
ρ

≤

(
n

λ
ρ

2rmax

min (P )

) 1
ρ

(29)

and for P 6≥ I (λmin(P ) < 1)

‖x‖r =

(
n∑
i=1

|xi|
ρ
ri

) 1
ρ

≤

 n∑
i=1

1

λ
ρ

2ri

min(P )

 1
ρ

≤

 n

λ
ρ

2rmin

min (P )

 1
ρ

. (30)

On the other hand, rewrite (10) for the set D:

c1‖x‖r ≤ 1 ≤ c2‖x‖r. (31)

Then basing on (29), (30) the estimation of c1 can be taken as follows

c1 = min

λ
1

2rmax

min (P )

n
1
ρ

,
λ

1
2rmin

min (P )

n
1
ρ

 . (32)

For estimation of c2 one can obtain

1

λmax(P )
≤

n∑
i=1

|xi|2 ≤
n∑
i=1

‖x‖2rir ≤ n

{
‖x‖2rmin

r , if ‖x‖r < 1,

‖x‖2rmax
r , if ‖x‖r ≥ 1,

11
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and basing on (31) the following estimation of c2 can be taken

c2 = max
{

(nλmax(P ))
1

2rmax , (nλmax(P ))
1

2rmin

}
. (33)

To get better estimations of c1 and c2, which is needed for relaxing the inequality (15), the
following procedure can be applied. Let us denote the diagonal matrix J = diag

{
1√
Pii

}n
i=1

.
Rewrite (9) and (31) in the next forms

Q(V, xJ) := xTJD(V −1)P̃D(V −1)xJ − 1,

c1‖xJ‖r ≤ 1 ≤ c2‖xJ‖r,

where xJ = J−1x and P̃ = JPJ . Note that the matrix P̃ has the values 1 on the main diagonal
and eigenvalues of P̃ are close to 1 (i.e. λmin(P̃ ) ≤ 1 and λmax(P̃ ) ≥ 1). In this case we can
obtain the estimations

c1 =
λ

1
2rmin

min (P̃ )

n
1
ρ

(34)

and
c2 =

(
nλmax(P̃ )

) 1
2rmin , (35)

which in most cases are located closer to each other (and closer to the value 1) in comparison
with (32), (33). This issue allows the inequality (15) to be relaxed.

(ii) The parameters β and ν are tuning parameters for the upperbound of the settling time of the
closed-loop system (see, the estimate (17)).

(iii) The control (16) is bounded with |u(x)| ≤ (cu‖x0‖r)1−µ
√
ξ
∑n

i=1 c
−2ri
u , where ξ ∈

R+ : kT k ≤ ξI (can be rewritten in LMI form as

(
X yT

y ξ1

)
≥ 0, ξ2I ≤ X , where ξ = ξ1

ξ2
).

Indeed,

u2(x) = (cu‖x‖r)2−2µ
xTD((cu‖x‖r)−1

)kT kD((cu‖x‖r)−1
)x ≤

ξ (cu‖x‖r)2−2µ
xTD2((cu‖x‖r)−1

)x ≤

ξ (cu‖x0‖r)2−2µ
(
1 1 · · · 1

)
D2(c−1

u )
(
1 1 · · · 1

)T
=ξ (cu‖x0‖r)2−2µ∑n

i=1 c
−2ri
u

It is easy to see, if µ = 1 then the control (16) is globally bounded by
√
ξ
∑n

i=1 c
−2ri
u .

For µ ∈ (0, 1) the control (16) is continuous in the state variable x. If µ→ 0 then the
feedback (16) becomes a linear u = kx. If µ = 1 the control is discontinuous at the origin
and continuous outside. For practical realization of the control, the discontinuous feedback
law can be replaced with a high-gain linear feedback if the system state is close to the origin
as in [13].

(iv) The presented analysis can be performed for other control laws where instead of the
homogeneous norm in (16) another positive homogeneous function of degree 1 is used. Search
of such functions, for which the inequalities (14), (15) become less conservative, may be one
of the directions of future research.
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(v) In comparison with the results of the work [13] the control (16) does not require any additional
computational power for on-line computation of the ILF value at the current state. This issue
significantly simplifies the practical realization of the developed finite-time control scheme.

The system (1) with the control (16) is r-homogeneous of degree −µ with the vector of weights
r = (1 + (n− 1)µ, 1 + (n− 2)µ, ..., 1)T . Indeed, since homogeneous norm is r-homogeneous of
degree 1, i.e. ‖D(λ)x‖r = λ‖x‖r:

u(D(λ)x) = (cu‖D(λ)x‖r)1−µkD((cu‖D(λ)x‖r)−1)D(λ)x =

λ1−µ‖x‖rkD(λ−1(cu‖x‖r)−1)D(λ)x = λ1−µu(x)

and AD(λ)x+Bu(D(λ)x) = λ−µD(λ)(Ax+Bu(x)). Thus, following [21] the closed-loop
system is robust with respect to measurement noises and exogenous perturbations.

If the system (1) has additional disturbances d, then obtained result can be easily extended.
Theorem 5
If the following statements hold:

1) the system of matrix inequalities (12), (13) is feasible with(
ε
(
AX +XAT + by + yT bT

)
+ L1 by

yT bT −γX

)
< 0, (36)

(
β1L X(I −H(θ))

(I −H(θ))X Z

)
≥ 0, ∀θ ∈ [θmin, θmax] , (37)

(1− ε)
(
AX +XAT + by + yT bT

)
+ L2 + δI ≤ 0, (38)

L1 > 0, L2 ≥ αX (39)

for some µ ∈ (0, 1], ε ∈ (0, 1), β1 ∈ (0, 1), α, γ, ν, δ, θmin, θmax ∈ R+, X ∈ Rn×n, y ∈ R1×n;
2) there exists a cu ∈ R+ that satisfies the inequality (15);
3) the disturbance function d(t, x) satisfies the following inequality

dT (t, x)D2
(

(c1‖x‖r)−1
)
d(t, x) ≤ β2δα (c2‖x‖r)−2µ

, (40)

where β2 ∈ (0, 1).
Then the control of the form (16) stabilizes the origin of the system (1) in a finite time and the
settling time function is bounded as follows

T (x0) ≤ cµ2‖x0‖µr
νµ(2− β1 − β2)

.

The proof of the theorem is omitted since it repeats the arguments given for Proposition 1. The
numeric procedure presented in Proposition 2 can also be adapted to the conditions of Theorem 5.

The inequality (40), that restricts the system disturbances, is presented in not appropriate form
for practice. Since the inequality (40) is explicitly rewritten form of (20), then we can use the result
of Proposition 16 in [9]:
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Proposition 3
Let X ∈ Rn×n be a solution of the system (12), (13), (36)-(39) with P = X−1. If

d2
i (t, x) ≤ αδβ2i

{ (
λmin(P )xTx

)1+(n−i−1)µ
if xTPx ≤ 1,(

λmin(P )xTx
) 1+(n−i−1)µ

1+(n−1)µ if xTPx > 1,
(41)

for some β2i ∈ R+ : β2 = β21
+ . . .+ β2n < 1 then the inequality (40) holds.

In the next section, it is shown by numerical simulation that for obtained control the convergence
rate may be slower compared to the result of [13]. To accelerate the convergence rate one can refer
to results of the papers [23], [24], [25]. The following corollary is proved in a way similar to [25].

Corollary 2
For λ ≥ 1 and N = diag{λ1−i}ni=1 the control

uλ(x) = λn(c‖Nx‖r)1−µkD
(
(c‖Nx‖r)−1

)
Nx, (42)

stabilizes the system (1) in a finite time with the settling time function not exceeding T c̄µ2
cµ2λ

, where
c2 corresponds to (33) and

c̄2 = max
{(
nλmax(P̄ )

) 1
2rmax ,

(
nλmax(P̄ )

) 1
2rmin

}
(43)

for P̄ = NPN .
Proof of Corollary 2
Consider the system (1) with the control uλ(x) for d(t, x) = 0

ẋ = Ax+ buλ(x) = AN−1Nx+ λnb(c‖Nx‖r)1−µkD
(
(c‖Nx‖r)−1

)
Nx =

λN−1ANx+ λN−1b(c‖Nx‖r)1−µkD
(
(c‖Nx‖r)−1

)
Nx,

then for z = Nx we obtain
ż = λ[Az + bu(z)]. (44)

The system (44) is finite-time stable since Zλ(t, z0) = Z(λt, z0), where Zλ(t, z0) is a solution
of (44) and Z(λt, z0) is a solution of the system ż = Az + bu(z). Then the settling time function is
bounded by Tz ≤ V µz0

νµ(1−β)λ
−1, where Vz corresponds to the following equation

zTD(V −1
z )PD(V −1

z )z = 1.

Rewrite this equation as xTD(V −1
z )P̄D(V −1

z )x = 1 and obtain the estimation (43) for the inequality
Vz ≤ c̄2‖x‖r.

Thus, the settling time function is bounded by Tz ≤
V µz0

νµ(1−β)λ
−1 ≤ c̄µ2 ‖x0‖µr

νµ(1−β)λ
−1 = T

c̄µ2
cµ2λ

. �

The same result can be obtained for the case d(t, x) 6= 0.

6. NUMERICAL EXAMPLE

Consider the system (1) for n = 3 in the disturbance free case (d(t, x) = 0). By applying Algorithm
1 for µ = 0.2, ρ = 2(1 + (n− 1)µ) = 2.8, γ = 1, ν = 0.0035, θmin = 0.19 and θmax = 2.1 we
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obtain the next values of the matrix P ∈ R3×3 and the vector k ∈ R1×3

P =

0.0431 0.1337 0.1437

0.1337 0.5822 0.6116

0.1437 0.6116 1.7141

 ,

k =
(
−0.1103 −0.5461 −0.9999

)
.

The solution of the system (11)-(13), (24), (25) was performed using the MATLAB and YALMIP
software with N = 32 and sampling step (θi − θi−1) = 0.0597, i = 1, . . . , N .

Taking into account estimations of the coefficients c1 and c2 (34), (35) we can select c1 = 0.2604,
c2 = 2.6455 and coefficient cu due to (15) should satisfy the following expression

1.3703 ≥ cu ≥ 1.2598.

Numerical simulations have been done using the coefficient cu = 1.27 and following initial
conditions x1(0) = 5, x2(0) = −6, x3(0) = 2. The simulation results are shown in Fig. 1, Fig. 2.

Figure 1. Transients of the system states for the finite-time control

Figure 2. The system input u

In order to compare the obtained results with control algorithm (19) presented in [13] the
corresponding numerical simulations have been done using the same values of x0, P , k, µ. The
simulations results are shown in Fig. 3, Fig. 4.

The simulations results with the control (42) for the same parameter set and λ = 5 are shown in
Fig. 5, Fig. 6. The convergence rate is accelerated by cµ2λ

c̄µ2
= 6.8743 times.

15
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Figure 3. Transients of the system states for the finite-time control (19)

Figure 4. The system input u for the finite-time control presented in [13]

Figure 5. Transients of the system states for the finite-time control (42)

Figure 6. The system input u for accelerated control in the form (42)

Consider the system (1) for n = 3 in the case of matched disturbances with d1(t, x) = d2(t, x) =

0, d3(t, x) = 0.25 sin(|x1|0.5). The parameters of the control (16) were selected solving the LMI

16
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system (12), (13), (36)-(39) for µ = 0.1, ρ = 2(1 + (n− 1)µ) = 2.4, ε = 0.64, δ = 15.5, α = 0.33,
γ = 5.6, ν = 0.0644, θmin = 0.19, θmax = 2.1, N = 32 and (θi − θi−1) = 0.0597, i = 1, . . . , N :

P =

0.4367 0.3588 0.1016

0.3588 0.4322 0.1195

0.1016 0.1195 0.0896

 ,

k =
(
−5.5319 −7.5081 −3.7437

)
.

It is easy to check the disturbance function d(t, x) satisfies the inequality (41). For c1 = 0.2566 and
c2 = 2.6309 the parameter cu should satisfy

1.3506 ≥ cu ≥ 1.2528.

The simulation results with cu = 1.3 are shown in Fig. 7, Fig. 8. The simulation results for
accelerated convergence rate with λ = 5 are shown in Fig. 9, Fig. 10.

Figure 7. Transients of the system states for the finite-time control

Figure 8. The system input u

7. CONCLUSION

The paper presents control algorithm for finite-time stabilization of the system (1). The control
design procedure is based on application of the ILF method and some properties of homogeneous
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Figure 9. Transients of the system states for the finite-time control (42)

Figure 10. The system input u for accelerated control in the form (42)

systems. Tuning of control parameters is presented in the form of linear matrix inequalities.
Numerical example demonstrates the effectiveness of proposed control.

This work is an extension of the paper [13] and in comparison with it the obtained control u does
not require on-line procedure for computation of the ILF value at the current state. This issue allows
the practical realization of the control scheme to be simplified.

There are many possible directions for further research. For instance, studying robustness with
respect to delays or extension of the present result for MIMO and nonlinear systems, extension to
the case of output stabilization based on using of finite-time observers (for example, [7], [22]), etc.
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