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Abstract—Simultaneous Localization And Mapping (SLAM) is one of the major bricks needed to build truly autonomous mobile robots. The probabilistic formulation of SLAM is based on two models: the motion model and the observation model. In practice, these models, together with the SLAM map representation, do not model perfectly the robot’s real dynamics, the sensor measurement errors and the environment. Consequently, systematic errors affect SLAM estimations.

In this paper, we propose two approaches to predict corrections to be applied to SLAM estimations. Both are based on the Ensemble Multilayer Perceptron model. The first approach uses successive estimated poses to predict the errors, with no assumptions on the underlying SLAM process or sensor used. The second method is specific to 2D likelihood SLAM approaches, thus, the likelihood distributions are used to predict the corrections, making this second approach independent of the sensor used. We also build a hybrid correction module based on successive estimated poses and the likelihood distributions.

The validity of both approaches is evaluated through two experiments using different evaluation metrics and sensor configurations.

I. INTRODUCTION

SLAM simultaneously estimates a mobile robot’s pose (position and orientation) and incrementally builds a map of its surroundings.

The theoretical formulation of the SLAM concept led to establishing a solution that is subdivided into two recursive steps. The first is the time update step, where the state is propagated over an elapsed time using a motion model in order to build a prediction. The second step, the measurement update, consists in integrating the sensor observations into the prediction through an observation model in order to compute an estimation.

Due to the non-linearity of the SLAM solution, SLAM methods suffer from systematic errors related to the linearization of its models. Work on overcoming these errors has been carried out, but has usually focused on assisting KF-like based SLAM approaches. In contrast, we aim to improve the accuracy by estimating a correction to be applied to the SLAM output based on relevant information available from the SLAM algorithm.

In this paper, we propose two approaches. The first approach is designed for 2D SLAM methods, i.e. independently of the underlying SLAM process and sensor used, where we aim to reduce the errors due to the approximations in dynamic modeling. The second approach is designed to handle errors related to the SLAM map model and the sensor measurement errors based on likelihood distributions, which makes it suitable for 2D Likelihood SLAM methods (i.e. no assumptions on the sensor used). Both approaches are based on the Ensemble Multilayer Perceptron (EMLP) which is a Supervised Artificial Neural Network model. In such a model, an off-line learning phase is required to build an operational model. Once the model has been built, it can be used for correction prediction with negligible execution time.

The rest of this paper is organized as follows: Section II presents methods from the state-of-the-art to overcome systematic SLAM errors. Section III highlights the impact of errors on incremental localization methods and motivates our evaluation metric choice. Section IV presents our methods to predict corrections for 2D SLAM approaches and 2D Maximum Likelihood SLAM approaches. Finally, Section V presents the results of our experiments and we conclude by giving some perspectives in Section VI.

II. STATE OF THE ART

In its probabilistic form [1][2], the SLAM problem is solved via two recursive steps. The first solutions were based on Kalman Filtering (KF) and KF-like processes. The Kalman Filter [3] assumes a linear motion and observation models together with Gaussian error distributions. In spite of the validity of the process to solve SLAM, the performances obtained deteriorate rapidly because of the linearity of the models, which does not reflect the reality.

To overcome these issues, the filter was extended to non-linear models by approximating them using first order Taylor expansion, which results in the well known Extended Kalman Filter (EKF) [4]. Then, the Unscented Kalman Filter (UKF) [5] uses a set of well defined candidates (named sigmas) around the predicted position which allows us to avoid calculating the Jacobian matrices.

The Particle Filter (PF)-based SLAM [6][7][8] uses a large set of candidates (particles) in order to cover all the possibilities in the navigation space.

To improve the accuracy of SLAM algorithms, the authors of [9][10] combine more robust algorithms and apply a bundle adjustment to refine the estimations of an on-line SLAM approach which gives less accurate results. Another possibility
is to use other sensor information, such as in [11][12] where visual data are mainly used to propagate the estimations more frequently; the estimations are then refined using laser data.

Another line of research aims to improve SLAM accuracy by considering the errors due to the model’s linearization. Indeed, [13] includes a measurement noise estimator to assist the SLAM algorithm which is based on an Extended Kalman Filter. M. Choi et al. [14] use a neural network aided Extended Kalman filter in order to perform SLAM. The Kalman Filter is used for both the estimation of the mobile robot state and the learning of the neural network weights. The same approach was extended by using another type of neural network in [15]. Similar work is presented in [16] and [17] where they both propose to enhance filter-based SLAM with neural networks. K. Choi et al. [16] use a Multilayer Perceptron (MLP) neural network with an EKF-SLAM. In contrast, Panah et al. [17] use a Radial Basis Function (RBF) neural network together with a UKF-SLAM approach.

However, the experiments in these papers are validated only on simulation data and are dedicated exclusively to KF-like SLAM approaches.

Similar approaches, which couple neural networks to KF, were proposed to Fuse INS with GPS data [18][19][20][21]. In [20] the neural network was mainly used to predict INS errors when GPS is not available. The KF performs the fusion of INS with GPS or INS with the predicted correction when there is no GPS information available. Although such an approach is interesting, it has a major drawback in that the predicted errors are re-injected as inputs for the next error prediction, which results in a system which amplifies the errors caused by prediction and leads the whole approach to diverge, as can be seen in the experiments.

In this paper, we propose two approaches to predict systematic errors affecting SLAM estimations. The first approach is suitable for 2D SLAM approaches independently of the underlying estimation process and sensor used. The second approach is suitable for 2D Maximum Likelihood SLAM techniques independently of the sensor used. Both approaches are based on Ensemble MLP neural network models and make use of relevant information available from SLAM without additional processing.

III. ERROR PROPAGATION AND SLAM EVALUATION

A review of localization approaches, specifically those based on SLAM, highlights the difficulty of evaluating the reliability of the method in large-scale environments.

Measuring the drift by comparing the estimated localization with the ground truth could be fair when using a global positioning approach. This, however, is not the case for raw SLAM approaches (i.e. based only on exteroceptive sensors data and without a GNSS receiver) which operate in an incremental way. Indeed, the models used in SLAM algorithms (e.g. the non-linearity of motion and observation models in KF-based SLAM approaches, or discretization and map representation for grid-based SLAM approaches), which are largely induced by angular errors, have a strong impact on the divergence of the global localization. The impact of linear and angular drifts is illustrated in Figure 1.

Burgard et al. [22] and Kummerle et al. [23] compare SLAM approaches and measure their accuracy based on differences in relative poses. For this purpose the data has to be synchronized and must have a high level of accuracy. Making use of the same metrics, Geiger et al. [24] perform the comparison at fixed travel lengths, which reduces the reliance on the synchronization and accuracy of the ground truth. However, measuring errors at the frame level allows us to isolate errors at the frame where they occur. Consequently, this metric is more convenient for building the correction prediction that we present in Section IV.

Navigation in a 2D space implies a state vector \( \mathbf{x}_t \) comprising the position \((x_t, y_t)\) and the heading \(\theta_t\) at the current time \(t\). Thus the drift affecting the localization estimation could be due to errors in position and/or in heading.

In practice, considering errors on each axis independently (i.e. the error \(\epsilon_{x_t}\) which affects the position following the \(x\) axis independently of the error \(\epsilon_{y_t}\) on the \(y\) axis) implicitly involves a high correlation to the heading and its errors in both position components. In contrast, by considering linear-displacement errors \(\epsilon_{d_t}\) independently of the angular errors \(\epsilon_{\theta_t}\), reduces the correlation.

We choose to use similar metrics to those in [23], however, we separate translation errors from angular errors (as proposed in [24], but we apply it at the frame level), which results in two elementary values, \((\epsilon_{d_t}, \epsilon_{\theta_t})\) respectively, instead of combining them into a single measure. Let \(\delta_{t,t-1} = \mathbf{x}_t \odot \mathbf{x}_{t-1}\) be the relative transformation which transforms the ground truth pose \(\mathbf{x}_t\) into \(\mathbf{x}_{t-1}\) by means of the inverse operator of the standard motion composition \(\odot\), and accordingly for the estimated SLAM path \(\hat{\delta}_{t,t-1} = \hat{x}_t \odot \hat{x}_{t-1}\), where \(\mathbf{x}_t\) denotes the ground truth pose and \(\hat{x}_t\) the estimated pose.

Fig. 1. Impact of linear and angular drift on incremental localization approaches. In green, the ground truth of trajectory. Below, examples of linear and angular drift (red arrow) occurring at different levels on the estimated path.
\[ \epsilon_{dt} = \text{lin}(\delta_{t,t-1} \oplus \hat{\delta}_{t,t-1}) \]  
\[ \epsilon_{\theta t} = \text{rot}(\delta_{t,t-1} \oplus \hat{\delta}_{t,t-1}) \]  

where \( \text{lin}(\cdot) \) and \( \text{rot}(\cdot) \) are used to separate the relative translational and rotational components respectively.

IV. SLAM CORRECTION PREDICTION

Predicting systematic errors affecting SLAM estimations requires isolating these errors at the same frame where they occur. Our approach predicts a correction that we systematically apply to the output of SLAM in order to reduce the raw SLAM estimation errors. The general block diagram of SLAM together with the correction estimation is illustrated in Figure 2.

![Figure 2](image)

**Fig. 2.** Block diagram of Correction Prediction algorithm together with SLAM

The corrected estimation \( \hat{x}'_t \) is calculated using Equation 3 by combining the raw SLAM estimation \( \hat{x}_t \) and the predicted correction \( \hat{\epsilon}_t \).

\[ \hat{x}'_t = \hat{x}_t \oplus \hat{\epsilon}_t \]  

Our approach relies on an Ensemble MLP model [25][26] to predict the corrections \( \hat{\epsilon}_t \). In such a model, an off-line training phase is required to build an operational model. Once the model has been built, it can be used for correction prediction with negligible execution time. The important feature of Artificial Neural Networks (ANN) comes from their ability to learn, memorize and map relations for a set of inputs to expected outputs [27].

We use two kinds of information available from the SLAM process: 1. Successive estimated poses (c.f. Section IV-B). 2. The likelihood distribution (c.f. Section IV-C).

Accordingly, the Correction Prediction Module is denoted:

- \(+dS\) when using successive SLAM poses as input.
- \(+ML\) when using the likelihood distribution information.
- \(+dSML\) when the correction prediction involves both successive SLAM poses and the likelihood distribution.

Consequently, depending on the information exploited, our approach could be suitable for 2D SLAM techniques or for Maximum Likelihood SLAM approaches.

A. The Artificial Neural Network Model

An Ensemble MLP [27][25] network is formed of multiple MLP models organized in parallel with their respective outputs combined in order to produce an improved model [26]. Assuming that each MLP model may make different errors, the idea is to pool together the results from all the MLP models to find a composite system that outperforms any individual (base) MLP. In contrast to MLP, Ensembles solve local minima and parameter selection for optimal performance.

Moreover, the architecture of our model is of the form:

\[ \xi \times [I \times \lambda \times 2] \]

where the number 2 refers to the number of outputs (i.e. predicted translation and rotation error components), \( \lambda \) is the number of neurons in the hidden layer, \( \xi \) the size of the Ensemble (i.e. the number of individual MLPs in the network), and \( I \) denotes the number of inputs which depends on the information used to feed the model. The parameters \( \lambda \) and \( \xi \) are both determined experimentally.

B. Correction Prediction for 2D SLAM

Consecutive pose estimations provide information about the velocity profile of the mobile robot, and more specifically about the small oscillations that are mainly due to the linearization and/or discretization of the observation model. Taking the example of a 2D SLAM approach which uses a grid map, such as PML-SLAM [28], the estimated path alternately deviates (oscillating) from the real path. These oscillations are directly related to the measurement errors affecting the sensor observation and the discretization of the map. Consequently, this affects the probability of making an observation given a specific position on the environment map, which represents the measurement model.

Furthermore, the sign and the amplitude of errors on heading and linear displacement may change according to the velocity profile. For example, we observed that the heading error is amplified during a turning maneuver. In addition, the sign of heading errors changes according to the direction in which the turn is made. These errors are induced from the motion model, which describes a probability of a displacement when applying a command input given the previous pose. Therefore, the amplitude and sign of errors are related to the dynamic modeling considered in the motion model.

Our approach to predict linear and angular drifts \( (\hat{\epsilon}_{dt}, \hat{\epsilon}_{\theta t}) \) makes use of a limited number \( n \) of the previous raw SLAM displacements \( \{\delta_{t,t-1}, \hat{\delta}_{t-1,t-2}, \delta_{t-2,t-3}, \ldots\} \) where each displacement \( \delta_{t,t-1} \) is represented by two components \( \{\text{lin}(\hat{\delta}_{t,t-1}), \text{rot}(\hat{\delta}_{t,t-1})\} \). Therefore, \( I = 2 \times n \) with \( n \) determined experimentally.

C. Correction Prediction for 2D Likelihood SLAM

Likelihood SLAM approaches incorporate the sensor observations in pose estimation by finding the candidate which maximizes the likelihood probability of an observation on the map. This is done by exploring the candidate space in which the robot evolves (i.e. the map seen from a given pose).

The likelihood distribution over candidate space reflects how distinctive (Figure 3(b)) and how ambiguous (Figure 3(c)) the situation could be for the SLAM algorithm. Some examples of the likelihood distributions from PML-SLAM [28] implementation are illustrated in Figure 3.
For these reasons, we transform the full likelihood distribution leads the ANN model from processing the useful information.

... of the three pose components and the likelihood probability). For this reason, we represent the best likelihood probability over all orientation values at a given position.

In Figure 3(b) the distribution clearly suggests a unique maximum with a significant difference over the entire candidate area. However, depending on the environment map, the velocity profile and the likelihood measure, the likelihood distribution shape changes (cf. Figure 3(a)). Thus, the simple choice of the pose which maximizes the likelihood over the distribution is subject to errors. These errors are induced by the approximations in the observation model, the map representation, and the observation measurement errors. In contrast, in Figure 3(c) the distribution indicates the presence of the mobile robot in a corridor scenario where multiple solutions could be possible. Hence, the simple choice of the candidate that has the maximum score may not indicate the real position.

The likelihood distributions could contain important information about the estimated pose uncertainty involved in the Maximum Likelihood process. In our work, we aim to exploit this information to predict a correction for Likelihood 2D SLAM approaches. For this purpose, and in order to use the maximum amount of information, we use the full likelihood distribution which is expressed in a 4D space (i.e. composed of the three pose components and the likelihood probability). However, this will include a lot of useless information which, on the one hand, involves extra training time because of the important length of the input vector and, on the other hand, misleads the ANN model from processing the useful information. For these reasons, we transform the full likelihood distribution to another space by applying Principal Component Analysis (PCA) [29][30] on its probability values. This transformation leads to re-projecting the likelihood probabilities in another space of the same dimension as the initial one, except that the relevant information in the new space (i.e. PCA space) could be reconstructed from a smaller number of axes. Therefore, the information size is reduced to the number of relevant axes in the PCA space.

In practice, taking the example of a 2D likelihood SLAM approach, such as PML-SLAM [28], the candidate space is naturally discretized because of the map representation and the likelihood process. The approach explores an area of 13 candidate positions, each of which is associated to 65 possible heading angles, which results in a total of 845 candidates. Applying PCA leads to transforming the full likelihood distribution from the space of the 845 dimensions to another space of the same size but where the relevant information could be reconstructed through only 24 components. Therefore, the input size of the corresponding correction model $I = 24$.

D. Correction Prediction for 2D Likelihood SLAM: a Second Method

The information presented in subsection IV-B is generic and so it can be used together with the likelihood distribution to build another correction prediction model suitable for 2D Likelihood SLAM approaches. The input vector will be the sum of the previous displacements together with the reduced full likelihood distribution transformed into PCA space.

V. DATASETS, EXPERIMENTS AND RESULTS

A. Datasets

Our approach is based on supervised machine learning, which means an off-line learning phase is required to build an operational model. Several datasets suited to SLAM benchmarking are available on-line. Bresson et al. [31] give a summary of existing benchmarks. We chose to work mainly with the KITTI dataset [32] to train our models. In addition, we test the models on data acquired using our platforms (see Figure 4).

![VEDECOM Institute experimental platform. The car is equipped with 5 IBEO-Lux laser scanners with a high resolution IMU fused with an RTK-GPS receiver.](image-url)
The KITTI dataset covers a variety of scenarios mainly collected in urban environments. In addition, the ground truth is synchronized and of high accuracy. It initially contains a total of 54 sequences sorted according to the categories: city, residential and road environments. We eliminate 4 tracks after analyzing the ground truth quality, we choose 4 tracks randomly for testing, and we keep 46 sequences for training. The names of the eliminated tracks are: city: 2011 09 26 drive 0013 sync; city: 2011 09 26 drive 0093 sync; road: 2011 10 03 drive 0042 sync; road: 2011 10 03 drive 0047 sync.

The selected Test sequences from the KITTI dataset are named as follows: {city: 2011 09 26 drive 0117 sync, residential: 2011 09 26 drive 0064 sync, residential: 2011 09 30 drive 0020 sync, road: 2011 09 29 drive 0004 sync, } that we tag from Track 1 to 4 respectively.

Then, in order to validate our approach under realistic and more complex conditions where the underlying sensor characteristics are different (i.e. the resolution and the frequency), we acquire data from a circuit around Bordeaux Lake (France) which covers different types of scenarios in urban and peri-urban environments with a travel length of about 9km. We use a car equipped with five IBEO-Lux sensors deployed to cover a 360° field of view around the vehicle.

A clear statistical overview of the datasets used in both training and in the experiments is given in Table I.

<table>
<thead>
<tr>
<th>dataset</th>
<th>KITTI</th>
<th>KITTI</th>
<th>Bordeaux circuit</th>
</tr>
</thead>
<tbody>
<tr>
<td>purpose</td>
<td>training</td>
<td>test</td>
<td>validation</td>
</tr>
<tr>
<td>number of frames</td>
<td>17372</td>
<td>2673</td>
<td>23677</td>
</tr>
<tr>
<td>length</td>
<td>≈ 13.8 km</td>
<td>≈ 2.24 km</td>
<td>≈ 9 km</td>
</tr>
</tbody>
</table>

For the KITTI dataset we perform a horizontal cut in the 3D laser data in order to simulate a 2D Laser-sensor to be adapted as input to the SLAM implementation used in our experiments.

We use the PML-SLAM [28] implementation which is a 2D Maximum Likelihood SLAM approach based on laser data that uses a grid map representation. Using this approach, we are able to compare the different models as the underlying SLAM implementation is the same.

B. Experiments

The models are trained on the 46 tracks extracted from the KITTI dataset. The validation of our approach is tested through two test scenarios:

1. The first experiment is based on KITTI dataset test tracks. We compare the performances obtained using the different Correction Prediction modules presented in this article. Moreover, we use this experiment to find the best parameters (i.e. λ and ζ) of the correction prediction model.

2. The second experiment is based on the Bordeaux Circuit using the validated parameters from the first experiment. The challenges arising from the test are multiple: the data are collected using our platforms and thus the underlying sensor characteristics are different. In addition, the environment is more complex and the driving conditions are different.

C. Results and Discussion

The results obtained from the first experiment on the KITTI test tracks are illustrated independently for each track. Table II illustrates errors on KITTI test track 1, Table III shows errors on test track 2, Table IV shows errors on track 3 and Table V for the KITTI test track 4.

Each table is divided into two parts, the upper part details linear displacement errors $\epsilon_d$ expressed in cm, while the lower part gives the angular component of the error $\epsilon_\theta$, expressed in degrees.

<table>
<thead>
<tr>
<th>$\text{ln(cm)}$</th>
<th>MAE</th>
<th>RMSE</th>
<th>MSD</th>
<th>NMAE</th>
<th>NRMSE</th>
<th>dMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLAM</td>
<td>1.78</td>
<td>2.38</td>
<td>-0.13</td>
<td>79.28%</td>
<td>81.66%</td>
<td>-0.109</td>
</tr>
<tr>
<td>+dS</td>
<td>1.41</td>
<td>1.94</td>
<td>0.021</td>
<td>91.39%</td>
<td>91.74%</td>
<td>-0.1296</td>
</tr>
<tr>
<td>+ML</td>
<td>1.63</td>
<td>2.18</td>
<td>0.0004</td>
<td>77.84%</td>
<td>81.80%</td>
<td>-0.045</td>
</tr>
<tr>
<td>+dSML</td>
<td>1.39</td>
<td>1.94</td>
<td>-0.085</td>
<td>96.46%</td>
<td>96.67%</td>
<td>+0.037</td>
</tr>
<tr>
<td>$\text{rot(°)}$</td>
<td>MAE</td>
<td>RMSE</td>
<td>MSD</td>
<td>NMAE</td>
<td>NRMSE</td>
<td>dMSE</td>
</tr>
<tr>
<td>SLAM</td>
<td>0.043</td>
<td>0.055</td>
<td>-0.004</td>
<td>96.46%</td>
<td>96.67%</td>
<td>+0.037</td>
</tr>
<tr>
<td>+dS</td>
<td>0.041</td>
<td>0.053</td>
<td>0.041</td>
<td>91.63%</td>
<td>91.63%</td>
<td>+0.035</td>
</tr>
<tr>
<td>+ML</td>
<td>0.039</td>
<td>0.051</td>
<td>0.039</td>
<td>92.14%</td>
<td>92.14%</td>
<td>-0.045</td>
</tr>
<tr>
<td>+dSML</td>
<td>0.038</td>
<td>0.049</td>
<td>0.038</td>
<td>91.27%</td>
<td>90.36%</td>
<td>+0.034</td>
</tr>
</tbody>
</table>

The tables illustrate different error measures: the Mean Absolute Error (MAE), which expresses the mean value of the disagreement between the estimations and the ground truth. The Mean Signed Error (MSE) which expresses the deviation of the estimator errors from zero (i.e. around which point the estimator errors are centered), the Root Mean Squared Error (RMSE) which expresses the mean standard deviation between the estimated values and the ground truth. The Normalized Mean Absolute Error (NMAE) and the Normalized Root Mean Squared Error (NRMSE) are normalized to the corresponding errors of the raw SLAM on the same track. This gives a percentage of the improvement made by the Correction
TABLE IV
ERRORS TABLE SHOWING PERFORMANCES OBTAINED USING DIFFERENT MODULES ON KITTI TEST TRACK 3 (2011 09 30 DRIVE 0020).

<table>
<thead>
<tr>
<th>(cm)</th>
<th>MAE</th>
<th>RMSE</th>
<th>MSD</th>
<th>NMAE</th>
<th>NRMSE</th>
<th>dMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLAM</td>
<td>2.01</td>
<td>2.61</td>
<td>-1.166</td>
<td>93.08%</td>
<td>92.11%</td>
<td>-0.783</td>
</tr>
<tr>
<td>+dS</td>
<td>1.87</td>
<td>2.40</td>
<td>-0.383</td>
<td>87.12%</td>
<td>86.85%</td>
<td>-0.784</td>
</tr>
<tr>
<td>+ML</td>
<td>1.75</td>
<td>2.27</td>
<td>-0.382</td>
<td>82.02%</td>
<td>82.52%</td>
<td>-1</td>
</tr>
<tr>
<td>+dSML</td>
<td>1.64</td>
<td>2.15</td>
<td>-0.166</td>
<td>82.02%</td>
<td>82.52%</td>
<td>-1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(°)</th>
<th>MAE</th>
<th>RMSE</th>
<th>MSD</th>
<th>NMAE</th>
<th>NRMSE</th>
<th>dMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLAM</td>
<td>0.056</td>
<td>0.083</td>
<td>-0.008</td>
<td>99.65%</td>
<td>99.52%</td>
<td>+0.047</td>
</tr>
<tr>
<td>+dS</td>
<td>0.055</td>
<td>0.082</td>
<td>0.055</td>
<td>102.01%</td>
<td>101.97%</td>
<td>+0.049</td>
</tr>
<tr>
<td>+ML</td>
<td>0.057</td>
<td>0.083</td>
<td>0.057</td>
<td>101.07%</td>
<td>101.59%</td>
<td>+0.048</td>
</tr>
<tr>
<td>+dSML</td>
<td>0.056</td>
<td>0.084</td>
<td>0.056</td>
<td>101.07%</td>
<td>101.59%</td>
<td>+0.048</td>
</tr>
</tbody>
</table>

TABLE V
ERRORS TABLE SHOWING PERFORMANCES OBTAINED USING DIFFERENT MODULES ON KITTI TEST TRACK 4 (2011 09 29 DRIVE 0004).

<table>
<thead>
<tr>
<th>(cm)</th>
<th>MAE</th>
<th>RMSE</th>
<th>MSD</th>
<th>NMAE</th>
<th>NRMSE</th>
<th>dMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLAM</td>
<td>1.30</td>
<td>1.62</td>
<td>0.163</td>
<td>76.29%</td>
<td>77.07%</td>
<td>+0.051</td>
</tr>
<tr>
<td>+dS</td>
<td>0.99</td>
<td>1.25</td>
<td>0.156</td>
<td>96.95%</td>
<td>96.69%</td>
<td>+0.3</td>
</tr>
<tr>
<td>+ML</td>
<td>1.26</td>
<td>1.57</td>
<td>0.405</td>
<td>69.00%</td>
<td>69.69%</td>
<td>+0.02</td>
</tr>
<tr>
<td>+dSML</td>
<td>0.89</td>
<td>1.13</td>
<td>0.125</td>
<td>87.23%</td>
<td>87.52%</td>
<td>+0.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(°)</th>
<th>MAE</th>
<th>RMSE</th>
<th>MSD</th>
<th>NMAE</th>
<th>NRMSE</th>
<th>dMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLAM</td>
<td>0.036</td>
<td>0.044</td>
<td>-0.004</td>
<td>95.24%</td>
<td>95.83%</td>
<td>+0.03</td>
</tr>
<tr>
<td>+dS</td>
<td>0.034</td>
<td>0.042</td>
<td>0.034</td>
<td>86.87%</td>
<td>87.37%</td>
<td>+0.027</td>
</tr>
<tr>
<td>+ML</td>
<td>0.031</td>
<td>0.038</td>
<td>0.031</td>
<td>87.23%</td>
<td>87.52%</td>
<td>+0.027</td>
</tr>
<tr>
<td>+dSML</td>
<td>0.031</td>
<td>0.038</td>
<td>0.031</td>
<td>87.23%</td>
<td>87.52%</td>
<td>+0.027</td>
</tr>
</tbody>
</table>

Module on each error measure. The lower the percentage is, the better the Correction Prediction Module is. Moreover, the difference of the absolute mean signed deviation (dMSD) shows the amplification / reduction of the general estimator bias after applying the corrections. It is calculated as the MSD of the rectified SLAM minus the MSD of raw SLAM. Thus, a negative value sign means that correction prediction reduces the bias, while a positive one means that a more important bias affects the estimation after applying the corrections.

Based on the NRMSE and MAE measures, we clearly see that the correction module enhances the accuracy of SLAM estimations. Furthermore, the SLAM+dSML module generally performs better than the other Correction Predictors.

The NMAE measure shows that error amplitudes generally become smaller, from 7% to 30% attenuation on the amplitude of linear displacement error and from 4% to 9% attenuation on the amplitude of heading errors using Correction Prediction rather than raw SLAM.

Based on the MSE metric, the center of the linear errors when using the corrections of the proposed approach is slightly closer to zero. This desirable effect means that by using the correction module, linear drift is better centered on zero. Conversely, the correction brings the angular errors center slightly farther from zero. The main reason for this behavior is the unbalanced training dataset in terms of drift scenarios.

Moreover, we can observe from Table IV that corrections based on the likelihood distribution induce a slightly amplified heading error. This could be due to the absence of a similar scenario in the training dataset.

The global path of PML-SLAM, the SLAM+dSML (i.e. SLAM with correction prediction based on successive SLAM poses and likelihood distribution) path and the ground truth path, are illustrated in Figures 5 and 6.

The path of rectified SLAM using the correction prediction is almost superimposed on the ground truth path in Figure 5 and Figure 6(c). Furthermore, in Figure 6(b), the rectified path and the endpoint of the rectified path are closer to the ground truth path and endpoint than the path estimated by raw SLAM. In contrast, in Figure 6(a) the raw SLAM final endpoint is closer to the ground truth than the rectified SLAM+dSML. In fact, raw SLAM performs estimation errors that make the path deviate from the ground truth, but later on, other errors reduce the global localization error.

Reducing errors occurring at each time-step along the trajectory should theoretically bring the estimated path closer to the ground truth. However, this is not necessarily always the case, especially in complex and long circuits because of the incremental nature of the underlying approach (c.f. Figure 1). In other words, the accuracy measure cannot be reduced to how far the endpoint of the estimated trajectory is compared to the ground truth.

TABLE VI
PARAMETERS OF CORRECTION PREDICTION MODULES (BASED ON ENSEMBLE MLP) WITH WHICH BEST RESULTS WERE OBTAINED ON THE TEST TRACKS OF KITTI DATASET.

<table>
<thead>
<tr>
<th></th>
<th>Inputs number</th>
<th>hidden units (λ)</th>
<th>ensemble size (ξ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>+dS</td>
<td>6</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>+ML</td>
<td>24</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>+dSML</td>
<td>30</td>
<td>25</td>
<td>5</td>
</tr>
</tbody>
</table>

The validated parameters for each module which were used to obtain the illustrated results are summarized in Table VI. Although these parameters gave the lowest global error results on the KITTI test tracks, the global error does not
change greatly when using other configurations (i.e. when varying \((\lambda, \xi)\)). Thus, the results obtained using the approach we propose can be considered quite stable.

The second experiment on the Bordeaux Circuit was performed using the validated models and parameters of the previous experiment. Table VII summarizes the error values based on the same metrics as those used in the first experiment.

We clearly see that the corrections improve the heading accuracy considerably (nearly 20% vs. 10% in the first experiments based on the NRMSE measure). In fact, the Velodyne used to acquire the KITTI dataset has a higher angular resolution 0.09° separating laser beams vs. 0.25° for the IBEO-Lux laser sensors used in the Bordeaux Circuit acquisition. Consequently, the use of the IBEO-Lux laser sensors causes a greater angular error on the bare SLAM than the use of Velodyne. Therefore, the correction module had adapted to handle the errors induced from the underlying sensor to overcome the subsequent additional amount of errors in the heading.

![Error histograms of PML-SLAM and SLAM+dSML with corrections](image)

**TABLE VII**

<table>
<thead>
<tr>
<th></th>
<th>Len(cm)</th>
<th>MAE</th>
<th>RMSE</th>
<th>MSD</th>
<th>SNAE</th>
<th>NRMSE</th>
<th>dMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLAM</td>
<td>2.76</td>
<td>3.87</td>
<td>-0.36</td>
<td>88.26%</td>
<td>93.20%</td>
<td>+0.36</td>
<td></td>
</tr>
<tr>
<td>+dSML</td>
<td>2.44</td>
<td>3.61</td>
<td>-0.72</td>
<td>76.47%</td>
<td>79.15%</td>
<td>+0.034</td>
<td></td>
</tr>
<tr>
<td>roll(°)</td>
<td>MAE</td>
<td>RMSE</td>
<td>MSD</td>
<td>SNAE</td>
<td>NRMSE</td>
<td>dMSD</td>
<td></td>
</tr>
<tr>
<td>SLAM</td>
<td>0.063</td>
<td>0.089</td>
<td>-0.006</td>
<td>76.47%</td>
<td>79.15%</td>
<td>+0.034</td>
<td></td>
</tr>
<tr>
<td>+dSML</td>
<td>0.048</td>
<td>0.071</td>
<td>0.04</td>
<td>76.47%</td>
<td>79.15%</td>
<td>+0.034</td>
<td></td>
</tr>
</tbody>
</table>

The error histograms of PML-SLAM and SLAM+dSML with corrections are illustrated in Figure 7. The histogram emphasizes the number of frames in which a given amount of errors occurs. We see that the rectified estimation histograms peaks are much higher and the bins at the margins are less tall than on the error histograms of the bare PML-SLAM. In other words, applying the corrections in SLAM estimations attenuates the errors.

![Error histograms of SLAM and SLAM+dSML with correction prediction](image)

**VI. CONCLUSION AND PERSPECTIVES**

In this paper, we have presented an approach to predict corrections for 2D SLAM methods. Based on two types of relevant information (successive estimated poses and the likelihood distribution), our strategy could be suitable both for 2D SLAM methods (independently of the sensor used and the underlying SLAM approach) and for 2D Maximum Likelihood SLAM approaches (also independently of the underlying sensor). The proposed strategy performs separately from the SLAM module and operates in parallel where the proposed corrections are applied a posteriori to the SLAM estimations. The correction modules are based on MLP Ensembles which can be trained once off-line.

The validity of our approach was proved through two
experiments. We observed an improvement (attenuation of the error) of approximately 20% to 30% in linear displacement errors, and of approximately 10% in heading errors, both based on the NRMS error measure. In addition, we can see that the model’s global errors do not change greatly when changing the Ensemble and MLP parameters. Thus, the solution gives a stable behavior to the model parameters. Furthermore, in the second experiment, our approach showed a robustness to a stable behavior to the model parameters. Furthermore, in the Ensemble and MLP parameters. Thus, the solution gives model’s global errors do not change greatly when changing on the NRMSE measure. In addition, we can see that the errors, and of approximately

Indeed, we managed to reduce the heading errors by 20% when using a laser with 0.25° resolution vs. 10% when using a laser sensor with 0.09°. In contrast, the modules built showed that angular error corrections are less centered to zero than when using SLAM alone. This could be due to a training bias because right turn maneuvers are more frequent in the dataset than left turns.

In future work, we plan to extend our approach and make use of the probabilities of the particles as relevant information in the case of PF-based SLAM approaches, and the sigmas probabilities from the UKF-based SLAM in order to build more suitable correction prediction models for these approaches. Moreover, we aim to evaluate the gain in error attenuation when fusing multiple localization sources. Finally, we believe it is worth studying a homogeneous learning dataset in terms of scenarios and its impact on the quality of the resulting correction modules.
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