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Increasing the Resolution of Ocean pCO, Maps
in the South Eastern Atlantic Ocean Merging
Multifractal Satellite-Derived Ocean Variables

Ismael Herndndez-Carrasco™, Véronique Garcon, Joel Sudre, Christoph Garbe, and Hussein Yahia

Abstract— A new methodology has been developed in order to
improve the description of the spatial and temporal variability
of not well-resolved oceanic variables from other well-observed
high-resolution oceanic variables. The method is based on the
cross-scale inference of information, incorporating the common
features of different multifractal high-resolution variables into
a coarser one. An exercise of validation of the methodology
has been performed based on the outputs of coupled physical-
biogeochemical Regional Ocean Modeling System adapted to the
eastern boundary upwelling systems at two spatial resolutions.
Once the algorithm has been proved to be effective in increasing
the spatial resolution of modeled partial pressure of CO2 at
the surface ocean (pCO;), we have investigated the capability
of our methodology when it is applied to remote sensing data,
focusing on the improvement of the temporal description. In this
regard, we have inferred daily pCO, maps at high resolution
(4 km, i.e., 1/24°) fusing monthly pCO;, data at low resolution
(100 km, i.e., 1°) with the small-scale features contained in daily
high-resolution maps of satellite sea surface temperature and
Chlorophyll-a. The algorithm has been applied to the South
Eastern Atlantic Ocean opening the possibility to obtain an
accurate quantification of the CQO, fluxes in relevant coastal
regions, such as the eastern boundary upwelling systems. Outputs
of our algorithm have been compared with in situ measurements,
showing that daily maps inferred from monthly products are
in average 6 patm closer to the in situ values than the original
coarser monthly maps. Furthermore, values of pCO;, have been
improved in points close to the coast with respect to the original
input data.

Index Terms— Chaos, CO;, fractals, fronts, geophysical signal
processing, multifractality, nonlinear dynamical systems, satellite
image reconstruction, sea-air interface, singularity exponents,
upwelling systems, wavelet transforms.
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I. INTRODUCTION

LOBAL change is leading to large-scale changes
Gin climate patterns, ocean circulation, and stratification,
while increased atmospheric CO; levels are leading to ocean
acidification of the ocean with severe impacts on marine
ecosystems. The lack of data of partial pressure of CO2 at
the surface ocean (pCO;), and CO;, fluxes at the air-sea
interface at high spatial and temporal resolutions prevents an
accurate estimation of the ocean contribution to the global CO;
balance and, therefore, a detailed study of the mechanisms
involved in the CO; interchange. Thus, alternative approaches
for inferring the fluxes at high resolution from satellite imagery
are needed. Other oceanic variables that have been measured
at high resolution and share common structure features with
pCO; might be used to improve the description of the spatial
and temporal variability of the air—sea CO; fluxes.

On this point, new interesting multiscale processing tech-
niques for complex satellite signals have emerged recently [1]
with the aim of fusing information of different physical
intensive variables at different scales. These methods are
developed in the case of fully developed turbulence (FDT)
and apply to ocean dynamics because of the high value of
Reynolds number in that system. In a turbulent flow, such
as the ocean flow, the large dynamical structures (mesoscale
eddies) interact with each other generating small-scale struc-
tures (filaments and transition fronts) characterized by strong
tracer gradients [2], [3]. This results in a cascade of energy
from the larger to the smaller scales within the bounds of a
well-defined inertial range. The relationship between the multi-
fractal hierarchy and the multiplicative cascade, as previewed
in [4], can be attained in the so-called microcanonical multi-
fractal formalism (MMF) (see [5], [6]). Coherent structures
and their boundaries can be determined from the singu-
larity exponents (SEs), as well as the multifractal hier-
archy. The exponents allow, through wavelet decomposition,
the determination, at good accuracy, of an approximation
of optimal cascade inference along the scales (the exact
determination of such an optimal inference being yet not
presently attainable). SEs unlock the multiscale geometric
hierarchy associated with FDT, and their use in the analysis
of complex data in satellite imagery is a key novel advance of
nonlinear signal processing to be developed in this and other
studies. The generality of the approach offers the opportunity
to infer different oceanic signals from low resolution to high
resolution.
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The nonlinear cross-scale inference methodology has been
successfully used in the oceanic context, for instance, to merge
satellite data obtained at different spatial resolutions [7],
obtain ocean currents at high resolution [8], infer spatial
super-resolution maps of pCO; [9], and more recently increase
the spatial resolution of sea surface salinity from SMOS [10].
In this paper, we apply these techniques focusing on the
increase of the time resolution in the reconstruction of
daily maps at higher spatial resolution (resolving subme-
soscale features) of the pCO; from monthly climatology
products obtained from observations. Other efforts for recon-
structing pCO, values from remote sensing images have
been addressed using other linear and nonlinear empirical
methods [11]-[13].

The currently existing remote sensing observations of pCO;
are derived from two satellite spectrometers, Greenhouse
gases Observing SATellite (GOSAT) and SCanning Imaging
Absorption SpectroMeter for Atmospheric CHartographY
(SCIAMACHY). Although coastal waters have been alter-
nately reported as globally important sources or sinks of
atmospheric CO, [14], [15], an improved observation system
is needed to perform a detailed regional characterization.
However, the scarcity of GOSAT and SCIAMACHY obser-
vations in the upwelling regions together with their low
spatial resolution prevents from obtaining an accurate assess-
ment and evolution of coastal CO; contribution to the
atmosphere.

In a previous study [9], this new methodology was used to
reconstruct maps of pCO, only focusing on the increase of the
spatial resolution from remote sensing data. Here, in this paper,
we further analyze how the microcanonical cascade method-
ology can be used to produce daily maps of pCO; increasing
the temporal resolution from monthly climatological products.
The methodology has also been further validated using outputs
of a coupled Regional Ocean Modeling System (ROMS) with
a biogeochemical numerical simulation at two resolutions.
In addition, we have analyzed the ability of this method
to improve data in coastal areas, where upwelling processes
become important, i.e., in the eastern boundary upwelling
system of Benguela. Also, a further mathematical description
of the theoretical framework for the multiscale methodology
has been provided in Section III.

The great potential of this paper lies in the innova-
tive methodology developed to increase the spatial and the
temporal resolution of products derived from observations
in order to build higher resolution of daily oceanic pCO»
maps improving the coverage in coastal regions. It will allow
to infer climatically relevant greenhouse gas (such as sea—air
CO, fluxes) at unprecedented spatial and temporal resolution
and, thus, to obtain a more detailed description of the regional
mechanisms related to the ocean acidification.

1I. DATA

We first use data from an ROMS-bio eastern boundary
upwelling systems (BioEBUS) coupled model to perform
a preliminary validation analysis of the method. Then,
we applied the methodology to satellite data at high resolution
of oceanic variables: sea surface temperature (SST), ocean
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color (OC), in conjunction with air-sea CO; fluxes and
oceanic pCO; at low resolution. Finally, we use oceanic pCO»
in situ measurements to perform the validation analysis of the
inference from satellite images.

A. ROMS-BioEBUS Model

A first evaluation of the method is addressed using data from
a coupled physical/biogeochemical simulation model adapted
to the eastern boundary upwelling systems (ROMS-BioEBUS).
ROMS is a free surface, hydrostatic, and primitive equation
model, and the run used here was eddy resolving and climato-
logically forced [16]. The numerical model was run onto two
different grids: a coarse one at a spatial resolution of 1/4° and
a finer one at 1/12°. This dual-spatial resolution simulation
makes it an ideal model for the basis of our methodology
in working at two spatial resolutions. BioEBUS has been
developed for the Benguela to simulate the first trophic levels
of the Benguela upwelling ecosystem functioning and also to
include a more detailed description of the complete nitrogen
cycle, including denitrification and anammox processes as well
as the oxygen cycle and the carbonate system.

B. Satellite High-Resolution Input Data: Chlorophyll-a and
Sea Surface Temperature

The oceanic biological pump and physical pump control
the CO, flux at the air-sea interface and ultimately the
role played by the ocean in absorbing atmospheric CO;.
The biological pump is driven by upper ocean biological
activity and exports to the deep ocean, while physical
mixing and vertical circulation in the ocean together with
solubility drive the physical pump. In this paper, we develop
the algorithm to link oceanic pCO; to high-resolution
remotely sensed SST data as a proxy of the physical
pumping and Chlorophyll-a (Chl-a) data as a proxy for
the biological pump. In a previous work [9], the use of
different products of SST and Chl-a as the input data in our
methodology was examined in order to reduce the impact
of the low coverage due to cloudiness without degrading
the information contained in the small scales. It was found
that using merged products, i.e., Chl-a from GLOBCOLOUR
(http://www.globcolour.info/CDR_Docs/GlobCOLOUR_PUG.
pdf) and SST from the Operational SST and Sea Ice Analysis
system (OSTIA) product, the algorithm yields the best results,
and therefore, we have chosen such combination for this
paper.

We used Chl-a data concentrations derived from the
GLOBCOLOUR product. They are obtained through a
merging algorithm applied to data provided by Moderate
Resolution Imaging Spectroradiometer, Medium Resolu-
tion Imaging Spectrometer Instrument, and Sea-Viewing
Wide Field-of-view Sensor instruments. We choose the
Garver—Siegel-Maritorena version of GLOBCOLOUR derived
product. The algorithm produces daily Chl-a maps at the
spatial resolution equal to 1/24° (~4 km). In this paper,
we have regridded the data at 1/32° by linear interpolation.
More information of GLOBCOLOUR products can be found
in Guide document in the link mentioned earlier. We have used
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a common grid with a spatial resolution of 1/32°, since the
algorithm was originally configured to be applied to every
global satellite product, including those at this resolution.
When we interpolate to a finer grid, we are not winning
effective resolution, but this is just a computation setting
in order to have an agreement between the grids of the
variables used in the inferring processes.

With regard to SST, we used daily maps at high spatial
resolution from the OSTIA data provided by the Group for
High-Resolution SST Project. This product is a new analysis
of SST that combines the measurements of SST from satellite
and in situ observations that come from ships and buoys
to determine the SST with a global coverage and without
missing data. The product uses a multiscale interpolation using
correlation length scales from 10 to 100 km to produce a daily
data set at 1/20° (5 km). More details can be found in [17], and
data can be downloaded from http://www.ncof.co.uk/OSTIA-
Daily-Sea-Surface-Temperature-and-Sea-Ice.html. Fig. 15(a)
and (b) shows an example of Chl-a field derived from GSM
GLOBCOLOUR and SST from OSTIA, respectively.

C. Low-Resolution Input Data: Monthly Oceanic pCO;

The data of oceanic pCO; available from observations
in the eastern Benguela upwelling system is a 1° x 1°
monthly product climatology, and no daily pCO; product is
yet available. Therefore, we decided to investigate the effect
of using monthly pCO, at low resolution for the inference
of daily super-resolution ocean pCO». In this paper, we use
two different monthly products of pCO;: one obtained from
monthly averages of daily CarbonTracker pCO, (from now on
referred as monthly CT2013 or pCOS”aCk) and the second one
derived from monthly climatology [18] ocean pCO; product
(from now on C-Takahashi or pCOTakah),

1) CarbonTracker: CarbonTracker provides a global
estimation of daily maps of CO, fluxes at the air-sea
interface at the spatial resolution of 1° from global atmosphere
observations used in a data assimilation system for CO; [19]
(see http://www.esrl.noaa.gov/gmd/ccgg/carbontracker for
more details).

Partial pressure of CO» in the ocean, p%%’é‘“, can be obtained
from CarbonTracker fluxes, F, through the equation of the
net flux at the air—sea interface (further details in [9]) by
computing the gas exchange coefficients, K, and the gas
solubility, a.

A postprocessing of the raw data of CarbonTracker fluxes
of CO; in the area of study has been performed in order to
reduce the strongly binned character and the strong gradients
exhibited across those bins. We use the approach developed
in [24] to invert the interfacial fluxes using a simplified inverse
problem of atmospheric transport.

2) Takahashi pCO; Climatology: We use data of monthly
climatological mean distribution of surface water pCO, over
the global oceans in the reference year of 2000 reinterpo-
lated at 1° of spatial resolution from the original Takahashi
climatology [18]. The database was constructed using about 3
million measurements of surface water pCO» and is provided
by the Carbon Dioxide Information and Analysis Center,
Oak Ridge, National Laboratory. The measurements are inter-

polated in space and time solving iteratively the advection
diffusion transport equation in the sea surface water using a
finite-difference algorithm with a time step of one day through
the year of reference (see [25] for more details).

D. In Situ Measurements of pCO> in Benguela
Upwelling System

The in situ data used to validate our experiments are
taken from Surface Ocean CO2 Atlas, version 5 (http://www.
socat.info/). This is a database that compiles oceanographic
transects from 1967 to 2011 [26]. In our region of interest
and for the period of study, we find a total of 16 cruises
distributed among the years 2006 (QUIMA2006) and 2008
(QUIMAVOS2008). All the cruises follow the same track
in the region extended between 5°S and 35°S and 6°E and
18°E, and have been analyzed in [27] and [28].

III. MULTISCALE METHOD

The basic idea is to use the approximation of optimal
cascading to decrease the spatial resolution of physical vari-
ables. For that matter, we make use of high-resolution SEs of
pCO; obtained from a multilinear regression of a combina-
tion of high-resolution SST and Chl-a images, then use the
signal available at low resolution of pCO;, and transmit that
information along the scales back to higher spatial resolution
using the cascade; in the end, we obtain a high-resolution
signal of pCO;,. The method, based on the MMF [6], uses
SEs to derive multiscale properties in SST, Chl-a, and pCO;
signals. The multifractal property of SST, Chl-a, and pCO;
is used to find a simple functional dependence between their
corresponding SEs. The algorithm used in this paper to obtain
a super-resolution pCO> is described in [9]; nevertheless, some
complementary details describing the methodology—required
by the peculiar properties of the physical variables involved
in this paper—are given in the following.

A. Microcanonical Transitions Fronts: Singularity Exponents

A common feature evidenced in the ocean is the multifractal
character of many physical variables describing its state. This
is due to the turbulent nature of the ocean motion and its
associated cascade of energy from large to small scales, which
produces a multifractal hierarchy of structures. From complex
systems theory, it is known that fractal sets have an intrinsic
scale-invariant property that can be expressed by a common
fractal dimension: all points in such systems scale according
to the value of that dimension. Multifractal systems are a
generalization of a fractal system in which a single dimension
is not enough to describe the dynamics; instead, a continuum
of fractal dimensions, D (%), better describes such a system,
leading to the notion of singularity spectrum A — D(h),
where D(h) is the Hausdorff dimension of the set of points
having a common scaling exponent /. These exponents can be
determined from several approaches. The classical approach
to multifractal systems is a statistical one based on the global
characterization of some scale-invariant quantities, and in this
case, the FDT is explained by means of statistical averages
of some dynamical quantities. This kind of approach is some-
times called “canonical.” On the other hand, the MMF has
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been developed recently to assess the geometric realization
of the multiplicative cascade associated with turbulent hydro-
dynamics and to allow us to assign a local scaling exponent
h(x) to each point in the field [5], [29]. In the remote sensing
context, this formalism has been applied to estimate missing
data in satellite images [7] or in the reconstruction of ocean
velocities maps from tracer images such as SST [8]. We use
the algorithm described in [30] to estimate the values of 4 (x).
The numerical evaluation of the SEs can be done by means of
an appropriate wavelet projection 7, acting on the gradient
of the variable s(x) as follows:

TW|Vs|(x,r>=/ ax' V5| () (X_X) (1)
R2 r r

where y is a mother wavelet (nonnecessarily admissible) and »
represents the scale parameter associated with a ball’s radius
around the point x. Thus, if the signal s(x) is multifractal,
the wavelet projections will depend as a power law on the
scale r, such that

Ty|Vs|(x,r) = a(x)rh(x)+d + o(rh(x)+d) r—0) (2

where h(x) is the SE at point x and d is the dimension of
the embedding space (d = 2 in the case of satellite images).
The h(x) estimates can be obtained from (2) in the form

10g(Tq/|VSI(X,ro)/(%IVSI(',ro)))+0( 1 )
log ro

h(x) =
logro

3)

where (7,,|Vs|(-, ro)) is the mean value of the wavelet projec-
tion and o(1/logrg) is the correction factor. Normalization
takes place so that ry is the scale corresponding to the smallest
area element in the image of size N x M (i.e., the total number
of pixels), such as rop = 1/+/N - M. Small structures, such
as fronts and eddies, displayed in the satellite images are
underlined by the most singular manifolds, given by the most
negative values of i(x) (points with the lowest negative SEs).

Fig. 15(c) and (d) shows some examples of the SEs of SST
and Chl-a images from ROMS-BioEBUS outputs described
in Section II-B. The ability of the SEs to unveil the transition
fronts hidden in the original images can be appreciated.

Since points with the same value of SE possess the same
scaling, we can obtain a multifractal decomposition of the
image in the different singularity components (sets of fractals
with a different fractal dimension). In this way, the SEs are
the basic quantities used to access to the multiscale hierarchy
in complex signals.

B. Connection Between Different Oceanic Variables:
Multifractality

The central idea in the methodology is the merging,
according to scale, of different physical variables to improve
another different variable functionally dependent of the first
ones. Therefore, we need to find the oceanic variables related
to pCO, and available at high resolution. It has been shown
that phytoplankton plays an important role in the ocean
carbon cycle. As seen in Section II-C, as an approximation,
we can consider Chl-a as one proxy for the biological pump

IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING

and temperature as the proxy for the physical and solubility
pump. These two variables are available at high resolution,
so we selected them to be used in conjunction with the
oceanic pCOx.

We assume that pCO; data possess a multifractal character
and therefore such signals are expected to feature cascading,
multiscale, and other characteristic properties found in turbu-
lent signals as described in [S] and [6]. This justifies the use
of nonlinear and multiscale signal processing techniques to
assess the properties of the pCO; signal across the scales.
The multifractal character of pCO; can be readily verified
from model outputs through the computation of singularity
spectra (log-histograms of the SE) of pCO,. Experimentation
shows that there is a strong correlation (though not identity) of
coherent structures of pCO, and those of the other physical
variables involved in the pumps. This property allows us to
assume that there is a good correlation between the turbu-
lent transitions given by SEs of physical variables involved
and these are good candidates for a multiresolution analysis
combining the SE of the three signals SST, Chl-a, and pCO,.
These two properties have been demonstrated based in model
outputs in Section IV-A.

Therefore, due to the multifractal character of SST, Chl-a,
and pCO;, the connection between variables is done through
linear regression of their SEs

S(PCO,)(x) = a(x)S(SST)(x) + b(x)S(Chl-a)(x)
+c®)SPCO,)(x) +d(x)  (4)

where a(x), b(x), and c(x) are the regression coefficients
associated with the SEs S(pCO,)(x) of pCO7 at x, S(SST)(x)
of SST at x, and S(Chl-a)(x) of Chl-a signal at x. In order
to propagate the pCO» signal itself across the scales in the
multiresolution analysis, we introduce S(pCO,"R) to refer to
the SE from pCO; at low resolution interpolated on the high-
resolution grid; d(x) is the error associated with the multiple-
linear regression.

We use the outputs of the ROMS-BioEBUS model devel-
oped for the Benguela upwelling system (II-A) to estimate the
regression coefficients. Note that all variables and coefficients
matrices have to be regridded to the one with the highest
resolution in order to have the same size.

The result of the linear combination of the SEs of the
different oceanic variables is a proxy of oceanic pCO;, data
at high resolution, which can be used in the multiscale analyses
to know how the information is transmitted across the scales
between the pCO, at low and high resolution.

C. Propagation of Information Across the Scales

In multifractal systems, the scaling properties are analyzed
by means of wavelets. Wavelets allow the projection of a multi-
scale signal at different, well-defined scales. Different wavelets
lead to diverse localization effects in temporal and/or spatial
frequencies, which can become crucial for the identification of
scale-dependent directional interactions. For this reason, not
all multiresolution analyses are equivalent. In our case, where
information is to be propagating along the scales from low
resolution to high resolution, we are interested in the wavelet
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that propagates information across the scales [1], [31] in a way
close to optimal.

If we have two different scales r; and r» (r; < rp) and
a signal s of ocean pCO, with a multifractal hierarchic
structure, the microcanonical cascade relation associated with
the dissipation of energy across scales can be determined by
wavelets’ projections of the signal 7, (pCO,) in the following
form:

7, S(pCOY) (X, 1) = 7y /r, )T, S(PCO) (X, 72)  (5)

where 7, /r, (X) is the cascade variable and the wavelet projec-
tion of the signal in a basis of proper family of wavelets yy, r;
(derived from a mother wavelet V) is given by

T, S(PCOL) (X, 1)) = Y (SPCO) | Wyr; )Wy (). (6)
neZ

The process of energy injection #,, /-, (X) across the scales is
independent of 7, S(pCO,)(x, r). Moreover, the injection of
energy or the information along the scales takes place in the
multiscale hierarchy that is accessible by the local SEs in the
microcanonical framework

Fn=1{x: h(x) =h} (7

and, in particular, a set of points that are the most unpre-
dictable are the points with the smallest values of the SEs, and
corresponding to the geometrical place in the signal where the
transitions are the strongest

Foo = {x: h(X) = hoo = min(h(x))}. )

In the multiresolution analysis, we use the classical dyadic
scheme and the mother wavelet representation by the Battle—
Lemarie 3-41. There are evidences that such an optimal
wavelet exists in marine turbulence [7] for the specific case
of wavelet dyadic representation of the cascade. For a wavelet
near to optimal wavelet, it is possible to obtain the parent
and child coefficients, a, and a., respectively, and thereby
the injection cascade variable as follows:
ap (x)
ac(x)’

After the multiresolution analysis, we have the coefficients
to propagate the microcanical cascade information in the signal
data across the scales. Then, we apply the cascade directly on
the low-resolution pCO; signal to finally derive the super-
resolution pCO; field.

Nri/rs (X) = )

D. Optimization: Sensitivity Analysis

Further study has been performed on refining the multiscale
methodology itself. Since the regression coefficients a(x),
b(x), c(x), and d(x) of (4) are the degree of dependence
on each physical and biological variable, it is important to
perform a sensitivity study with different types of coeffi-
cients in order to analyze the robustness of the methodology.
As a target, the generation of constant values over time
and space and seasonal climatologies for the a(x), b(x),
and c(x) coefficients has been explored. In previous studies
(see [9]), the regression coefficients are obtained computing
the multiple-linear regression in each pixel over 10 years
of ROMS BioEBUS simulation outputs data. In this case,
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Fig. 1.  Maps of inferred pCO;, corresponding to May 15, 2008, using

(a) constant, (b) climatological coefficients, and (c) seasonal correlation coef-
ficients. (d) Difference between the reconstructed pCO, using climatological
(b) and using constant correlation coefficients (a). (e) Difference between
the inferred pCO; using seasonal (c) and climatological (b) correlation
coefficients. (f) Difference between the inferred pCO; using seasonal (c) and
constant (a) correlation coefficients.

we obtain regression coefficients independent of time and
dependent on the spatial position of the pixel. We refer to
these regression coefficients as climatological regression coef-
ficients, because their values are constant along the year but
different for each spatial point. Fig. 1(b) shows the snapshot of
inferred oceanic pCO; at high resolution using climatological
regression coefficients corresponding to May 16, 2008. As a
next computation, we propose to use constant regression
coefficients, @, b, ¢, and d, that is, the same value for all
the spatial points (pixels) in the field, and given by the spatial
average of the climatological regression coefficients over the
whole image

1 I
azﬁ;am); b=y§b(xi)

1 & g
5=NZC(xi); dzﬁzd(xi)

i=1 i=l1

(10)

where i is the index of the pixel and N is the total number of
pixels. In this case, the regression coefficients are independent
of time and space.
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Fig. 2. Evolution of seasonal regression coefficients. (a) Spatial average of
the absolute values of the regression coefficients. (b) Spatial average of the
values of regression coefficients.

This experiment shows some insights of the importance of
the spatial variability of the coefficients in the estimation of the
inferred field. An example of the inferred pCO» using constant
values of regression coefficients is shown in Fig. 1(a).

A last experiment is performed to explore the effect
of the time dependence of the regression coefficients.
To do that, we use seasonal regression coefficients, a(x, T),
bx,T),c(x,T), and d(x,T), which have been obtained by
computing seasonal climatologies of these regression coeffi-
cients in each pixel and over the 10 years of ROMS-BioEBUS
data. In this case, the regression coefficients are time and space
dependent. One snapshot showing the field of the inferred
pCO; using seasonal coefficients is shown in Fig. 1(c). In this
figure, one can see that the general pattern in the spatial
distribution of the inferred pCO; values for the three cases of
the regression coefficients is rather the same, and only small
differences in the details can be observed.

We have computed the difference between maps of
inferred pCO; using the three types of regression coefficients
[Fig. 1(d)—(f)]. Larger differences have been found between
climatological and constant coefficients and also between
seasonal and constant coefficients (approximately 4 patm).
On the other hand, seasonal and climatological coefficients
show low differences (in the order of 1 xatm). Also, it can be
observed that pCO» obtained from seasonal and climatological
coefficients is larger than when using constant coefficients.

The time evolution of spatial average of regression coef-
ficients is shown in Fig. 2. One can see that the connection
between the different oceanic variables is stronger in austral
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TABLE I

ME, AE, AND RE OF PCO;, VALUES OBTAINED FROM CARBONTRACKER
AND PCO7 VALUES INFERRED AT SUPER-RESOLUTION USING
GLOBCOLOUR OC AND OSTIA SST WITH RESPECT
TO VALUES OF PCO7 MEASUREMENTS DURING THE
QUIMA2006/QUIMA2008 CRUISES IN THE
BENGUELA REGION

Constant | Annual | Seasonal

N° valid intersections 1928 1928 1928
MECtrack (Natm) 8.8 8.8 8.8

M Eipter (patm) 3.4 34 2.1

AFEGtrack (natm) 22.1 22.1 22.1
AFEipfer (patm) 17.1 16.5 16.3
REctrack 0.06 0.06 0.06
REinfer 0.047 0.045 0.044

summer and weaker in winter. The connection between the
structures of pCO; with those of Chl-a and SST is more signif-
icant during summer, maybe because of the strong upwelling
events, and therefore developing more and stronger Chl-a
structures. This may produce an increase of the values of the
SEs decisive for the cross-scale propagation of information.

In order to obtain an idea of the differences between the
inferred pCO; obtained from the three types of regression
coefficients, we have compared the results of the three experi-
ments with in situ measurements of pCO» taken in Benguela.
We quantify the difference between pCOiznfer values and
pCOizn Sitt by computing the errors defined in (11)—(16).
We summarize the results of these computations in Table I.
The most significant result is that mean errors (MEs) between
the inferred pCO; values with respect to in situ pCO, measure-
ments are rather the same for the three types of the regression
coefficients being slightly smaller for the case of seasonal
regressions coefficients and the largest for constant values of
regression coefficients.

From these experiments, we can conclude that the improve-
ment of the inferred pCO; values using seasonal regres-
sion coefficients is too moderate to be considered in the
next computations. The computational cost of including the
seasonal coefficients in the algorithm is too expensive for
the small improvement in the pCO> field, and therefore, we use
climatological coefficients for the next computations.

IV. RESULTS

A. Validation of the Method Based on Model Outputs
at Two Resolutions

In order to validate the methodology, we use an ROMS-
BioEBUS coupled physical/biogeochemical simulation model
(see Section II-A). Fig. 3(a)—(c) shows the ROMS-simulated
SST, Chl-a at high resolution, and pCO, at low resolution
output with the results of the computation of their corre-
sponding SEs of the associated SST, Chl-a, and pCO; at the
same date and spatial resolution in Fig. 3(d)—(f), respectively.
Fig. 3 clearly shows one of the main ideas implemented
in the method: coherent structures of both signals are related,
and since the SEs that are dimensionless quantities recording
transition strengths in a signal properly encode the multiscale
transitions, the multiresolution analysis has to be performed
on them instead of the original signals.
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Fig. 3. (Left) Output of ROMS BioEBUS model. (a) SST and (b) Chl-a
at high resolution (1/12°). (c) pCO, at low resolution (1/4°). (Right) Corre-
sponding SEs of variables plotted in the left.

Since the model provides the outputs of pCO; signals
at two resolutions, we have analyzed the characteristics of the
presence of a multiscale organization, related to the cascading
properties of intensive variables typical of turbulence, which
can be evidenced by studying the singularity spectra [4]—[6].
In this regard, we have computed the singularity spectra
for SST [Fig. 4(a)] and oceanic pCO, [Fig. 4(b)] signal
generated by the ROMS BioEBUS simulation model using
three years of simulation output with a time step interval of
five days at three spatial resolutions: 1/12° (black points), 1/6°
(red points), and 1/3° (green points). The singularity spectra
for both signals SST and oceanic pCO, share the general
characteristics of turbulent signals, and the shape of the spectra
for three different scales suggests strongly the presence of a
multiscale structure and consequently justifies a priori the use
of nonlinear and multiscale signal processing techniques to
assess the properties of the oceanic pCO; signal across the
scales.

As can be guessed from Fig. 3, even if the physical vari-
ables pCO;, SST, and CHL-a concentrations are of different
kinds, their transitions seem to be correlated in a simple
manner. This is analyzed studying the relationship between
the normalized pCO; and SST and Chl-a, and also among
their corresponding SEs. Fig. 5(a) and (b) shows the scatter

-0.2 0.0 0.2 0.4 0.6 0.8

Fig. 4. Singularity spectra of (a) SST and (b) oceanic pCO; signal generated
by the ROMS-BioEBUS simulation model at three spatial resolutions: 1/12°
(black points), 1/6° (red points), and 1/3° (green points).

1 2
SE(Chl)

1 2
SE(SST)

Fig. 5.  Scatter plot of (a) normalized pCOy versus SST, (b) normalized
pCO; versus Chl-a, (c) SEs of pCO, versus SEs of (SST), and (d) SEs of
pCO; versus SEs of Chl-a.

plot of pCO;, versus SST and pCO, versus Chl-a, respectively.
Computations are conducted over a period of 10 years on
ROMS-BioEBUS simulated data over the Benguela upwelling
region with images corresponding to 128 x 128 pixels. There
is one data every 10 days. The functional dependence between
the original signals that are physical variables of different
dimensions is complex and undetermined. On the contrary,
the scatter plot of their corresponding SEs [Fig. 5 (¢) and (d)]
clearly displays a much simpler dependence. One finds that
the dimensionless SE of these variables that record the multi-
scale transitions is approximated at satisfactory precision by
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Fig. 6. (a) Original pCO; at high resolution as simulated by ROMS-BioEBUS
high resolution 1/12°. (b) Reconstructed pCO; at high resolution (1/12°) from
the cascade on the low-resolution pCO; signal (1/4°) displayed in Fig. 3(c).

a linear regression. These results show the concept stated
in Section III-B that turbulent structures represented by the
SEs of these three signals are good candidates to perform
the multiscale processing to infer the super-resolution oceanic
pCO; rather than the original oceanic variables.

Next, we introduce the combination of the SE of three
signals, such as pCO; at low resolution, SST, and Chl-a,
in (4) to obtain the proxy of the SE(pCO,) at high resolution,
which allow to propagate the information along the scales.
Fig. 6(b) shows the results of the inferred pCO;, at super-
resolution obtained by the algorithm, and Fig. 6(a) shows the
original high-resolution pCO, output of the ROMS-BioEBUS
model. We compute the mean absolute error (AE) of the
pCO» reconstructed values with respect to the original ROMS
simulated pCO, at high resolution, over a 10 years period
(1990 and 2000), obtaining a value equal to 2.4 uxatm [0.87%
of relative error (RE)].

These experiments show the good results obtained from
our algorithm by propagating a signal across the scales of a
multiresolution analysis determined on the critical transitions,
i.e., the SE, and therefore their reliability. This tends to indi-
cate that the SEs do encode properly the multiscale hierarchy
present in turbulent flows. As a consequence, we consider that
a multiresolution analysis performed on the critical transitions,
i.e., the SE(pCO,), provides a satisfactory approximation of
the microcanonical cascade and is, in practice, equivalent to
an optimal multiresolution analysis.

B. Effect of Using Monthly Low Resolution pCO; on the
Inference of Daily Super-Resolution Ocean pCO;

Once proved the feasibility of reconstructing adequately
the high pCO» signal using dual-ROMS-BioEBUS simulations
at various resolutions, we analyze the effect of using monthly
pCO; instead of daily pCO, at low resolution on the recon-
struction of daily ocean pCO; at high resolution when the
input data are derived from satellite images and observations.
We use the two different monthly products of pCO, at low
resolution described in Section II-C: pCOS"™k (from Carbon-
Tracker) and pCOE’J‘k’Jlh (from Takahashi climatology).

1) Inference of Daily High-Resolution pCO> Using Monthly
Carbontracker Data: We now apply our inference method-
ology to the low-resolution pCO; data derived from the
new Carbontracker product released in 2013 [19], since
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Fig. 7. (a) Monthly average over June 2006 of daily ocean pCO, derived from
CT2013 CarbonTracker data at the spatial resolution of 1° x 1°. (b) Snapshot
of pCO, at low resolution obtained from CT2013 CarbonTracker data for
June 7, 2006. (c) Inferred pCO;, at super-resolution (1/32°) derived from
OSTIA SST, GLOBCOLOUR-GSM Chl-a for June 7, 2006, and monthly low
resolution pCO; plotted in (a) and (d) the same as (c) but using daily pCO;
from daily CarbonTracker data for June 07, 2006. (e) and (f) SEs of the low
resolution pCO; plotted in (b) and the super-resolution pCO, shown in (d).

this version of Carbontracker yields better results than the
older version released in 2011 (not shown). We focus
the study on the selected Benguela upwelling regions for
the 2006 and 2008 years, when more in sifu measurements
are available. As already mentioned earlier, for the inference,
we use daily SST data from OSTIA and daily OC from
GLOBCOLOUR-GSM at high resolution (see Section II-B).
To illustrate the capability of our full algorithm to infer
daily high-resolution maps of pCO; in the Benguela region
from monthly low resolution pCOgm“Ck, an example of daily
and monthly pCO§traCk and daily pCOiznfer is shown in Fig. 7.
We plot the snapshot of the monthly low resolution pCOStraCk
obtained from the monthly average of low-resolution daily
pCO%traCk values over June 2006 derived from daily Carbon-
Tracker CO, fluxes in Fig. 7(a) and the daily pCOgtraCk
derived from daily CarbonTracker in Fig. 7(b) corresponding
to June 07, 2006. Fig. 7(c) and (d) shows their corresponding
reconstructed daily high-resolution pCOiznfer for June 07, 2006.
Values of daily pCO%traCk [Fig. 7(a)] are not very different
than monthly pCOSt”‘Ck [Fig. 7(b)], and the same happens for
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their corresponding pCOiznfer [Fig. 7(c) and (d), respectively],
exhibiting similar general patterns (with minimum values
in the southeastern region and maximum values in northern
regions). However, small structures in the high-resolution
maps of pCO; can be appreciated. Furthermore, the map
of SEs of the high-resolution inferred pCO; [Fig. 7(f)] is
greatly different to that of the input low resolution pCO»
[Fig. 7(e)], showing the fact that the inferring process is not
about smoothing the gradients of the low resolution pCO», but
it is incorporating small-scale features unveiled by the SEs of
the SST and Chl-a images. Note that, even only affecting a
small number of pixels, the lower values observed in the edge
of the inferred pCO, maps are due to the border effect of
the wavelet transform. This effect is common in convolution
operations along finite signals. When the signals are over in a
finite domain, the wavelet transform requires the computation
of nonexistent values outside the domain, creating a border
effect, where transform values close to the border of the signal
are corrupted by the nonavailable data of the signal limit.
Next, we perform a comparison and validation of the output
of our algorithm with in situ data. In this analysis, we use
pCO> ocean data from in sifu measurements (pCOizn situ
taken over the Benguela region in the SOCAT version 2
(see Section II-D for more details). An example of the qual-
itative comparison of values of monthly and daily pCOSthk,
their corresponding pCOiznfer, and pCOizn St at the intersec-
tions of the QUIMA cruises during April 26-30, 2006 and
July 4-6, 2008 as a function of longitude is shown in Fig. 8
(top) and (bottom), respectively. Values of pCOStraCk and
pCOiznfer from the daily CarbonTracker data approximate
slightly better pCOizn St yalues than those from monthly
CarbonTracker data. Gradients and small-scale fluctuations
detected in the longitudinal profile of pCOizn Sit are also
exhibited in the pCO® profile derived from the monthly
pCO; product at low resolution. This shows that the fronts
information contained in the daily high-spatial-resolution maps
of SST and Chl-a is well propagated by the cascade in the
pCO2 maps for both (monthly and daily) cases. Also, it can
be appreciated that the values of the inferred pCO2 can be
larger or smaller than the in sifu values. This depends on
the combination of the structures captured by the SEs of
the SST and Chl-a signals. Likewise, the small-scale features
extracted from SEs depend on the quality of the satellite
images of SST and Chl-a, i.e., noisy data introduced by the
interpolation schemes used to merge data from the different
sensors, nominal spatial resolution, missing points due to cloud
coverage, failures in sensors software or hardware, and so on.
To quantify the difference between the values of pCOgtraCk
and pCOiznfer for daily and monthly CarbonTracker data with
respect to pCOizn St measurements, we compute statistical
quantities described in Section V. In general, we find that
in most of the cruises (not shown), the AE for pCOgtraCk
and pCOiznfer is slightly smaller for daily pCOgtraCk than for
monthly pCOg"Z‘Ck. We summarize in the first and second
columns of Table II the results of the computations of
the errors given by (11)-(16) by making averages over all
the intersections of pCO;, values to be validated with the
in situ measurements found over 2006 and 2008. A total
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Fig. 8. Values of pCO%trﬂCk derived from monthly average (black points) and
daily (yellow points) versions of CarbonTracker data, pCO‘2nter derived from
monthly CarbonTracker (red points) and daily CarbonTracker (blue points),
and pCO3' S (green points) at the intersections as a function of longitude
corresponding to the valid intersections during the QUIMA cruise through
(a) April 26-30, 2006 and (b) July 4-6, 2008.

TABLE II

ME, AE, SDs, AND RE OF LOW-RESOLUTION PCO7 VALUES OF
CARBONTRACKER AND TAKAHASHI2009 AND PCO7 VALUES
INFERRED AT SUPER-RESOLUTION WITH RESPECT TO
VALUES OF PCO7 MEASUREMENTS DURING THE
QUIMA2006/QUIMA2008 CRUISES IN THE
BENGUELA REGION

daily-CT2013 | monthly-CT2013 | C-Takahashi
N° valid intersections 1928 1928 6497
MEpRr (uatm) 12.76 12.36 4.19
M Eintor (natm) 2.39 3.43 -0.58
AEL R (patm) 18.56 19.36 14.46
AFEinfer (patm) 14.31 16.64 10.91
SDrr (patm) 11.13 11.35 9.89
SDinfer (patm) 8.38 9.94 8.64
RELR 0.051 0.051 0.041
RFEinfer 0.035 0.042 0.044

of 1928 intersections are used in the computations. The AE
is smaller in both cases of pCOiZnfer (14.31 and 16.64 patm
when inferring from daily and monthly CarbonTracker, respec-
tively) than that of the corresponding pCOgtraCk (18.56 and
19.36 patm, respectively). Furthermore, the AE for the
case of the pCOiznfer derived from the daily Carbontracker
is only ~2 patm smaller than that of monthly Carbon-
Tracker. The values of pCOStraCk are, in average, larger than
pCOizn St for both daily and monthly CarbonTracker cases
(MErr = 12.76 and 12.36 patm, respectively), while the
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Fig. 9. Maps of (a) ocean pCO; at the spatial resolution of 1° x 1° derived
from C-Takahashi data from September, (b) inferred pCO; at super-resolution
(1/32°) derived from OSTIA SST, GLOBCOLOUR-GSM Chl-a, and low
resolution pCO; derived from monthly Takahashi for September 21, 2008,
and (c) inferred pCO; at super-resolution (1/32°) derived from OSTIA SST,
GLOBCOLOUR-GSM Chl-a, and low resolution pCO derived from monthly
Takahashi for September 30, 2008.

differences between pCOiznfer and pCOizn St compensate each
other (MEjnfer = 2.39 and 3.43 patm, respectively). In both
cases, ME[ R and MEjf., are positive, meaning that pCOg"aCk
and pCOiznfer are overestimated. Finally, although the RE is
slightly larger in the case of the pCOiz“fer obtained from
monthly CarbonTracker than using daily maps, these errors
are low in both cases, only a 0.05%.

To compare the dispersion of the mean values of AE;r and
AEinfer, we compute their corresponding standard deviations
(SDs), SDrr and SDjpfer, respectively (see Table II). In all
cases, SDs are not very significant and the distribution of the
errors is narrow. In the case of low resolution pCO> the SDs
is around 2 patm larger than for the inferred high resolution,
and 1.5 patm larger for the case of using monthly products.

2) Inference of Daily Super-Resolution pCO; Using
Monthly Climatology Ocean pCO; From Takahashi et al. [18]:
In this section, we use as input data the monthly Takahashi
climatology of ocean pCO; (see Section II-C for more details).
One snapshot of this product for September in the Benguela
region is shown in Fig. 9(a), and the inferred high-resolution
pCO; derived from this data and for two different days
in September is shown in Fig. 9(b) and (c). This figure shows
that we obtain different inferred pCO, using the same low
resolution pCO;, since the proxy of the SEs of pCO; is the
linear combination of the SE of daily SST and Chl-a and low
resolution pCO; [see (4)]. This is also an evidence of how
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Fig. 10. Zoomed-in view of the input monthly low resolution C-Takahashi
pCO, field at (Top) 1° x 1°, (Top middle) SST, (Bottom middle)
Chl-a, and (Bottom) superresolution ocean pCO; at the spatial resolution
of 1/32° inferred using the three data sets on the top, corresponding to
September 21, 2006.

the extra information of the structure details provided by the
high-resolution maps of SST and Chl-a is properly captured
by the cascading methodology. In addition, one can appreciate
that for C-Takahashi product, the coastal coverage is increased
with respect to CarbonTracker, and since sections of the cruise
transects are coastal, we get a larger number of points for the
validation analysis.

To observe the details of the structures in the spatial distri-
bution of the reconstructed pCO; values at high-resolution
pCO; introduced through the cascade methodology, a zoomed-
in snapshot of inferred pCO,, including a part of the tran-
sect of cruise used in the validation in the region of study,
is shown in Fig. 10 (bottom). The spatial variability of pCO»
is noticeably increased in the inferred pCO, compared with
the original coarser pCO; shown in Fig. 10 (top). One can
observe that the small-scale features present in the Chl-a and
SST field are introduced in the inferred pCO; via microcanical
cascade. The small-scale structures in the pCO> field captured
by the cruise measurements (see Fig. 11) are also introduced
by the common turbulent feature shared with SST and Chl-a
multifractal hierarchy.

The longitudinal comparison of pCO}akah and the corre-
sponding pCOiz“fer values with in situ observations is shown
in Fig. 11. Most of the inferred pCO;, values approximate
better in situ observations than pCOEakah. It can be seen that
for the intersections located in coastal regions (longitudes
larger than 12°E), the values of inferred pCO; are close to
the in situ measurement values.

In general, values of pCO, obtained from the inference
methodology developed here are improved, as it can be
seen in Fig. 12(a) showing the scatter plot using all the
values in the intersections with in situ measurements during
2006 and 2008. Most of the points of inferred high-resolution
pCO, versus in situ pCO> (red points) are closer to the
diagonal straight line than those of the original low resolution
pCOE’J‘k’Jlh versus in situ pCO; (blue points). This figure shows
that the correlation is more satisfactory for inferred pCO»
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Fig. 11.  Values of Takahashi pCO, (black points), inferred pCOiznfer

(red points), and pCOizn SitU (green points) at the intersections as a function of
longitude corresponding to the valid intersections during the QUIMA cruise
through (Top) September 21-27, 2006 and (Bottom) July 4-6, 2008.

than for pCOgakah, since there are more points of inferred
pCO, versus pCOizn Sit closer to the diagonal straight line
(in black) than pCOFZF‘ﬂ‘kalh versus pCOizn Sit_Fyrther analysis is
addressed performing a regional characterization of the impact
of the cascade on the inference plotting in Fig. 12(b) inferred
high-resolution pCO; versus pCOizn St and low resolution
pCOE‘j‘kalh versus pCOiZn St with points colored by longitude.
One can appreciate that the difference between points close
to the coast with those in the open ocean is significant.
If we look at the scatter plot shown in Fig. 12(b), one can
see that the values of inferred pCO; in the coastal regions
(longitudes greater than 12°E) (red cross) are closer to the
diagonal straight line than the coastal values of pCO;akah
(red circles). Thus, the cross-scale propagation of the small-
scale features contained in SST and Chl-a images by the
cascade is improving the values of Takahashi pCO; in coastal
regions. It can be explained because of the presence of more
and stronger structures of Chl-a and SST close to the coast
produced by upwelling processes and phytoplankton blooms.
Thus, the resulting manifolds unveiled by the SEs in the
upwelling region (see Fig. 15) have more impact on the
inferring computation as required by the multiscale method.
Although a comparison between different methodologies
is not the focus of this paper, we have performed some
computations to show differences between our method and
the conventional interpolation methods. First of all, it is worth
to note that we are not doing here interpolation of missing
gaps that Kriging or cubic spline would do. On the contrary,
our methodology produces higher resolution products based
on small-scale physical processes provided by other variables
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Fig. 12.  (a) Scatter plot of values of Takahashi pCO, versus pCOY' S

values (blue points) and the corresponding inferred pCO‘2nfer versus pCOY" St
(red points) for all the cruises in 2006 and 2008. (b) Same as (a) but colored
as a function of the longitude and using circles for Takahashi pCO; versus
pCOY! S and crosses for the inferred pCOy versus pCOL! S,

at high resolution to incorporate them in the lower resolution
products. We have compared the output of our algorithm with
the results of computing cubic spline and linear interpolation
of the low resolution pCO; into the high-resolution grid.

In order to provide a quantification of the difference between
the three methods, we compare the values of the pCO,
field obtained from these methods with in sifu measurements
along the longitudinal transects of the QUIMAVOS cruises
in 2006 and 2008 computing the statistical errors defined
in Appendix A (see Table III). Even when the contours of the
pCO, structures are better defined by the spline cubic inter-
polation than the linear interpolation (not shown), the cubic
spline interpolation is not able to extract the finer scale struc-
tures inferred by our methodology. Values of pCO; obtained
from linear interpolation are always very close to the original
low resolution. The same happens with spline interpolation
but with large separations due to border effects induced near
the coast. We obtain the larger mean AE of 27.3 patm for the
spline method, likely due to the border effect produced by the
spline interpolation, which generates unwanted values near the
coast, following for the lower resolution pCO2 (21.9 patm),
then linear interpolation (21.8 watm), and finally, the values
pCO; closest to in situ data are those obtained using the
multiscale method (14.5 patm).
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TABLE III

ME, AE, AND RE OF THE LOW-RESOLUTION PCOy VALUES
AND HIGH-RESOLUTION PCO; VALUES OBTAINED FROM
LINEAR INTERPOLATION, CUBIC SPLINE AND USING THE
MICROCANONICAL MULTIFRACTAL CASCADE METHOD,

WITH RESPECT TO VALUES OF PCOp MEASUREMENTS
DURING THE QUIMA2006/QUIMA2008
CRUISES IN THE BENGUELA REGION

Low resolution | Linear Interp | Cubic Spline | Inferred
N° valid intersections 1623 1623 1623 1623
ME (patm) 4.7 4.3 8.6 -0.4
AFE (patm) 21.9 21.8 273 14.5
RE 0.061 0.058 0.078 0.04
= Takahashi
Ctracker

= inferred-Takahas
= inferred-CT
= in-situ

QUIMA 6: September 21-27th, 2006
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Fig. 13. Values of Takahashi pCO; (black points), CarbonTracker

CT2013 pCO; (yellow points), inferred pCO, from C-Takahashi (red points),
inferred from CT2013 (blue points), and pCOY' S (oreen points) at the
intersections as a function of longitude corresponding to the valid intersections
during the QUIMA cruise through (Top) September 21-27, 2006 and (Bottom)
May 17-19, 2008.

Then, we analyze the difference between the results
obtained from CT2013 and C-Takahashi comparing the low
resolution and the inferred pCO; values for the two products
with the in situ observations. The longitudinal profiles plotted
in Fig. 13 show that the values of inferred Takahashi pCO; are
closer to the in sifu observations than those reconstructed from
CT2013. Indeed, if we plot the values of the reconstructed
pCO; using daily CarbonTracker versus in situ pCO> and
reconstructed pCO;, using monthly Takahashi climatology
at the same points (see Fig. 14), it can be seen that the tendency
to be better aligned with the diagonal straight line is clearer

IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING

425 T T
® inferred CT2013
e " inferred Takahashi
=
[
=,
= 405 » 1
S
-
2 nyels
o L)
-
£ zsst g~ > 1
L -
t | ramsgtoerR
= - A e
@ - " o "
% 365 o gy e 7
—
x~ = ¥ e .
< [l ‘ 3
Iy L] ¥ i 'ﬂ
u -
g &= - L A%y
2 345f -t 1
o
N
=
(@]

325 . . .
325 345 365 385 405 425

in-situ pCO2 (natm)
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TABLE IV

ME, AE, SDs, AND RE OF LOW-RESOLUTION PCO; VALUES OF
CARBONTRACKER AND TAKAHASHI2009 AND PCO7 VALUES
INFERRED AT SUPER-RESOLUTION WITH RESPECT TO
VALUES OF PCO7 MEASUREMENTS DURING THE
QUIMA2006/QUIMA2008 CRUISES IN THE
BENGUELA REGION AT THE SAME
INTERSECTIONS OF

THE SAMPLE
daily-CT2013 | monthly-CT2013 | C-Takahashi
N° valid intersections 1762 1762 1762
MELr (natm) 10.89 .21 559
MEmter (patm) .84 5.4 137
AELR (patm) 17.13 19.87 15.64
AFEinfer (patm) 13.59 17.74 11.05

for the points of inferred pCO, using C-Takahashi than those
of inferred pCO, using CT2013.

To finish this section, we compute the statistical errors of
the pCOgakah and the corresponding inferred pCO; values over
all the intersections with in situ observations found during
2006 and 2008 (see the third column of Table II). First,
we can see that the number of intersections for C-Takahashi
is 236% larger than those for C-Tracker because of the
coastal coverage. The AE for pCOEakah and the corresponding
pCOINer (14.46 and 10.91 patm, respectively) is smaller than
when using daily CarbonTracker and monthly CarbonTracker
data. Using pCO;, from Takahashi, the AE of the inferred
pCO; is decreased by 33% with respect to CarbonTracker.
The same happens for the AE of the low resolution pCO».
Therefore, the better the input of pCO;, at low resolution is,
the better the inference of super-resolution pCO; is. Similar
values of the errors have been found when comparing the
reconstructed pCO; from the two low-resolution products with
the in situ measurements at the same intersections of the
sample (Table IV). The SDs of the C-Takahashi and inferred
AEs, SD, with the values of 9.89 and 8.64 patm, are also
smaller than those of CarbonTacker. This suggests that even
removing the strong binning and strong gradients across the
raw data of CarbonTracker fluxes of pCO;, the quality of
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Carbontracker is still lower than the Takahashi climatology
product.

V. CONCLUSION

This paper shows how a new methodology based on the
common multifractal features of oceanic variables is able to
properly infer daily oceanic pCO, maps at high resolution
using monthly averages of CarbonTracker pCO; at low resolu-
tion. Results are even better when we use monthly Takahashi
climatology of pCO; at low resolution. We have found out
that the AE of the daily inferred pCO, at super-resolution
(1/32°) from monthly climatology Takahashi pCO; at low
spatial resolution (1°) is 5 patm smaller, in average, than that
of the inferred pCO; from daily CarbonTracker. The method
has been shown to be robust when remote sensing data are
used as input data; the better the input data are, the better
the inference is. This is a very promising result and opens
up new possibilities for dimethylsulfide inference and global
assessment of pCO,, which is only available presently as
monthly products. It has been proven that the methodology
presented here yields the improved values of pCO; at points
near the coast in the Benguela upwelling system. This result
can be used to a better characterization of relevant coastal
regions, such as the four eastern upwelling systems. It could
help refining the quantification of regional contribution to the
global balance of greenhouse gases (GHGs).

Because of the high degree of complexity of the algorithm
and due to the nonlinearity of the inference processes,
the method is subject to be more sensitive to source of noise.
For instance, the resulting high-resolution pCO, maps depend
on the quality of the original input data. Some satellite prod-
ucts use interpolation schemes to merge data from different
sensors generating spurious data which could introduce arti-
facts in the computation of the singularity structures. Also,
in this paper, we used an approach that is a first approxima-
tion of the functional relationship between the some oceanic
variables, namely, SST, Chl-a, and pCO; through multilinear
relation between their corresponding singularity structures.
Other more complex functional relationships and weighted
regression coefficients, which are expected to reduce the noise,
will be tested in a future work. In addition, preprocessing
data focused on filling gaps in the satellite images from
cloud coverage could improve the final output. In next studies,
we will apply the method described in [7] on physics variables
to fill the missing data produced by clouds.

The knowledge of the small-scale variability of GHGs fluxes
will become relevant due to the great importance of the small-
scale processes to understand global ocean properties. Thus,
this paper represents an improvement of understanding and
quantification at different spatiotemporal scales of relevant
physical and biogeochemical variables in the air/sea inter-
action processes that play an important role in weather and
climate.

APPENDIX A
STATISTICAL QUANTITIES USED IN THE VALIDATION

The following quantities have been used to compare
quantitatively the input and output oceanic pCO, of our
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Fig. 15. (a) Snapshot of OSTIA SST field corresponding to September 30,
2008, regridded at 1/32° of spatial resolution from GSM GLOBCOLOUR.
(b) Snapshot of Chl-a field corresponding to September 30, 2008, regridded
at 1/32° of spatial resolution. (c) and (d) Spatial distribution of SEs of the
SST and Chl-a plotted in (a) and (b), respectively.

methodology, pCO%R and pCOiznfer, respectively, with in situ
measurements pCO $itv,

1) ME: Average over all the intersections of the differ-
ence between pCO; at low resolution, pCO%R (either
pcogtrack or pCOg‘akah)’ pCOiznfer and pCOizn situ at the
same intersection i

N
1 L
ME[R = 5 Z (pCOSR (i) — pCOY s™ (i) (11)
i=1

N
MEinfer = % Z (pCOiznfer(i) _ pCOizn situ(l.)) (12)
i=1
where N is the number of intersections.

2) Mean AE: Average over all the intersections of the
absolute values of the difference between pCO; at low
resolution, pCO%R (either pCOgtraCk or pCOgakah)
or pCOiznfer and pCOizn SitU at the same intersection

N
1 . N
AELR = - > [pCOZ" () = pCOF™™()|  (13)
i=1

N
AEinfer = % Z ‘pCOiznfer(i) _ pCOizn situ (l)‘ (14)

i=1
3) Mean RE: Average over all the intersections of the
errors of the estimated values of pCO; (Carbon-
Tracker, C-Takahashi, or their corresponding inferred)
with respect to the reference pCO, values (in situ) at the

same intersection

N LR in situ (-
1 CO5™ (i) — pCO (@)
REw = 3 | as)
N = pCOY ™ (i)
N infer (- in situ (-
1 COY™e' (i) — pCO (@i
REinfer = — Z i . in sli)tu . : ) (16)
N = pCOY 3™ (i)
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APPENDIX B
EXAMPLE OF HIGH-RESOLUTION SST AND CHL-A
SATELLITE IMAGES

We show in Fig. 15 an example of the satellite images of
the oceanic variables, SST and Chl-a used in the inference of
pCO; and their corresponding SEs
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