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Abstract—Wireless Sensor and Actuator Networks (WSANs)
are emerging as a new generation of Wireless Sensor Networks
(WSNs). Due to the coupling between the sensing areas of
the sensors and the action areas of the actuators, the efficient
coordination among the nodes is a great challenge. In this paper,
we address the problem of distributed node coordination in
WSANs aiming at meeting the user’s requirements on the states
of the Points of Interest (POIs) in a real-time and energy-
efficient manner. The node coordination problem is formulated
as a non-linear program. To solve it efficiently, the problem is
divided into two correlated subproblems: the Sensor-Actuator (S-
A) coordination and the Actuator-Actuator (A-A) coordination. In
the S-A coordination, a distributed federated Kalman filter-based
estimation approach is applied for the actuators to collaborate
with their ambient sensors to estimate the states of the POIs. In the
A-A coordination, a distributed Lagrange-based control method
is designed for the actuators to optimally adjust their outputs,
based on the estimated results from the S-A coordination. The
convergence of the proposed method is proved rigorously. As the
proposed node coordination scheme is distributed, we find the
optimal solution while avoiding high computational complexity.
The simulation results also show that the proposed distributed
approach is an efficient and practically applicable method with
reasonable complexity.

Keywords—Wireless sensor and actuator networks, distributed
coordination, energy, delay, convergence analysis.

I. INTRODUCTION

W ITHIN the ten last years we have observed the re-
markable growth of Wireless Sensor Networks (WSNs)

in a variety of areas, such as environment monitoring, target
tracking, object and event detection [2], [3]. The WSNs can be
viewed as open-loop systems with low-cost wireless sensors
to monitor their surrounding physical world. WSNs extended
with wireless communication capable actuators become Wire-
less Sensor and Actuator Networks (WSANs). They can not
only measure specific physical variables (e.g., temperature,
illumination intensity, voltage), but also change them through
a set of actions performed by the actuators. This is one of
the key elements of the Internet of Things (IoT) [4], [5]. The
sensors usually have limited power, sensing, computation and
communication capabilities, while the actuators have higher
capabilities as they require to make decisions and perform
actions. The WSANs have found promising applications in
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environment control, building automation, industrial control
and smart grid [6]–[13].

An important challenge in the design of such systems is
that the sensing areas of the sensors and the action areas
of the actuators are coupled, which introduces a significant
difficulty in the efficient coordination of the sensors and the
actuators [6], [7], [10]. A typical WSAN example is the
industrial environment control [7], [10], where a number of
wireless thermometers (sensors) and heaters/coolers (actuators)
are deployed in a Region of Interest (ROI) to monitor and
control the states (temperatures) of the Points of Interest
(POIs). As the example shows in Fig. 1, the aim is to control the
states of POIs P1, P2 and P3 to meet the user’s requirements
(e.g., 23 ◦C). Therefore, the actuators A1 and A2 need to
coordinate with each other using the information received from
the sensors S1, S2 and S3. Since the actuator A3 and the POI
P3 are uncorrelated to the other actuators and POIs, the actuator
A3 is able to make control decision individually, using the
information from the sensors S4 and S5. Hence, all the sensors
and the actuators, whose sensing and action ranges that cover
the same POIs, should coordinate with each other to decide for
the appropriate actions.

A centralized scheme [14], [15] addresses the node coordi-
nation problem by gathering the information from all sensors
and actuators and making the optimal state estimation and the
optimal actuator control decision. However, the communication
and the computation overhead is very high, especially when
the network size is large. In addition, the risk of single node
failure exists (e.g., at the sink or at the node near to the
sink). As an alternative, a distributed node coordination is
able to reduce the computational complexity and improve the
system’s scalability [7]. Distributed approaches are required at
each phase of the WSAN coordination. Through a distributed
Sensor-Actuator (S-A) coordination, the actuators collaborate
with their ambient sensors to estimate the states of POIs (e.g.,
in Fig. 1, the actuators A1 and A2 collaborate with the sensors
S1, S2 and S3 to estimate the states of POIs P1 and P2).
A distributed Actuator-Actuator (A-A) coordination allows the
correlated actuators to coordinate with each other in order to
adjust their outputs and control the states of POIs to meet the
user’s requirements (e.g., in Fig. 1, the actuators A1 and A2

coordinate with each other to control the states of POIs P1 and
P2). Note that a closed-loop control is formed by the distributed
S-A and A-A coordinations, which implies that they should be
solved concurrently.

In WSANs, the number of sensors is usually much larger
than the number of actuators. An actuator may receive informa-
tion from multiple sensors [16]–[18]. Hence, a key issue for the
distributed S-A coordination is to fuse the sensors information
at the actuators, in order to estimate the real environment states
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Fig. 1. Node coordination in WSANs.

(e.g., in Fig. 1, to estimate the state of POI P3, the actuator
A3 should fuse the information from the sensors S4 and S5

rather than the information from the sensors S1, S2, or S3).
Although the distributed state estimation and the data fusion
have been well studied in WSNs, e.g., [19], [20], these methods
are hard to be directly applied to WSANs, since the locations
and the outputs of actuators influence the state estimation.
Previous works target at WSANs usually consider centralized
schemes, e.g., [8], [16], [18], while distributed schemes are
rare, e.g., [17], [21], and they focus on different contexts (see
Section II for more details).

During the A-A coordination design, several important re-
quirements should be taken into account. Although the actu-
ators have more energy supply than the sensors, their energy
consumption is still vital for a long-term control [14], [22]. In
fact, sensors and actuators consume energy in different ways:
the energy consumption of a sensor is mainly the wireless
communications; while for an actuator, the energy is mainly
used for performing the actions [23]. Hence, enhancing the
energy efficiency of the actuators is an important issue. Besides
the control accuracy requirements (i.e., the states of POIs
should meet the user’s requirements) [6], [7], [10], [11], [15],
the actuator control should also satisfy the required real-time
constraints. For example, if an abnormal temperature change
occurs at some POIs, a swift action is required within a given
time to re-stabilize the normal temperature. Hence, the core of
the A-A coordination is to control the states of POIs to meet the
user’s requirements in a real-time and energy-efficient manner.

The linear A-A coordination problems, such as jointly
optimize accuracy-delay [11] and accuracy-energy [15], can
be optimally solved by Linear Matrix Inequality (LMI) [11]
or Linear Quadratic Regulator (LQG) [15]. However, when
multiple objectives are taken into account (e.g., control ac-
curacy, energy efficiency and real-time performance), the A-
A coordination problems are usually formulated as non-linear
programmings. To solve these problems, the common methods
include heuristics [14], [22], [24] and simulated annealing [25].
Although heuristics can find feasible solutions in a short

amount of time, they do not provide bounds on the solution
quality. In addition, they are not always easily extensible and
when new assumptions or constraints must taken into account
they must be redeveloped. Moreover, the methods in [14], [22],
[25] are hard to be applied for a distributed control.

For WSANs deployed in harsh and critical environments,
multiple requirements are implied (e.g., control accuracy, en-
ergy efficiency and real-time performance). Hence, the S-A and
A-A coordination joint-design problem under such constraints
is essential for WSANs. However, this joint consideration is
rare in the existing literature, especially for the distributed
solution. Hence, this paper answers the following questions:
1) How to find a proper way to formulate the S-A and A-A
coordination joint-design problem so as to minimize the control
error subject to energy supply and real-time constraints? and 2)
Is there a way to achieve an optimal solution while avoiding
high computational complexity? This paper is initially based
on our preliminary results in [1] and significantly extends this
work by providing the following contributions:

1) We formulate the WSAN node coordination problem as
a non-linear problem, taking control accuracy, energy
efficiency and real-time performance into account. The
proposed system model covers the general case, com-
pared with the simplified model of [1] which considers
only diagonal matrices. The problem is proved to be
convex and it is divided into two correlated S-A and
A-A coordination subproblems, which can be solved
sequentially.

2) Due to the general system model, the system states
are now correlated with each other. Therefore, the S-
A coordination scheme has to be modified in order to
deal with the coupled system states compared to the
approach presented in [1], where no state correlation
is possible. A distributed S-A coordination solution is
proposed using a Voronoi cells method to group the
sensors and the actuators into several clusters. In each
cluster, one actuator is selected as fusion center (cluster
head), which is responsible for collaborating with its
ambient sensors (cluster members) to perform state
estimation. The received information from the sensors
contains measurement noises, and, thus, the cluster head
performs a distributed Federated Kalman Filter (FKF)-
based method to optimally estimate the system states.

3) We propose a distributed Lagrange-based algorithm to
solve the A-A coordination problem. This method co-
ordinates the actuators that cover correlated POIs. Each
actuator individually makes control decision, based on
the limited exchange of information between the actu-
ators. Moreover, the algorithm convergence is analyzed
theoretically. The A-A coordination scheme presented
in [1] is centralized, which prohibits its application in
large size networks.

4) The theoretical analysis and the simulations show that
the proposed method achieves the desirable control ac-
curacy and real-time performance and energy efficiency.
In this paper, we conduct extensive simulations to val-
idate the robustness and the scalability of the proposed
method under in non-idea environments (i.e., with faulty
sensor measurements and actuator failures), compared
with the simulations in [1] which only evaluate the
system control performance. Moreover, the proposed
method achieves an optimal state estimation and an
optimal control scheme with low computation overhead



2327-4662 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2018.2839030, IEEE Internet of
Things Journal

3

due to the distributed architecture.
The rest of this paper is organized as follows. Section II

reviews the literature. Section III presents the system model
and formulates the problem. Section IV and Section V describe
the distributed S-A and A-A coordination schemes, respec-
tively. Finally, Section VI shows the simulation results and
Section VII concludes this paper.

II. RELATED WORK

For centralized S-A coordination, the work in [16] proposes
a fault-tolerant data routing and fusion method with minimum
energy consumption under a delay bound. In [26], an event data
collection approach is presented to balance network lifetime
and event detection reliability. To avoid obstacles in the sensing
field and collect data from the sensors, an energy-efficient
routing mechanism is designed in [27] for the mobile data
collectors. However, the state estimation is not considered in
these works. When sensor readings are noisy, the quality of
fusion result degrades. A Maximum Likelihood Estimation
(MLE)-based method is proposed in [8] to locate the fire
source, estimate the temperature and evaluate its emergency. A
enhanced Bayesian inference based method is designed in [18]
to fuse the sensory data and estimate the system states.

For distributed state estimation, some methods have been
successfully applied to the WSNs, e.g., [19], [20]. Although
these works also utilize Kalman filter to perform state es-
timation, they still differ from our method in the following
ways. The estimation method in [19] focuses on smoothing the
system states by a diffusion Kalman filter (i.e., estimating the
states of discrete system at non-sampling steps). The scenario
is different from ours since we consider the state estimation
at sampling steps. In [20] all the sensors apply a consensus
method to obtain the same state estimation in steady-state.
Our method is not based on consensus, since in our scenario
different sensors may be responsible for different system states.
Moreover, the above methods are not suitable for WSANs since
the closed-loop control provided by the actuators is not taken
into account. In WSANs, although distributed data routing and
fusion methods can be found in [17], [21], the state estimation
is not considered in these works.

For centralized A-A coordination, a simplex based two-stage
optimization method is proposed in [6] and an LQG based con-
trol algorithm is designed in [15] to jointly optimize the control
accuracy and energy-efficiency. A simulated annealing based
online approach is presented in [25] which jointly addresses
the actuator control and communication scheduling problems.
To complete the tasks with minimum energy consumption and
under a given time delay, a heuristic based control scheme is
proposed in [22] to adjust the actuators’ outputs. A two-stage
control scheme which is based on queuing theory is designed
in [28] to enhance the energy efficiency and reduce the task
completion time. A fault tolerant algorithm is provided in [29]
to jointly optimize the scheduling, routing and control. A neural
network based control algorithm is designed in [30] to achieve
a precise light control and maintain a robustness against the
inaccurate system parameters.

For distributed A-A coordination, the problems of control-
ling the indoor temperature to meet the user’s requirements
(control accuracy) are studied in [7], [10]. To balance the
control accuracy and the energy consumption of an indoor
lighting system, a gradient descent based control algorithm is
proposed in [31]. A heuristic based control scheme is developed

in [32] to minimize the workloads (energy consumption) of
the actuators, while keeping them approximately balanced.
To jointly optimize the accuracy-delay, an LMI-based control
scheme [11] is applied to smart grid to implement a dis-
tributed voltage control. A heuristic based control scheme is
presented in [24] to guarantee the desired levels of the control
performance and reduce the energy consumption. However,
the problems of control accuracy, energy-efficiency and real-
timeliness are not considered simultaneously in above works.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first present the WSAN model and then
formulate the node coordination problem. A summary of the
notations that are used in this paper is given as follows. For
a matrix M , mij is the (i, j)th element of M , and tr(M)
is the trace of M . For a vector v, vi is the ith element of
v, and D(v) is the dimension of v. For a scalar %, [%]+ =
max{0, %}, and [%]%% = max{%,min{%, %}}. E(·), (·)′, and ‖ ·
‖2 are the operators for the expectation of a random variable,
the transpose of a matrix/vector, and the 2-norm of a vector,
respectively. y ∼ N (µ,σ) represents the random variables y
following a Gaussian distribution with mean µ and covariance
σ, where µ and σ have the appropriate dimensions. Let p =
[p1 . . . , pm]′ and q = [q1 . . . , qm]′. p � q represents pi ≤ qi
(1 ≤ i ≤ m).

A. System Model
We consider ns static sensors {S1, . . . , Sns} and na static

actuators {A1, . . . , Ana} randomly deployed in an ROI to
monitor the states of np POIs and take necessary actions to
deal with the events occurring in these POIs. The system
states x = [x1, . . . , xnp

]′ represent the physical variables
under consideration (e.g., temperature, illumination intensity,
voltage). An event is occurred when a system state exceeds a
predefined threshold. The sensors measure the system states pe-
riodically and transmit their readings to the ambient actuators.
Based on the collected information, the actuators coordinate
with each other to make proper decisions and perform the
corresponding actions to control the system states to meet the
user’s requirements x∗.

Note that 1) a system state xi is affected by both the nearby
actuators and the correlated system states, 2) the actuators are
static, and 3) the information exchanging between the sensors
and the actuators is carried out by discrete wireless packets [7],
[10]. We consider a system which is modeled by the following
discrete Linear Time-Invariant (LTI) process:

x(k + 1) = Ax(k) +Bu(k) + ω(k), (1)

where u(k) ∈ Rna×1 and ω(k) ∼ N (0,Q) are the vectors of
actuators’ outputs and system noise, respectively. A ∈ Rnp×np

and B ∈ Rnp×na are the system matrix and the input matrix,
respectively. ∆ is the system sampling period, and u � u(k) �
u since the actuators’ outputs are bounded.

For the sensor Sj , if the system states {xp, . . . , xq} are
within its sensing range rs, the sensor Sj takes a noisy
measurement of them:

zj(k) =[cjpxp(k) + νjp(k), . . . , cjqxq(k) + νjq (k)]′

=[zjp(k), . . . , zjq(k)]′, 1 ≤ j ≤ ns, 1 ≤ p, q ≤ np, (2)

where cji (p ≤ i ≤ q) is a coefficient, νji is the measurement
noise, and ν(k) ∼ N (0,R). We assume that the system
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described by (1) and (2) is controllable and observable and
it is synchronized by one of the existing clock synchronization
methods [33].

B. Problem Formulation

Our objective is to find, for each occurring event, the
strategies of the sensors and the actuators to drive the system
states x towards the user’s requirements x∗ subject to a set of
real-time and energy supply constraints. The whole problem is
divided into two correlated subproblems of the S-A and the
A-A coordinations described as follows.

Denote z(k) = [z1(k)′, . . . ,zns
(k)′]′ as the collected sensor

measurements of the entire network at the kth step. The goal
of the S-A coordination is to determine a posteriori estimate
x(k|k) and a priori estimate x(k|k − 1) of system states
x(k) [34] as defined below:

x(k|k) = E(x(k)|z(k)),

x(k|k − 1) = E(x(k)|z(k − 1)).

Definition 3.1 (Event): Denote εi as a small positive toler-
ance. If the state estimation xi(k|k) exceeds a predefined range
[x∗i −εi, x∗i +εi], while the state estimation xi(k−1|k−1) was
within this range, an event in the system state xi is occurred
at the kth step.

Definition 3.2 (Actuation delay): For an event in the system
state xi, the actuation delay is the number of sampling periods
that the state estimation xi(k|k) remains out of the range [x∗i −
εi, x

∗
i + εi] after the occurrence of this event.

Assume that an event occurs in system state xi at the kth
step. Let Ti(k) be the actuation delay, Ai = {Aj |bij 6= 0, 1 ≤
j ≤ na} be the set of responsible actuators of system state
xi, and Ui(k) = {uj(k)|bij 6= 0, 1 ≤ j ≤ na} be the set of
corresponding actuators’ outputs. Note that 1) Ti(k) mainly
depends on the control error ei(k) = x∗ − xi(k|k) and the
actuators’ outputs Ui(k), and 2) under the given control error
ei(k), if the actuator’s output uj(k) (bij 6= 0) increases, the
actuation delay Ti(k) reduces. Hence, we have

Ti(k) = G(ei(k),Ui(k)),

where G is a differentiable and decreasing function with respect
to Ui. We assume that the elements in the set Ui affect the value
of Ti independently (i.e., ∂G2

∂up∂uq
= 0 (p 6= q)).

To drive the system states x towards the user’s requirements
x∗, the actuators’ outputs u(k) can be either positive or
negative. Denote pj(k) = kpuj(k)2 as the actuator Aj’s power
at the kth step, where kp is a positive constant (i.e., the larger
actuator output is, the more energy is consumed). Since each
actuator maintains its output step-wise, the consumed energy
of the actuator Aj at the kth step is given by Ej(k) = ∆pj(k).

Our objective is to minimize the control error ‖Ax(k|k) +
Bu(k) − x∗‖22 and the energy consumption of the actuators∑na

j=1 ∆kpuj(k)2 by adjusting the actuators’ outputs u(k).
Summarizing the objective and all the constraints mentioned
above, the Primal Problem (PP) is formulated as

PP : min
u(k)

J (k) (3)

s.t.


∆kpuj(k)2 ≤ Erj (k), 1 ≤ j ≤ na,
G(ei(k),Ui(k)) + Td ≤ Tth, 1 ≤ i ≤ np,
uj ≤ uj(k) ≤ uj , 1 ≤ j ≤ na,

where

J (k) = ‖Ax(k|k) +Bu(k)− x∗‖22 + α
∑na

j=1
∆kpuj(k)2,

and α is a positive coefficient. ∆kpuj(k)2 ≤ Erj (k) indicates
that the energy consumption of each actuator cannot exceed
its residual energy Erj (k). G(ei(k),Ui(k)) + Td ≤ Tth implies
that the actuation delay should not exceed a time threshold Tth,
minus by the communication and computing time Td. Tth is
determined by the applications and Tth ≥ ∆.

Theorem 3.1: The PP (3) is a convex optimization problem.
Proof: See Appendix A for the proof.

The PP requires an appropriate A-A coordination to solve
the actuator output adjustment problem based on the state
estimation x(k|k), which is obtained by the S-A coordination.
In the following section, we will show the details of S-A
coordination and A-A coordination.

IV. S-A COORDINATION AND DISTRIBUTED ESTIMATION

In this section, a distributed fusion method is applied among
the actuators and their ambient sensors to estimate the system
states, based on the FKF [35]. As shown in Fig. 2, this
method employs a two-stage data processing structure, where
the Local Filters (LFs) (i.e., {LF1,. . .,LFh}) perform the local
state estimation using the measurements received from the
sensors. Then, the estimated results from the LFs are fused
in a Master Filter (MF) to yield an optimal state estimation.
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Fig. 2. The structure of FKF design for S-A coordination.

A. Preliminaries
Denote rx as the impact range of the system state xi, and ra

as the action range of the actuator Aj . Usually, the values of
rx and ra are limited and much smaller than the range of ROI.
Hence, if the POIs and the actuators are randomly deployed in
the ROI rather than concentrated on a small area, the control
of the system states xp and xq (p 6= q) may be decoupled with
each other (e.g., in Fig. 1, the control of system states {x1, x2}
and x3 are decoupled). Let Xi = {xj |aij 6= 0, 1 ≤ j ≤ np, j 6=
i} be the set of correlated system states of xi. Based on the
elements in the sets {Xi,Ai} (1 ≤ i ≤ np), the system states x
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can be rearranged as [x′1, . . . ,x
′
κ]′ (1 ≤ κ ≤ np). The elements

in xi have the following properties: for xpi and xqj (∀p,∀q),
if i 6= j, we have Xp ∩ Xq = ∅ and Ap ∩ Aq = ∅, where
xji represents the jth element of xi. Due to the independence
between the system states xi and xj , we focus on the node
coordination design for xi. To avoid confusion, we redefine
the subscripts of the elements in xi as xi = [x1, . . . , xD(xi)]

′.
Hence, the dynamic model of system states xi is given by

xi(k + 1) = Aixi(k) +Biui(k) + ωi(k), 1 ≤ i ≤ κ, (4)

where Ai, Bi, ui and ωi(k) are the corresponding parts of A,
B, u and ω(k), respectively, under the given xi, and ωi(k) ∼
N (0,Qi).

Denote Ai as the set of responsible actuators of the system
states xi. If x∗ − ε ≤ xi ≤ x∗ + ε, we have ui = 0, else
the actuators in the set Ai should coordinate with each other
to perform appropriate actions, since the control of system
states xpi and xqi (p 6= q) are now correlated. Without loss
of generality, we assume that at least one event occurs in the
system states xi at the kth step.

Using the Voronoi cells method [32], the ROI can be divided
into na partitions, where all the sensors in the jth partition are
closer to the actuator Aj than to all other actuators. Hence,
the actuator Aj periodically collects the measurements from
the sensors in its own partition. This is because: 1) the nearest
actuator is probably the one that covers the corresponding POI
of the reported event, and, thus, it can take the action to react
to this event quickly, and 2) the transmission over the shortest
path is expected to suffer less interference and low packet loss,
and, thus, it has a higher reliability. As the example shows in
Fig. 3, the actuators A1 and A2 are the nearest actuators to the
POIs P1 and P2, as well as the responsible actuators of the
system states x1 and x2.

Active sensor

Idle sensor

Active actuator

Event

P1

P2
A1

A2

S1
S2

S3

S4

S5

S6
Idle actuator

Fig. 3. Distributed S-A coordination illustration.

Since the sensors that cover the system states xi may
belong to different partitions, multiple actuators can receive the
measurements of the system states xi. We group these actuators
as a set (cluster) Ξi, and select one actuator in the set Ξi as
the fusion center (cluster head). For example, in Fig. 3, the
actuator A1 receives the measurements of the system states x1
and x2 from the sensors S1, S2 and S6, while the actuator A2

receives the measurements of the system states x1 and x2 from
the sensors S3, S4 and S5. Therefore, the actuators A1 and A2

are grouped as a cluster Ξ1 and we select the actuator A1 as the
cluster head. The fusion center selection can be implemented
in a fully distributed manner [36]. To perform the data fusion,
the cluster members send their received measurements to the
cluster head. Note that the elements in the sets Ξi and Ξj
(i 6= j) may be overlapping. To reduce the communication

overhead of a single actuator, we consider one actuator cannot
be selected as fusion center in different clusters (e.g., if the
actuator A1 is the fusion center in the cluster Ξ1 and A1 ∈ Ξ2,
the actuator A1 cannot be selected as fusion center in the cluster
Ξ2).

B. FKF-based Data Fusion
Since the number of sensors is usually larger than the number

of POIs (i.e., ns � np), the system state xp could be sensed by
the multiple sensors (i.e., several measurements of system state
xp exist). Denote Zp(k) = {zjp(k)|cjp 6= 0, 1 ≤ j ≤ ns} as the
set of measurements of system state xp, and Zjp(k) as the jth

element of Zp(k). Hence, zji (k) = [Zj1(k), . . . ,ZjD(xi)
(k)]′

represents the jth measurement vector of the system states xi,
which is given by

zji (k) = Cj
i xi(k) + νji (k),

where Cj
i and νji have compatible dimensions, and νji (k) ∼

N (0,Rj
i ). Since the sensors are randomly deployed, the num-

ber of elements in the set Zi and in the set Zj (j 6= i) are not
always the same. We assume that h independent measurement
vectors of xi can be obtained from the sets {Z1, . . . ,ZD(xi)}.
Hence, h LFs are implemented in parallel. As the example
shows in Fig. 3, let xi = [x1, x2]′, since Z1 = {z11 , z21 , z31 , z41}
and Z2 = {z22 , z42 , z52 , z62}, we have h = 4. The fusion process
is summarized as follows.

1) Based on the fusion results (S-A coordination) and the
actuator outputs (A–A coordination) at the previous step k −
1 (i.e., {x̃ji (k − 1|k − 1), P̃ j

i (k − 1|k − 1), Q̃j
i (k − 1)} and

ui(k− 1)), and the sensor measurements at the current step k
(i.e. zji (k)), the jth LF (1 ≤ j ≤ h) performs the following
state estimation:

P j
i (k|k − 1) =AiP̃

j
i (k − 1|k − 1)A′i + Q̃j

i (k − 1), (5)

xji (k|k − 1) =Aix̃
j
i (k − 1|k − 1) +Biui(k − 1), (6)

P j
i (k|k)−1 =P j

i (k|k − 1)−1 +Cj
i

′
Rj
i

−1
Cj
i , (7)

xji (k|k) =P j
i (k|k)(P j

i (k|k − 1)−1xji (k|k − 1)

+Cj
i

′
Rj
i

−1
zji (k)), (8)

where xji (k|k) and xji (k + 1|k) are the a posteriori estimate
and the a priori estimate of the system states xi(k) obtained
by the jth LF, respectively. P j

i (k|k) and P j
i (k + 1|k) are the

error covariance matrices corresponding to the state estimations
xji (k|k) and xji (k + 1|k), respectively.

2) Collecting the estimation results {xji (k|k),P j
i (k|k)} (1 ≤

j ≤ h) from the LFs, the MF performs the following data
fusion process:

Pi(k|k)−1 =
∑h

j=1
P j
i (k|k)−1, (9)

xi(k|k) = Pi(k|k)
∑h

j=1
(P j

i (k|k)−1xji (k|k)). (10)

3) The MF resets the fusion results xi(k|k) and Pi(k|k) as
follows:

x̃ji (k|k) = xi(k|k), (11)

P̃ j
i (k|k) = βji (k)−1Pi(k|k), (12)

Q̃j
i (k) = βji (k)−1Qi, (13)
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where βji (k) is called the information-sharing factor and it must
satisfies the constraints 0 ≤ βji (k) ≤ 1 and

∑h
j=1 β

j
i (k) = 1

to avoid information loss. We select the value of βji (k) based
on the estimation accuracy of the jth LF [1] (e.g., βji (k) =

(tr(P j
i (k|k)))

−1∑h
j=1(tr(P

j
i (k|k)))−1

).

4) The MF sends the reseted results x̃ji (k|k), P̃ j
i (k|k) and

Q̃j
i (k) back to the jth LF for the next round of data fusion.
Lemma 4.1: The fusion result (10) provided by the MF is

an optimal estimation of the system states xi(k).
Proof: The proof is similar to that in [37], where the FKF

with data reset (11) – (13) is equal to the centralized Kalman
filter.

(4) and (10) show that 1) κ fusion centers perform state
estimation simultaneously, and 2) each fusion center is only
responsible for the estimation of partial system states (e.g.,
xi). Hence, the proposed S-A coordination is distributed. The
implementation details are summarized in Algorithm 1. Note
that 1) the actuators’ outputs are not known at the sensors, and
2) the actuators are more powerful than the sensors. In order
to reduce the amount of message exchanges among the sensors
and the actuators and make a better usage of nodes’ resources,
the computationally expensive tasks, such as state estimation
and data fusion, are performed by the actuators rather than the
sensors.

Algorithm 1: Distributed S-A coordination
Set initial values: x(0) and P (0);
for k = 1, 2, 3, . . . do

for i = 1, . . . , κ do
for Actuators in set Ai do

Receive the data transmitted from the
sensors in its own partition;

if Actuator Al is fusion center then
Receive the sensor data transmitted from
the other actuators in the cluster Ξi;

Construct {z1i (k), . . . ,zhi (k)};
for j = 1, . . . , h do

Update {xji (k|k),P j
i (k|k)} through

(5) – (8) ;
end
Fuse {xji (k|k),P j

i (k|k)} (1 ≤ j ≤ h)
through (9) – (10);

for j = 1, . . . , h do
Reset {xi(k|k),Pi(k|k)} through
(11) – (13);

end
else

Relay the received sensor data to the
fusion center in the cluster Ξi;

end
Calculate ul(k) through the A-A
coordination;

end
end

end

V. A-A COORDINATION AND DISTRIBUTED CONTROL

In this section, we describe the distributed algorithm for
solving the PP (3). Our method is based on dual decomposition

and we solve the dual problem using the subgradient algorithm.
To develop the dual problem of PP, we introduce the positive

Lagrange multipliers λ = [λ1, . . . , λna+np ]′ to its constraints,
the corresponding Lagrangian [38] is

L(u(k),λ) =‖Ax(k|k) +Bu(k)− x∗‖22
+ α

∑na

j=1
Ej(k) +

∑na

j=1
λj(Ej(k)− Erj )

+
∑na+np

j=na+1
λj(Tj(k) + Td − Tth)

=
∑κ

i=1
Li(ui(k),λi), (14)

where λi = [λ1, . . . , λD(ui), λD(ui)+1, . . . , λD(λi)]
′ and

Li(ui(k),λi) =‖Aixi(k|k) +Biui(k)− x∗i ‖22
+α

∑D(ui)

j=1
Ej(k) +

∑D(ui)

j=1
λj(Ej(k)− Erj )

+
∑D(λi)

j=D(ui)+1
λj(Tj(k) + Td − Tth).

In (14), x(k|k) = [x1(k|k)′, . . . ,xκ(k|k)′]′ and xi(k|k) (1 ≤
i ≤ κ) is given by (10).

The dual function R(λ) is defined as the minimum value of
the Lagrangian L(u(k),λ) over the variables u, i.e., for λ,

R(λ) = min
u�u(k)�u

L(u(k),λ) =
∑κ

i=1
Ri(λi)

=
∑κ

i=1
min

ui�ui(k)�ui

Li(ui(k),λi). (15)

Hence, the Dual Problem (DP) associated with the PP is

DP : max
λ�0

R(λ).

Since the PP is convex, the optimal objective function values
of the PP and its dual problem are equivalent due to the
strong duality (i.e., solving the DP is equal to solving the
PP). Based on the structure of the DP, we design a two-layer
subgradient-based algorithm to solve this problem. The inner-
layer iteration aims to update variables u under the given
multipliers λ. On the other hand, the outer-layer iteration aims
to update multipliers λ under the given variable u. Therefore,
we introduce the indexes m and l to count the outer-layer and
the inner-layer iterations, respectively.

1) Inner-layer Iteration: Assume that the current outer-layer
iteration is m. Under the given multipliers λ(m), the actuator’s
output uj (the jth element in ui) is iteratively updated by

uj(l + 1)

=

[
uj(l)− δ

∂L(u(l),λ(m))

∂uj(l)

]uj

uj

=

[
uj(l)− δ

∂Li(ui(l),λi(m))

∂uj(l)

]uj

uj

, 1 ≤ j ≤ D(ui), (16)

where δ is a positive small step-size, and

∂Li(ui(l),λi(m))

∂uj(l)

=2
∑D(xi)

i=1

(∑D(xi)

j=1
aijxj +

∑D(ui)

j=1
bijuj(l)− x∗i

)
bij

+ 2(α+ λj(m))∆kpuj(l) +
∑D(λi)

j=D(ui)+1
λj(m)

∂Tj(l)

∂uj(l)
.
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Denote ε ≥ 0 as a small tolerance. Since L(u,λ) is a convex
function with respect to u, the inner-layer iteration can start
from an arbitrary initial point u(0) and the iteration stops when
‖u(l + 1) − u(l)‖22 ≤ ε. Hence, by iterating (16), we obtain
u(m) (the optimal solution of the problem (15) under the given
multipliers λ(m)).

2) Outer-layer Iteration: Based on the updated results of the
previous inner-layer and outer-layer iterations (i.e., u(m) and
λ(m)), the multiplier λj (the jth element in λi) is iteratively
updated by

λj(m+ 1)

=

[
λj(m) + δ

∂R (λ(m))

∂λj(m)

]+
=

[
λj(m) + δ

∂Ri (λi(m))

∂λj(m)

]+
, 1 ≤ j ≤ D(λi), (17)

where

∂Ri(λi(m))

∂λj(m)
=

{
Ej(m)− Erj , 1 ≤ j ≤ D(ui),

Tj(m) + Td − Tth,D(ui) + 1 ≤ j ≤ D(λi).

Since R(λ) is a concave function with respect to λ, the
outer-layer iteration can start from an arbitrary initial point
λ(0) and the iteration stops when ‖λi(m+ 1)−λi(m)‖22 ≤ ε.

(16) show that ∂L(u(l),λ(m))
∂uj(l)

is a function respective to
variables ui(l). Hence, during the inner-layer iteration, the
actuator Aj needs to exchange its temporary result uj(l) with
the other actuators in the set Ai to update uj(l + 1). On the
other hand, (17) shows that ∂R(λ(m))

∂λj(m) is a function respective
to variables ui(m) and λj(m). Note that ui(m) is already
known by the actuator Aj through the inner-layer iteration.
The update of multipliers λi(m) can be performed locally
by each actuator in the set Ai. (16) and (17) show that 1)
the actuator Aj only needs to exchange information with the
actuators in the set Ai rather than all the actuators, and 2)
the actuator Aj calculates its output individually based on the
received information. Hence, the proposed A-A coordination
is distributed. The implementation details are summarized in
Algorithm 2.

Since the PP is convex, the optimal values of λ and u exist.
Denote them as λ∗ and u∗, respectively. The convergence of
proposed algorithm is analyzed through the following theo-
rems.

Definition 5.1 (Statistical convergence [39]): For an opti-
mization problem minι S(ι) and an iterative algorithm with
positive step-size ς , which generates an intermediate solution
ι(m) at the mth step, let ι∗ be the optimal solution and ῑ(m) =
1
m

∑m
τ=1 ι(τ) be the average solution found by the mth step.

ι is said to statistically converge to ι∗, if for any γ > 0 there
exists an ς such that lim supm→∞(S(ῑ(m))− S(ι∗)) ≤ γ.

Theorem 5.1: Iterating (17), the Lagrange multipliers λ sta-
tistically converge to λ∗, when δ is a small enough value.

Proof: See Appendix B for the proof.
Theorem 5.2: Iterating (16) and (17), the actuators’ outputs

u statistically converge to u∗, when δ is a small enough value.
Proof: See Appendix C for the proof.

From the above statements, we can see that there exist two
types of information exchange among the actuators: 1) the
actuators in the set Ξi send their received measurements to
the fusion center for the data fusion, and 2) the actuators in
the set Ai exchange their temporary results ui(l) with each
other to calculate their outputs ui(k). The former one only

Algorithm 2: Distributed A-A coordination
Set the initial values: u(0), λ(0), δ, and ε;
for k = 1, 2, 3, . . . do

for i = 1, . . . , κ do
for Actuator Aj , j = 1, . . . ,D(ui) do

m← 1;
Update λi(m) by (17);
if ‖λi(m)− λi(m− 1)‖22 ≥ ε then

Update λi(m+ 1) by (17);
l← 1;
Update uj(l) by (16);
if ‖ui(l)− ui(l − 1)‖22 > ε then

Update uj(l + 1) by (16);
Exchange uj(l + 1) with other
actuators in the set Ai;
l← l + 1;

else
uj(m) = uj(l);

end
m← m+ 1;

else
uj(k) = uj(m);

end
end

end
end

requires to exchange information once at each step, while
the latter one requires several times at each step. Based on
different positions of nodes and POIs, the actuators in the
sets Ξi and Ai are not always the same. According to the
actuators in the sets {Ξi} and {Ai}, each actuator knows which
actuators should communicate with. Hence, the topology of
communication between the actuators can be determined by
the available methods [36]. Moreover, by Algorithm 2, each
actuator in the set Ai knows the values of ui(k), which can
be used for the next round data fusion.

VI. SIMULATION RESULTS

In this section, we consider 30 actuators and 100 sensors
randomly deployed in a 150 m × 150 m ROI to monitor
and control the temperature of 30 POIs. The values of the
experimental set-up are described in Table I.

A. Performance Evaluation

Denote J1(k) = ‖Ax(k|k) +Bu(k)− x∗‖22 and J2(k) =
α
∑na

j=1Ej(k) as the control error and the actuator energy con-
sumption at the kth step, respectively. Fig. 4(a) shows the dy-
namic change of the objective function J (k) = J1(k)+J2(k)
using the proposed method. From it we can see that 1) the
system is Bounded-Input-Bounded-Output (BIBO) stable, and
2) the proposed method satisfies the desired user’s requirements
and achieves a quick response to the events with a small
energy consumption. Fig. 4(b) shows the system performance
(objective function) to handle sequential events. Denote ei as
the event occurs at the system state xi. Let E1 = {e1, . . . , e10},
E2 = {e11, . . . , e20} and E3 = {e21, . . . , e30}. Case 1 rep-
resents that the events E1, E2 and E3 occur at step k = 1
simultaneously. Case 2 and Case 3 represent that the events
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TABLE I. EXPERIMENTAL SET-UP

System model

System matrix A aij =


1− dij

rx
if dij < rx, i 6= j,

0.9 i = j,

0 else.
dij : the distance between Pi and Pj

rx: the impact range of system state

Input matrix B bij =

{
1− dij

ra
if dij < ra,

0 else.
dij : the distance between Pi and Aj

ra: the action range of actuator

Measurement matrix C cij =

{
1− dij

rs
if dij < rs,

0 else.
dij : the distance between Si and Pj

rs: the sensing range of sensor
na = 30 ns = 100 np = 30
rx = 2 m ra = 20 m rs = 5 m
α = 200 Td = 2 s ∆ = 0.5 s
x∗ = 25 ◦C ε = 0.5 ◦C x(0) = 0 ◦C
Q = 0.1I R = 0.5I ε = 0.01

tji,m(k) =
ktdijei(k)

kpū
2
j

Tth =
∑np

i=1 max
na
j=1{t

j
i,m(k)}

np
+ Td

dij : the distance between Pi and Aj

Actuator Ai characteristics
kp = 1 [uj , ūj ] = [0, 50] Er

j (0) = 1000 J
Control error ei(k) characteristics

kt = 2 ηj ∈ [0, 0.2]

tji (k) =
ktdijei(k)

pj(k)
G =

∑np

j=1 ηjt
j
i (k)

E1, E2 and E3 occur at steps k = 1, 3, 5 and k = 1, 20, 40,
respectively. In Case 1, the actuators take 4 steps to handle
all the events. In Case 2, new events occur when the previous
tasks haven’t finished yet. Hence, the actuators’ outputs change
accordingly so as to match the characteristics of the occurring
events. In Case 3, the actuators are in the idle state, when the
assigned tasks are finished, and some actuators are activated
again when new events occur. Fig. 4(a) and Fig. 4(b) show
that the proposed method efficiently handles the parallel and
sequential events.

The algorithm convergence (parallel events) is shown in
Fig. 4(c), where nλ(k) and nu(k) are the number of outer-
layer iterations and the total number of inner-layer iterations at
the kth step, respectively. In the beginning, the LDA requires
at most eight times of outer-layer iterations, and at each outer-
layer iteration, the actuator Aj only needs to exchange a small
amount of information (i.e., its temporary output uj(l) six times
in average). With the step k increasing, the outer-layer and
inner-layer iterations numbers nλ(k) and nu(k) decrease very
fast, since the objective function J (k) has converged. Hence,
the communication overhead of the actuator Aj is small. For
the sequential events, we obtain the similar results.

Random events (i.e., the events randomly occur at the system
states {x1, . . . , xnp

}) are very common in practice, especially
without a priori knowledge about when and where the events
will occur. In Fig. 4(d), we evaluate the system performance to
handle random events. Denote Ja =

∑50
k=1 J (k)

50 as the average
value of the objective function achieved by 50 steps, and ne as
the number of random events. We set na = ns = np = 100,
and the random events occur at step k = 1. The sensors, the
actuators, and the POIs are randomly deployed in the ROI,
and the event probability pe = ne

np
is changed from 0.2 to

1. Although Ja generally increases with pe, the convergence

speeds of LDA (i.e., the number of outer-layer iterations) under
different pe are almost the same.
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Fig. 4. System performance to handle parallel, sequential and random events.

B. Comparison with Existing Algorithms
In multi-sensor scenario, one of the popular methods to

perform state estimation is the Centralized Kalman Filter
(CKF) [37]. CKF gathers the measurements from all the sensors
in one processing block (i.e., z(k) = [z1(k)′, . . . ,zh(k)′]′),
and runs KF to get the optimal estimation of system states.
Fig. 5(a) compares the Root-Mean-Square Error (RMSE) of
the estimation result achieved by CKF and FKF. Since that
the RMSE of FKF and CKF are the same, and, thus, the
FKF with data reset is an optimal state estimator. In WSANs,
the data transmission between the sensors and the actua-
tors are prone to time delay/packet loss, due to the limited
computation/communication abilities of the sensors and the
existence of the internal/external interferences [11]. If the
unreliable sensors’ measurements are used for state estimation,
and they are undetected by both the MF and LFs, they will
contaminate the fusion results. Since the measurement residuals
zji (k)−Cj

i x
j
i (k|k−1) of the jth LF are Gaussian distributed, a

simple χ2 detector [40] can be employed to detect and isolate
the faulty sensor measurement. We assume that if sensor Sj
suffered from time delay/packet loss at step k, the measurement
received by the actuator is zj(k) = 0. We randomly select 5
sensors to suffer from time delay/packet loss during the steps
k = 2 ∼ 7, 25, 35. The result is shown in Fig. 5(b). From it
we can see that the estimation accuracy of CKF significantly
drops. However, the estimation accuracy of FKF is almost
not affected by the faulty measurements. Since CKF/FKF
involves the multiplication and inversion of n×n matrices, the
computational complexity is O(n3) [41]. For FKF and CKF,
we have n = D(zji ) and n = hD(zji ), respectively. Although
the CKF has a simple structure (i.e., no data fusion and reset),
the distributed FKF-based S-A coordination achieves a better
balance between the estimation accuracy and the computational
complexity.

During the A-A coordination, we compare the proposed
Lagrange-based Distributed Algorithm (LDA) with three ex-
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Fig. 5. Estimation performance comparison between CKF and FKF.

isting methods: 1) PID Neural Network (PIDNN) [13], [30],
2) Gradient Descent method (GD) [7], [31], and 3) Sequen-
tial Unconstrained Minimization Technique (SUMT) [1]. The
results are shown in Fig. 6. From it we can see that all
four algorithms achieve the desired control accuracy. However,
the error convergence speeds of LDA and SUMT are faster
than that of PIDNN and GD. This is because: 1) PIDNN
needs some steps to train the neural network in the beginning,
and 2) LDA and SUMT minimize J (k) at each step k but
PIDNN and GD minimize J (k) step by step. Since J (k) takes
control error as well as energy consumption into account, a
fast convergence speed implies a better real-time and energy-
efficiency performance.
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Fig. 6. System performance comparison between different control schemes.

C. Robustness Analysis
The system model described by (1) has a general form

(i.e., system matrix A and input matrix B are not limited to
diagonal matrices). (1) also shows that the system states x(k)
are controlled by the actuators’ outputs u(k), and, thus, the
actuator failure affects system performance. Denote nf as the
number of failing actuators. We assume that uj(k) = 0, if the
actuator Aj is out of function. As shown in Fig. 7(a), with
nf increasing, more and more POIs become uncontrollable.
Hence, J (k) increases with nf . On the other hand, since one
POI may be covered by the multiple actuators, the failure of
few actuators is still tolerable (e.g., nf = 4).

From (16), we can see that the system performance de-
pends on the system model accuracy. Fig. 7(b) shows the
influence of inaccuracy affect of system model. Denote gd =∑np

i=1

∑np

j=1 |aij−ãij |+
∑np

i=1

∑na

j=1 |bij−b̃ij | as a model error
index, where {A,B} is the accurate system model used to
simulate the dynamic of system, and {Ã, B̃} is the inaccurate
system model used to calculate actuators’ outputs u(k). When
gd is small, J (k) remains almost unchanged. However, for
a large gd, the system performance degrades or even becomes
unstable. In order to achieve a desired control quality, a certain
level of system model accuracy is essential. Therefore, we
can use experimental/mechanism modeling [6], [7] or jointly
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Fig. 7. System performance under abnormal conditions.

estimate the system states x(k) and the system model {A,B}
through the adaptive filtering methods [42], [43].

D. Scalability Evaluation
We compare the system performances achieved by LDA

and SUMT under different network scales, with na = np
and ns = 100. The sensors, the actuators, and the POIs are
randomly deployed in the ROI so that the system partition
is varied among the experiments. To show the difference
between these two algorithms, we define a metric ∆J (k) =
J (k)−Js(k)
Js(0)

× 100%, where J (k) and Js(k) are the objective
function values achieved by LDA and SUMT at the kth step,
respectively. Fig. 8 shows that 1) the performances of the
two algorithms are quite similar, as the difference is less than
8%, and 2) with np increasing, the computing time of both
algorithms grows. Since SUMT is an interior point method,
the computational complexity is O(n3a) [44]. On the other
hand, since the inter-layer and outer-layer iterations of LDA are
based on subgradient method, the computational complexity is
O(U2R2ε−2) [45], where U is the distance between an optimal
solution and the initial point and R is a Lipschitz constant
for the objective function. Hence, the LDA has much shorter
computing time than the SUMT. Although the centralized
method is able to collect the global information and achieve a
globally optimal control decision, the communication latency
is also large, since the sensory data and the control command
are routed through the sink rather than the nearby nodes. The
communication and the computation overhead at the sink and
at the nodes near to the sink increase significantly with the
network scale.
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Fig. 8. Scalability comparison between SUMT and LDA.

Fig. 9 evaluates the system performance under different node
configurations. We consider following two cases: 1) np = 50
and na changes from 50 to 100; 2) na = 50 and np changes
from 50 to 100. The sensors, the actuators, and the POIs are
randomly deployed in the ROI. In Case 1, with na decreasing,
Ja increases. This is because the more actuators are involved
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in event processing, the easier is to handle the events. In Case
2, with np increasing, Ja increases. This is because 1) each
actuator only covers a limited area in the ROI, and 2) the POIs
are randomly deployed. With np increasing, some POIs are out
of actuators’ control, which leads to a large control error.
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Fig. 9. System performance under different node configurations.

VII. CONCLUSION

The distributed node coordination problem in WSANs is
addressed in this paper. We aim at satisfying the user’s require-
ments on the system states in a real-time and energy-efficient
manner. The node coordination problem was formulated as
a non-linear programming, which was proved to be convex.
We applied a distributed estimation method, which is based
on Voronoi cells and FKF, to perform S-A coordination.
Based on the estimated result, we proposed a Lagrange-based
distributed algorithm to adjust actuators’ outputs and proved its
convergence. Simulation results demonstrated the performance
of the proposed method in terms of the quality of the solution
and the computing time.
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APPENDIX A
PROOF OF THEOREM 3.1

Proof: From Ej(k) = ∆pj(k) = ∆kpuj(k)2, we have
∂2Ej(k)

∂uj(k)
2 = 2∆kp, ∂2Ej(k)

∂ui(k)
2 = 0, ∂2Ej(k)

∂uj(k)∂ul(k)
= 0 (l 6= j). And

further, ∇2(
∑na

j=1Ej(k)) =
∑na

j=1∇2Ej(k) = 2∆kpIna×na
.

Hence, the Hessian of Ej(k) and
∑na

j=1Ej(k) are positive
semi-definite (i.e., Ej(k) and

∑na

j=1Ej(k) are convex). Note
that the second norm is convex (e.g., ‖Ax(k|k) + Bu(k) −
x∗‖22), and the sum operation preserves the convexity. The
objective function of the primal problem is convex. Let G(k) =

G(ei(k),Ui(k)). Since ∂2G(k)
∂uj(k)

2 ≥ 0 and ∂2G(k)
∂uj(k)∂ul(k)

= 0

(l 6= j), the Hessian of Ti(k) is positive semi-definite. Hence,
the constraints of the primal problem are convex. According to
the definition of convex problem [44], the PP (3) is a convex
optimization problem.

APPENDIX B
PROOF OF THEOREM 5.1

Proof: Let Hj(m) = ∂R(λ(m))
∂λj(m) . Therefore, H(m) =

[H1(m), . . . ,Hna+np(m)]′ is the subgradient vector of dual
function R. We construct a Lyapunov function

V(λ(m)) =
∑na+np

j=1
(λ∗j − λj(m))2.

According to λj(m + 1) = [λj(m) + δHj(m)]+, we have
λj(m+ 1) ≥ 0 and λj(m) ≥ 0. Since δ > 0 and Hj(m) ≤ 0,
we get λj(m + 1) ≥ λj(m) + δHj(m). And further, due to
λ∗j ≥ 0, we have (λ∗j−λj(m+1))2 ≤ (λ∗j−λj(m)−δHj(m))2.
Based on this inequality, we obtain

V(λ(m+ 1)) =
∑na+np

j=1
(λ∗j − λj(m+ 1))2

≤
∑na+np

j=1
(λ∗j − λj(m)− δHj(m))2

=V(λ(m)) +
∑na+np

j=1
2δHj(m)(λj(m)− λ∗j )

+
∑na+np

j=1
δ2Hj(m)2. (18)

Note that R(λ) is concave. According to the definition of
subgradient, we get∑na+np

j=1
Hj(m)(λj(m)− λ∗j ) ≤ R(λ(m))−R(λ∗). (19)

Substituting (19) into (18) and applying the inequalities
recursively, we have

V(λ(m+ 1))

≤V(λ(m)) + 2δ(R(λ(m))−R(λ∗)) +
∑na+np

j=1
δ2Hj(m)2

≤V(λ(1)) +
∑m

τ=1
2δ(R(λ(τ))−R(λ∗))

+
∑m

τ=1

∑na+np

j=1
δ2Hj(τ)2. (20)

Let λ(m) = 1
m

∑m
τ=1 λ(τ). Utilizing the concavity of R(λ)

and Jensen’s inequality, we get∑m

τ=1
(R(λ(τ))−R(λ∗)) ≤ m(R(λ(m))−R(λ∗)). (21)

Assume that
∑na+np

j=1 Hj(τ)2 ≤ B since H(τ) is bounded.
Substituting (21) into (20) and noting that V(λ(m + 1)) ≥ 0,
we have

R(λ∗)−R(λ(m)) ≤ V(λ(1)) +mδ2B
2mδ

.

Hence, we get lim supm→∞
(
R(λ∗)−R(λ(m))

)
≤ δB

2 .
According to the definition of statistical convergence, given
a small enough δ, λ statistically converges to λ∗.

APPENDIX C
PROOF OF THEOREM 5.2

Proof: We construct a Lyapunov function

T (λ(m)) =
∑na+np

j=1
λj(m)2.

Since λj(m+ 1)2 ≤ (λj(m) + δHj(m))2, we have

T (λ(m+ 1)) =
∑na+np

j=1
λj(m+ 1)2
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≤
∑na+np

j=1
(λj(m) + δHj(m))2

=T (λ(m)) +
∑na+np

j=1
(2δλj(m)Hj(m) + δ2Hj(m)2)

=T (λ(m)) + 2δ(J (u(m)) +
∑na+np

j=1
λj(m)Hj(m))

− 2δJ (u(m)) +
∑na+np

j=1
δ2Hj(m)2

≤T (λ(m)) + 2δ(J (u∗) +
∑na+np

j=1
λj(m)Hj(u∗))

− 2δJ (u(m)) +
∑na+np

j=1
δ2Hj(m)2 (22a)

≤T (λ(m)) + 2δ(J (u∗)− J (u(m)))

+
∑na+np

j=1
δ2Hj(m)2 (22b)

≤T (λ(1)) +
∑m

τ=1
2δ(J (u∗)− J (u(τ)))

+
∑m

τ=1

∑na+np

j=1
δ2Hj(τ)2, (22c)

where Hj(u∗) represents substituting u∗ into ∂Ri(λi(m))
∂λj(m) .

(22a) holds since u(m) is the minimizer in the problem (15)
under the given λ(m), and (22b) holds since since δ ≥ 0,
λj(m) ≥ 0 and Hj(u∗) ≤ 0.

Utilizing the convexity of J (u) and Jensen’s inequality, we
get∑m

τ=1
(J (u∗)− J (u(τ))) ≤ m(J (u∗)− J (u(m))), (23)

where u(m) = 1
m

∑m
τ=1 u(τ). Substituting (23) into (22c) and

noting that T (u(m+ 1)) ≥ 0, we have

J (u(m))− J (u∗) ≤ T (λ(1)) +mδ2B
2mδ

.

From lim supm→∞(J (u(m)) − J (u∗)) ≤ δB
2 , we can get

that u statistically converges to u∗ when δ is a small enough
value.
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