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Content-Aware Attention Network for
Action Recognition

Ziyi Liu, Le Wang, and Nanning Zheng

Institute of Artificial Intelligence and Robotics,
National Engineering Laboratory for Visual Information Processing and Applications,

Xi’an Jiaotong University, Xi’an, Shaanxi, P.R.China

Abstract. This paper presents a content-aware attention network (Cat-
Net) for action recognition task, which can leverage attention mechanism
to aggregate frame-level features into a compact video-level represen-
tation. Unlike most previous methods that consider every video frame
equally, our CatNet contains an attention module which can adaptive-
ly emphasize the representative frames, and thus can benefit the action
recognition task. Moreover, the CatNet can take an action video with
arbitrary length yet produce a compact video representation with fixed
length. The attention module consists of two cascaded blocks, an adap-
tive attention weighting block and a content-aware weighting block. The
experiments are carried on two challenging video action datasets, i.e.,
the UCF-101 dataset and HMDB-51 dataset. Our method achieves sig-
nificantly improvements on both datasets compared with existing meth-
ods. The results show that our proposed CatNet is able to focus on the
representative frames corresponding to a specific action category, and
meanwhile significantly improve the recognition performance.
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1 Introduction

Recognizing human actions in various videos is a challenging task, and has
received significant attention in the computer vision community [1–12]. From
hand-crafted features based methods [4, 5], to deep learning based methods [6–
12], impressive progresses have been achieved in recent years. Similar with other
computer vision tasks, the performance of action recognition has been signifi-
cantly improved due to the emerging deep learning, especially the convolutional
neural networks (CNN), based methods.

However, compared with the successes achieved by CNN in still image classi-
fication field [13–15, 17], the action recognition task has not been fully explored
yet. There still remains many challenges need to be further addressed. In order to
better recognize the action categories inside a variety of videos, the action/video
representation should be discriminative and, more importantly, compact. Thus,
one of the key issues is how to construct a discriminative and compact video-level
representation. Hand-crafted feature based methods usually employ encoding
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PizzaTossing ApplyLipstick Lunges ApplyEyeMakeup WalkingWithDog

BasketballDunk CliffDiving HighJump LongJump MoppingFloor

Fig. 1. Some example frames alone with their action category labels that are not
suited for the action recognition task. In these cases, it is very difficult to predict
the video category by a single frame. The first row consists of frames with semantic
ambiguity, which can be easily mistaken for PlayingDaf, BrushingTeeth, CleanAndJerk,
ApplyLipstick and Skiing from left to right. The second row consists of frames in poor
condition, such as motion blur and poor illumination.

methods, such as Fisher Vectors [16], to aggregate local hand-crafted descrip-
tors into a global video representation [4]. With the benefit from the deep CNN,
early CNN based methods propose to use a single frame to represent the whole
video [6], or feed multiple frames into CNN and aggregate them with average or
max pooling strategy [18, 9]. In addition, [19] proposed to employ a long short-
term memory (LSTM) network upon the CNN, which can model the temporal
correlations among frames into a fixed-length representation. To further explore
both the spatial and temporal correlations among video frames simultaneously,
[20] first proposed the 3D convolution pipeline to handle related tasks in videos.

We argue that to effectively aggregate frame-level descriptors and construc-
t a compact video-level representation, an adaptive content-aware aggregation
method is vital. The motivation behind this idea is quite intuitive, i.e., there
should exist a subset of the video frames, which are more tightly related to the
action category. Thus, we should emphasize these representative frames when
aggregating the frame-level descriptors, in order to make the aggregated video-
level representation discriminative. Fig. 1 gives some example frames alone with
their action category labels that are not suitable for the recognition task, due to
semantic ambiguity or motion blur. These “bad” samples will introduce noisy
information into the inference stage of the neural network [21]. These ambigui-
ties should be suppressed during the inference process. Therefore, it is a natural
sense to utilize the attention mechanism for action recognition, which can enable
the whole network to focus on the representative frames and suppress the noises.

We propose a content-aware attention network (CatNet) embedding an effec-
tive attention module to identify the representative frames from the noisy ones.
The framework of the CatNet is illustrated in Fig. 2. The attention module con-
sists of two cascaded blocks, i.e., an adaptive attention weighting block which
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Fig. 2. Content-aware attention network. The inputs are video frames and optical flows.
First, they are embedded by a CNN (base model). Then, the extracted features are
aggregated by the proposed content-aware attention weighting module, and a fixed-
length representation can be obtained. Finally, we use this representation to classify
the input video, and adopt score fusion to obtain the prediction of the video.

can adaptively weight all frames fed into the CatNet based on their extracted
features, and a content-aware weighting block which is added to constrain the
aggregation weights to be more consistent with the video content. To capture
both the appearance and motion information, a standard two-stream structure
is adopted, where each stream can be trained in an end-to-end manner.

The main contributions of this paper are:

– We propose a novel structure, namely CatNet, for action recognition, which
achieves state-of-the-art performance.

– We introduce the attention mechanism to action recognition and validate it
is beneficial for the action recognition task.

The rest of the paper is organized as follows. Section 2 reviews previous
work related to action recognition. Section 3 presents the content-aware atten-
tion network for action recognition. Section 4 introduces the experiments and
discussions. Section 5 presents the conclusion and future work.

2 Related Work

In this section, we review the related work in action recognition, mainly including
hand-crafted feature based methods, and deep learning based methods.

2.1 Hand-Crafted Feature Based Methods

Before the prevalent of deep learning, hand-crafted feature based methods have
dominated the action recognition filed [22–24, 4]. Plenty of image local descrip-
tors have been extended to the video domain, such as 3D-sift [25], HOG3D [26],
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and motion boundary histograms (MBH) [27]. The improved Dense Trajectory
(iDT) [4] achieves state-of-the-art performance among these hand-crafted fea-
ture based methods. The iDT consists of multiple local descriptors extracted
along with the dense trajectories where camera motion is compensated. To per-
form action recognition, the descriptors are then aggregated into a video-level
representation by using encoding methods, such as Fisher vector [16].

2.2 Deep Learning Based Methods

Aggregating frame-level features. Recently, the CNN based image descrip-
tors have emerged as the state-of-the-art generic descriptors for visual recogni-
tion. To obtain a discriminative frame-level representation, the recent work on
action recognition almost always extract the CNN feature as the frame-level de-
scriptor, and then aggregate them into a global video-level representation. The
aggregation methods can be roughly divided into two categories. The first one
is to employ recurrent neural network (RNN) upon a frame-level feature extrac-
tor, such as LSTM [19]. By plugging RNN on top of CNN, temporal correlations
within the action video can be easily captured, and a compact fixed-length video
representation is then obtained. The other one aims to aggregate the frame-level
features via different pooling methods, such as the average or max pooling over
time [9], the vector of locally aggregated descriptors (VLAD) [28, 10], and the
temporal pyramid pooling (TPP) [29]. All these methods treat the frame-level
features equally during aggregation, which may inevitably over-weight the noisy
frames. To eliminate the negative influence from noisy frames, we propose to em-
bed an attention module into action recognition, which can adaptively emphasize
the representative frames while suppressing the influence from noisy frames.

Spatio-temporal CNN. The spatio-temporal CNN was first proposed in [20]
and named 3D CNN, and later a number of its variants were proposed [8, 30,
31, 11]. The 3D CNN based action recognition methods take the video clip as
input, and aim to model both the spatial and temporal correlations among the
video content. Considering the 3D convolution brings extra kernel parameters,
to fully train 3D CNN model usually requires massive video data and is time
consuming, and thus 3D CNN is unsuitable to handle small dataset [18, 11].

3 Content-Aware Attention Network

This section details the proposed content-aware attention network (CatNet).
As shown in Fig. 2, our proposed CatNet takes a video with arbitrary length
as input, and outputs a fixed-length video representation for subsequent action
recognition task. The frame-level feature embedding is based on the CNN model,
which is followed by an adaptive attention weighting block and a content-aware
weighting block. These two blocks enable the CatNet to adaptively emphasize
the representative frames and meanwhile suppress the noisy ones.
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3.1 Frame-Level Feature Embedding

The frame-level features are extracted using the deep CNN, which embeds each
frame of an action video to a fixed-length vector. Here, we adopt the Inception
with Batch Normalization [32] as the feature extractor (base model). Note that
our proposed attention module is not limited to a specific CNN model, other
CNN models can also be used. The extracted d-dimension CNN features are
first normalized by L2 norm and then fed into the attention module. Formally,
given a video V = {ft}Tt=1 with T frames, where ft denotes the tth frame, the
feature embedding can be formulated as

xt = F(ft;W), (1)

x̄t =
xt

||xt||
, (2)

where F denotes the base model and W denotes the parameters of F . xt ∈ Rd

represents the extracted d-dimensional feature of ft. x̄t is a normalized feature.

3.2 Adaptive Attention Weighting Block

As obtained the feature xt of each frame ft by feature embedding, our goal
is to obtain a fixed-length video representation for video V by aggregating its
frame-level descriptors X = {xt}Tt=1. Our adaptive attention weighting block first
computes a corresponding weight wt for each frame ft, and then aggregates the
frame-level descriptors into a fix-length video-level representation by

v =

T∑
t=1

wtx̄t. (3)

Here, the key is how to compute an appropriate weight wt for xt according to
its importance. If wt = 1

T , then this block will degrade to average pooling.

There are two issues need to be considered when building the adaptive at-
tention weighting block . First, the block should be able to handle videos with
arbitrary lengths. Second, the block should be differentiable, i.e., can be easily
plugged into the current networks to perform an end-to-end training. Our pro-
posed solution is to introduce a learnable kernel k with the same dimension as
x. Then, wt can be calculated by

wt = kT x̄t. (4)

Here, k actually serves as a scoring function. It is expected that if xt is discrim-
inative, wt will be larger, and vice versa. In this way, the video representation
v calculated by Eq. (3) will adaptively emphasize the representative frames and
suppress the noisy frames during aggregation.
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3.3 Content-Aware Weighting Block

To leverage context information, which is popular in image segmentation field[33,
34], a content-aware weighting block is introduced to let the attention module
select the discriminative features by considering the content throughout the video
instead of single frames. Inspired by [35] for language modeling, we borrow the
ideas from [35, 36] and adjust it to the action recognition task. The content-aware
weighting block can be formulated as

kc = C(v; (Wc,b)) = σ(Wcv + b), (5)

wc
t = kT

c xt, (6)

vc =

T∑
t=1

wc
txt, (7)

where σ denotes the sigmoid function and kc serves as a new weighting kernel
which is content-aware. Wc ∈ Rd×d and b ∈ Rd are trainable parameters of this
block. vc is the final fixed-length representation of the input video.

3.4 Two-Stream Structure

It is critical to capture temporal information for action recognition. A common
way to capture temporal information is adopting the two-stream structure [6,
37]. We also employ this validated effective structure to combine the spatial and
temporal features. Each of the two streams is constructed as described above,
and can be trained in an end-to-end way. To fuse the scores from these two
streams, the simplest weighted average fusion strategy is utilized.

4 Experiments and Discussions

We evaluate the performance of the proposed CatNet on two challenging action
datasets, including UCF-101 dataset [38] and HMDB-51 dataset [39]. The UCF-
101 dataset contains 13320 action videos in 101 action categories. Our evaluation
on UCF-101 dataset follows the scheme of the THUMOS-13 challenge [40]. We
use all the three training/testing splits, and report the average accuracy on them.
The HMDB-51 dataset contains 6766 videos in 51 action categories. We follow
the standard evaluation scheme with three training/testing splits, and report
the average accuracy on them. We proceed to introduce the implementation
details of our method, and then explore the efficacy of our attention module
and compare with baseline method. Finally, our CatNet is compared with the
state-of-the-art methods.
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4.1 Implementation Details

We use the stochastic gradient descent optimizer to train the network, by setting
momentum to be 0.9 and batch size to be 32. We implement a two-stream CNN
framework with the spatial stream for RGB image inputs and temporal stream
for optical flow inputs, as multi-modality inputs offer more information [9, 41,
43, 45]. We choose the Inception with Batch Normalization (BN-Inception) [32]
as the building block for both spatial and temporal stream, because of its good
balance between accuracy and efficiency. We adopt the partial BN with extra
dropout layer proposed in [9] to avoid over-fitting. For the spatial stream, the
weights are initialized by pre-trained models from ImageNet [42]. While for the
temporal stream, we use the cross modality pre-training proposed in [9]. As
to data augmentation, we employ the scale jittering technique [44] and random
horizontal flipping. For the computation of optical flow, we use the TVL1 optical
flow algorithm [46], which is implemented in OpenCV with CUDA. When fusing
the scores from the two streams, we average the final prediction score of each
stream with a weight 1 for spatial stream and a weight 1.5 for temporal stream.

4.2 Evaluation of the Proposed Attention Module

To validate the efficacy of the proposed attention module, we compared it with
a baseline aggregation strategy, i.e. average pooling. The average accuracies for
action recognition of them are summarized in Table 1. They showed that our
aggregation strategy outperforms the average pooling on both of the UCF-101
dataset [38] and HMDB-51 dataset [39]. This clearly manifests that the proposed
attention module can improve the action recognition performance.

It can be also seen that the performance improvement on HMDB-51 is larger
than that on UCF-101. This is mainly because the videos in HMDB-51 contain
more noisy frames that should be suppressed. Note that the improvement on
temporal stream is less than that on spacial stream. This is because the optical
flow fields contain less noise and are more discriminative than RGB images,
especially for the action recognition task.

Table 1. The average accuracies by using average pooling and our aggregation strategy
on the UCF-101 dataset [38] and HMDB-51 dataset [39].

Stream UCF-101 HMDB-51 Stream UCF-101 HMDB-51

Spacial (Avg) 85.5 50.9 Spacial (Ours) 86.1 51.6
Temporal (Avg) 87.9 61.1 Temporal (Ours) 88.0 61.4
Fusion (Avg) 93.4 67.8 Fusion (Ours) 93.8 68.6

Besides, to further verify the efficacy of the proposed attention module, we
visualize what has been learnt by the attention module. Fig. 3 presents some
example frames sorted by their attention weights. They showed that the proposed
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Fig. 3. Some example frames sorted by their attention weights from high (left) to
low (right) along with their action category labels. The frames of the left part are
from the UCF-101 dataset, and the frame of the right part are from the HMDB-51
dataset. We can see that the representative frames are assigned with higher attention
weights compared with frames in poor conditions, such as motion blur (e.g., Biking
and Knitting), shot changing (e.g., Smile), irrelevant clips (e.g., Shoot Gun and Run),
partial observation (e.g., Brushing Teeth and Haircut), and semantic ambiguity (e.g.,
Tennis Swing and Hug).

attention module can automatically pay more attention to the representative
frames while suppressing the frames in poor condition, without providing any
extra supervision during training. For example, in video “Hug”, it is difficult
to judge it is either hugging or hand shaking by the frames with low attention.
However, the frames with higher attention can clearly reveal the hugging action.
Similar examples can be found in other videos shown in Fig. 3.

Moreover, it is interesting to observe that our attention module assigns high
attention to frames containing action “Stand” in the video labelled as “Stand”,
while it assigns low attention to frames containing similar action in other videos
(as shown in “Sit” and “Stand” videos in Fig. 3). This validates that our atten-
tion module is content-aware.
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Table 2. The average accuracies of our CatNet and other state-of-the-art methods on
the UCF-101 dataset [38] and HMDB-51 dataset [39].

Method UCF101 HMDB51

iDT+FV [4] 85.9 57.2
Spatio-Temporal ConvNet [18] 65.4 -
LRCN [19] 82.9 -
C3D [8] 85.2 -
Factorized ConvNet [30] 88.1 59.1
Two-Stream ConvNet [6] (VGG-M) 88.0 59.4
Two-Stream + LSTM [7] (GoogLeNet) 88.6 -
Two-Stream Fusion [37] (VGG-16) 92.5 65.4
Transformations [47] 92.4 62.0
TPP [29] 89.1 63.1
ActionVLAD [10] 92.7 66.9
LTC [31] 92.7 67.2

CatNet Spacial-Stream 86.1 51.6
CatNet Temporal-Stream 88.0 61.4
CatNet Two-Stream 93.8 68.6

4.3 Evaluation of the Proposed CatNet for Action Recognition

After comparing with baseline methods to validate the efficacy of our proposed
attention module, it is also very important to compare our CatNet with other
state-of-the-art methods for action recognition. We present the average accura-
cies of CatNet and a variety of recently proposed action recognition methods on
both UCF-101 dataset [38] and HMDB-51 dataset [39] in Table 2.

The results showed that, the two-stream version of CatNet significantly out-
performs other state-of-the-art methods, although we adopt the simplest weight-
ed average fusion strategy. Moreover, both the single stream versions of our
method can achieve competitive performances, when comparing with the hand-
crafted based methods (e.g., [4]), LSTM based methods (e.g., [19]), and 3D CNN
based methods (e.g., [8]).

5 Conclusion and future work

This paper proposed a content-aware attention network for action recognition,
which leverages an attention module to aggregate the frame-level features in-
to a compact video-level representation. Experimental results on the UCF-101
dataset and HMDB-51 dataset validated the efficacy of the proposed attention
module and also the whole action recognition method, and demonstrated that
the attention module can lead the content-aware attention network to adaptively
emphasize the representative frames while suppressing the noisy frames.

For future work, we aim to extend our content-aware attention network to
handle untrimmed action videos, where we argue that the attention module
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can play a more significant role. We will conduct extensive experiments on
untrimmed videos to fully explore the efficacy of the attention module. Moreover,
we only validate that the attention module can help improving the action recog-
nition performance in this paper. In future work, we will extend the attention
module to action localization or action segmentation task.

Acknowledgments. This work was supported partly by NSFC Grants 61629301,
61773312, 91748208, and 61503296, China Postdoctoral Science Foundation Grant
2017T100752, and key project of Shaanxi province S2018-YF-ZDLGY-0031.
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