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Abstract The technological shift from isolated industrial control systems to sys-
tem-of-systems architectures has introduced myriad security challenges.
Following popular trends, modern industrial control systems are incor-
porating technologies such as Industry 4.0, Internet of Things and cloud
computing. In these architectures, traditional information and commu-
nications hardware and software are glued together with physical com-
ponents and modern technologies based on IP networks such as software
defined networking. The ability of these systems to respond and recon-
figure themselves to mitigate faults and attacks is immensely attrac-
tive. This chapter proposes a three-tier architecture that implements
response and reconfiguration capabilities in an industrial control system.
It adopts a software defined network tier for dynamic communications
flow (re)configuration and whitelisting, an application tier for the opti-
mal placement of anomaly detection systems and a supervision tier for
gluing the three tiers together. The effectiveness and performance of the
protection mechanism are demonstrated via use case based qualitative
and quantitative assessments.
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1. Introduction
Modern industrial control systems are complex and heterogeneous system

of systems that offer the advantages of traditional information and commu-
nications hardware and software. The pervasive integration of off-the-shelf
information and communications technology in the core of industrial control
systems has broadened the palette of features and applications, enabled flex-
ible and efficient infrastructures and decreased provisioning and maintenance
costs.
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Advancements in industrial control systems have also triggered a new techno-
logical revolution that has introduced novel applications and services. Industry
4.0 is a most popular initiative that showcases the progress made in the field of
manufacturing [13, 18]. These systems integrate Internet of Things technologies
and the Internet of Services (IoS) to facilitate remote communications between
cyber and physical components, and the interactions of human operators with
the underlying infrastructure.

While the shift from isolated industrial control system environments to open
and complex technological ecosystems provides numerous benefits, it has had
a dramatic impact on security [3]. The integration of traditional information
and communications technologies in modern control system architectures has
significantly increased the exposure to cyber attacks. In the field of traditional
computer systems the effects of cyber attacks are usually limited to the cyber
dimension, but in the case of industrial control systems the effects propagate
to the physical dimension. As a result, malware infections can impact critical
infrastructure assets, causing economic losses and physical damage [7, 12].

The Industry 4.0 initiative has identified three key challenges related to
security and resilience: (i) stability; (ii) data privacy; and (iii) cyber secu-
rity [10]. Therefore, a key requirement in modern industrial control systems
is a response and reconfiguration property that can mitigate cyber attacks [8].
The core elements of a response and reconfiguration technique are the detec-
tion and isolation of security threats. Implementing these elements requires the
deployment of security devices across an industrial control system to support
the enforcement of multi-level protection strategies.

This chapter proposes a three-tier security solution that provides semi-
automated response and reconfiguration functionality in an industrial con-
trol system. The proposed solution comprises: (i) a software defined network
(SDN) tier that supports dynamic communications flow (re)configuration and
whitelisting; (ii) an application tier that enforces the optimal placement of
anomaly detection systems (ADSs); and (iii) a software-assisted human supervi-
sion and intervention tier that glues the three tiers together. Several traditional
protection mechanisms are integrated and harmonized with the aid of software
defined networking, including firewalls, anomaly detection systems and com-
munications flow reconfiguration in response to cyber attacks. To achieve its
goal, the proposed solution leverages an optimization strategy that: (i) config-
ures software defined network switches to whitelist permitted communications
flows; (ii) minimizes inter-network communications flows to reduce the number
of firewall deployments; and (iii) minimizes the number of detection systems
that monitor industrial communications. Human operators are an integral part
of the solution because they can tune the optimization engine to adjust the re-
configuration results. Indeed, the proposed solution provides comprehensive
multi-layer protection via a defense-in-depth strategy.
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2. Related Work
Several researchers have investigated the response and reconfiguration prob-

lem for industrial control systems. Combita et al. [8] have provided a detailed
categorization of the most significant detection and reconfiguration techniques.
They discuss possible attacks on sensors and actuators and list reconfiguration
strategies based on game theory. The surveyed approaches perform reconfig-
urations at the physical process level by adapting control loop configurations.
In contrast, the novelty of the proposed methodology is that, instead of tun-
ing control loops, it reconfigures communications paths to mitigate the adverse
effects of attacks and failures. Furthermore, the proposed methodology deliv-
ers an optimal reconfiguration solution that enforces the basic requirements of
industrial communications (e.g., shortest routing path to minimize communi-
cations delays) and ensures that every data flow is monitored by an anomaly
detection system.

The applicability of software defined networking has been proven in diverse
areas ranging from disaster preparedness [21] to industrial control (e.g., smart
grid [9]) and the Internet of Things [23]. Applications in these areas leverage
the technology to enhance communications resilience. Researchers have studied
link and node failures in software defined networks [15] and approaches for
improving recovery mechanisms [24]. Jin et al. [14] have developed the Dionysus
system that performs consistent network updates in a software defined network
environment. Dionysus constructs a graph of network update dependencies and
schedules updates by taking into account the performance of network switches.

Several researchers have analyzed the adoption of software defined networks
in the industrial sector. The benefits have been demonstrated in a test infras-
tructure comprising an IEC 61850 based power system [20]. Dorsch et al. [9]
have highlighted the advantages and disadvantages of using software defined
networks in industrial environments. They acknowledge the benefits related
to network management, quality of service optimization and system resilience,
but raise serious concerns about the increased risks of cyber attacks against the
centralized controllers of software defined networks.

Genge et al. [11] have proposed a hierarchical network infrastructure for in-
dustrial control systems that leverages software defined networking technology.
They engage a network reconfiguration engine that performs traffic optimiza-
tion to shorten communications paths while maintaining key industrial control
communications requirements such as quality of service. The approach has been
implemented in a software defined network controller named OptimalFlow. In
contrast, this research defines a network optimization problem that focuses on
the shortest route objective while considering the industrial control network
topology and minimizing the interconnections and communications between
segments, thereby minimizing the number of firewall deployments.

Finally, it should be noted that the majority of studies assume complete
software defined network deployment scenarios in which all the switches have
built-in support for software defined networking. However, such scenarios are
rarely, if ever, encountered in real-world industrial control environments. In
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fact, deploying such infrastructures would require major investments and ar-
chitectural changes. Therefore, this research focuses on a more realistic hybrid
infrastructure in which software defined network components function alongside
traditional network equipment [26].

3. Proposed Security Solution
This section describes the proposed three-tier security solution that provides

semi-automated response and reconfiguration functionality in an industrial con-
trol system to combat cyber attacks.

3.1 Overview
Given the vast number of recent cyber attacks that have targeted the indus-

trial sector, it is imperative that modern industrial control systems be endowed
with the ability to semi-automatically or automatically respond to cyber at-
tacks. A number of technologies have contributed to the security and resilience
of communications infrastructures. Significant improvements in protection have
been achieved by migrating firewall filtering features into networking equipment
such as switches. This enables a network switch to provide valuable defensive
functionalities such as enforcing the whitelisting of network traffic flows and dy-
namically reconfiguring whitelists based on commands received from a central
controller.

Software defined networking [22] is a promising advancement in the field
of IP networking that has been recently categorized as the “Next Big Tech-
nology” [1]. It provides the means to create virtual networking devices and
services and implement global networking decisions by decoupling the control
plane where routing decisions are made from the forwarding plane that sends
network packets to their destinations. Software defined networks often rely on
OpenFlow to enable communications with remote devices [24]. OpenFlow en-
sures remote access to the forwarding plane of a network switch via an open
protocol.

Industrial control system response and reconfiguration can be achieved by
combining sensing, decision and intervention components. Figure 1 presents
the proposed architecture for implementing industrial control system response
and reconfiguration. The architecture incorporates three tiers: (i) a commu-
nications tier that leverages software defined networking to whitelist traffic
based on firewall filtering principles; (ii) an application tier that optimally dis-
tributes anomaly detection systems to minimize costs while ensuring effective
distributed monitoring of communications flows; and (iii) a human supervisory
tier that glues all the layers by receiving anomaly alerts, computing optimal
network configurations and deploying the optimal configurations.

Figure 2 presents the conceptual sequence of actions in the proposed protec-
tion scheme. The first step involves a human operator who collects the required
parameters for initializing the system and computing an optimal network con-
figuration that includes the network topology, flow demands, links, switches and
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Figure 1. Architecture of the proposed three-tier protection scheme.

anomaly detection systems. In the next step, the operator, with the help of a
reconfiguration engine, computes the optimal network configuration and opti-
mal locations for the anomaly detection systems. The optimal whitelisted flow
configurations (i.e., forwarding rules) are then applied to the network topology
using a software defined network controller; the anomaly detection systems are
positioned manually at the prescribed locations. When the network topology
has to be changed – in response to a system enhancement or an anomaly alert
– the human operator can intervene and change the parameters in order to
recompute the optimal network architecture, which is subsequently deployed.

3.2 Communications Tier
The communications tier embodies the basic NIST principles for construct-

ing industrial control system networks [25]. Accordingly, it defines security
zones isolated by firewalls, thereby permitting only legitimate (i.e., whitelisted)
flows to enter specific zones. The proposed protection scheme assumes a hy-
brid network infrastructure comprising software defined network and traditional
network sub-domains.

Unlike communications flows in traditional information technology networks,
communications flows in industrial control networks frequently follow estab-
lished patterns [4]. In the proposed protection scheme, software defined net-
work switches are used to create security zones and apply flow whitelisting.
Thus, the network switches are configured to assume two key roles in the net-
work infrastructure: (i) they function as boundary firewalls that isolate security
zones and, thus, implement zone entry conduits (ZECs); and (ii) they function
as firewalls by implementing traffic whitelisting.
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Figure 2. Conceptual diagram of the action sequences in the proposed architecture.

Figure 3 presents an example software defined network enabled topology
with security features. In the topology, Switches 8 and 9 incorporate zone
entry conduits for Zones 2 and 3, respectively; Zone 1 does not have a zone
entry conduit because it has only exiting flows. Switches 1, 2, 3, 5, 7, 8, 9
and 12 serve as whitelisting firewalls; the remaining switches are present for
redundancy purposes and to enable the insertion of additional communications
flows.

The proposed scheme permits dynamic network reconfiguration in response
to system maintenance, system extensions and upgrades, as well as emergency
situations such as failures and cyber attacks. The principal advantage of the
software defined network enabled zone entry conduits compared with tradi-
tional firewalls is that they are more flexible and are easily reconfigured using
standard, open communications protocols.

From a practical deployment point of view, industrial control network swit-
ches are placed in two categories: (i) traditional dedicated network switches;
and (ii) software based (software defined) network switches. The first category
of switches include commercial ready-to-use single-box switches while the sec-
ond category of switches are realized by running software defined networking
software on computers equipped with multiple network cards. Generally, a soft-
ware based switch is realized using a server running a Linux operating system
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Figure 3. Example software defined network enabled topology with security features.

and dedicated software (e.g., Open vSwitch) that implements the switch fea-
tures. In addition to its lower cost, a software based switch can run additional
software such as an anomaly detection system. Thus, these switches can be
transformed into complex protection units with the ability to whitelist flows at
the network layer on one hand and the ability to monitor and report abnormal
application/traffic behavior on the other hand.

3.3 Application Tier
Protection in the application tier is realized by positioning anomaly detec-

tion systems in the network topology, monitoring the behavior of the controlled
processes and detecting abnormal events. The ability to implement anomaly
detection functionality in software defined network switches greatly increases
the flexibility of the security infrastructure by enabling dynamic network recon-
figuration – specifically, changing the locations of anomaly detection systems
in the network infrastructure. Incorporating an anomaly detection system in
a switch enables anomaly-based packet filtering in real time. However, each
anomaly detection system can only monitor a selection of flows to avoid con-
gestion and communications delays.
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An industrial control system typically has continuous sensor data flows that
originate at the network edges. The protection mechanisms in the application
tier can readily leverage these sensor data flows to enforce security properties.

Several anomaly detection techniques have been proposed for industrial con-
trol systems [6, 16]. A discussion of the properties and applicability of anomaly
detection techniques is outside the scope of this research. Instead, an objec-
tive of this research is to determine the optimal locations of anomaly detection
systems within the network topology in order to enhance communications per-
formance and decrease installation costs.

3.4 Supervision Tier
A human operator resides at the center of the supervision tier. The human

operator interacts bidirectionally with the communications and application tiers
and can (re)configure the network and anomaly detection infrastructures.

Optimal Network Configuration. The human operator employs an
integer linear programming (ILP) tool to obtain the optimal configuration of
the industrial control network infrastructure. Note that conventional (i.e., non
software defined) segments of the network correspond to static edges between
software defined network switches [23].

The optimization problem has three objectives: (i) select the shortest rout-
ing paths for whitelisted flows; (ii) minimize the number of anomaly detection
systems while satisfying the predefined monitoring requirements; and (iii) min-
imize the number of boundary switches that realize zone entry conduits in each
security zone.

In addition to the three optimization objectives, three requirements are de-
fined in the form of constraints: (i) maximum capacity limits of switches, links
and anomaly detection systems cannot be exceeded; (ii) each flow must be
monitored in every security zone that it traverses; and (iii) anomaly detection
systems and boundary switches can only be positioned at allowed locations.

The remainder of this section formally defines the network optimization
problem. Let I be the set of flows, J be the set of software defined switches
and Z be the set of security zones. Furthermore, let di denote the demand of
flow i (i ∈ I) and ujl denote the capacity of link (j, l) (j, l ∈ J).

Assume that, if switches j and l are not connected, then ujl = 0. Let uI be
the maximum processing capacity of an anomaly detection system and uS be
the maximum flow processing capacity of a software defined switch. Let gz

j be
a binary parameter with value 1 if switch j belongs to security zone z (z ∈ Z).
Let rz be a binary parameter with value 1 if an anomaly detection system
can be positioned in security zone z. Furthermore, let the binary parameters
xA

ij and xE
ji have values of 1 if the access and egress end-points of flow i are

connected to switch j, respectively.
The optimization problem variables are defined as follows. Let tijl be a binary

variable with value 1 if flow i is routed on link (j, l). Let pj be a binary variable
with value 1 if switch j can support an anomaly detection system. Let qi

j be
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a binary variable with value 1 if flow i is monitored by an anomaly detection
system in switch j. Finally, let fj be a binary variable with value 1 if switch j
acts as a boundary firewall that realizes a zone entry conduit.

The objective function to be optimized is defined as follows:

Minimize : α
∑

i∈I,j,l∈J

tijl + β
∑
j∈J

pj + γ
∑
j∈J

fj (1)

where α, β and γ are integers that represent the priorities of the three objec-
tives. These parameters can be used by a human operator to tune the opti-
mization problem according to the priorities of the three optimization objectives
embodied in Equation (1). Specifically, α expresses the importance of selecting
the shortest communications path, β expresses the importance of minimizing
the number of anomaly detection systems and γ expresses the importance of
minimizing the number of zone entry conduits.

The network design problem specified in Equation (1) is subject to a series
of constraints. Due to space constraints, only the most significant constraints
are presented.

The following switch capacity constraint ensures that the maximum number
of forwarding rules installed in switch j does not exceed the switch capacity:

∑
i∈I,l∈J

tijl +
∑
i∈I

xE
ji ≤ uS ∀j ∈ J (2)

The following equation expresses the constraint on anomaly detection system
capacity: ∑

i∈I

diq
i
j ≤ uI ∀j ∈ J (3)

The following constraint ensures that the link capacity is not exceeded:
∑
i∈I

dit
i
jl ≤ ujl ∀j, l ∈ J (4)

The following constraint ensures that an anomaly detection system is posi-
tioned in every security zone that requires monitoring:

∑
jl∈J

gz
j pj ≥ rz ∀z ∈ Z (5)

The following constraint ensures that each flow is monitored as it traverses
a security zone if an anomaly detection system in positioned in the zone:

ε
∑
j∈J

gz
j qi

j ≥
∑
jl∈J

(gz
j + gz

l )tijlrz ∀i ∈ I, z ∈ Z (6)

where ε is a large integer such that ε ≥ ∑
i∈I,j,l∈J tijl.
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Finally, the following constraint ensures that each flow enters a zone via a
zone entry conduit:

gy
j gz

l tijl ≤ gz
l fl ∀i ∈ I, j, l ∈ J, y, z ∈ Z, y �= z (7)

In order to ensure the proper functioning of the optimized infrastructure, the
optimization problem incorporates additional constraints such as the selection
of continuous flow paths and the selection of a switch for monitoring purposes
only if the switch contains an anomaly detection system.

Solving the optimization problem yields: (i) optimal path – list of edges
(software defined switch pairs) associated with each flow; (ii) optimal locations
– software defined switches for positioning the anomaly detection systems; (iii)
anomaly detection system monitoring rules that define the assignment of a flow
to an anomaly detection system; and (iv) list of software defined switches with
zone entry conduits.

Optimal Network Reconfiguration. In order to avoid complete net-
work reconfigurations when computing a new optimal solution, the network
design problem specified in Equation (1) is extended. The extension is de-
signed to ensure: (i) the minimum number of path changes for each flow; (ii)
the minimum number of anomaly detection system migrations; and (iii) the
minimum number of changes with respect to boundary switches.

Three binary parameters, ˙tijl, ṗj and ḟj , are defined to express the optimal
solution of an already-deployed network topology. Consequently, the objective
function in Equation (1) is redefined as follows:

Minimize : α
∑

i∈I,j,l∈J

tijl + β
∑
j∈J

pj + γ
∑
j∈J

fj+

δ(
∑

i∈I,j,l∈J

( ˙tijl − ˙tijlt
i
jl) +

∑
j∈J

(ṗj − ṗjpj) +
∑
j∈J

(ḟj − ḟjfj))
(8)

where the δ parameter expresses the priority of the objective that seeks to
maintain the existing configuration.

The selection of the value for δ compared with the values for α, β and γ
distinguishes between two cases: (i) when δ is greater than the other priority
parameters, the network configuration yields a solution in which the changes
are minimized; and (ii) otherwise, the existing configuration is changed to ben-
efit from a more optimal configuration of paths, anomaly detection systems
and/or zone entry conduits. Note that the constraints are the same as in the
specification of the original optimization problem.

3.5 Implementation and Scalability
The OptimalFlow hierarchical software defined network controller [11] was

employed to implement the proposed protection scheme. OptimalFlow provides
a FlowControl unit that: (i) monitors the underlying domain for changes in the
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network parameter values; (ii) changes the set of installed flows according to
the solutions to the optimization problem; and (iii) transparently exposes the
edge ports of the software defined network to the upper tiers via a software
defined switch that is accessible via the OpenFlow protocol.

The proposed solution was integrated with OptimalFlow by changing the
initial optimization problem to the new network optimization problem while
retaining the original modules responsible for network parameter monitoring
and flow installation. An advantage of OptimalFlow is that it enables the
provisioning of hierarchical n-tier systems. Consequently, the solution proposed
in this research can be scaled to an n-tier architecture as well. Thus, each
security zone in the network topology can be reduced to a software defined
network sub-domain that is exposed to an upper level as a software defined
network switch. Security zones in the next level are represented by optimally-
connected virtual software defined network switches.

4. Experimental Results
This section presents the results of the experiments that were conducted to

qualitatively and quantitatively assess the performance of the proposed protec-
tion scheme. The protection scheme was evaluated using a realistic scenario on
an emulated software defined networking infrastructure and simulated indus-
trial data.

The experiments were conducted on a typical industrial network topology.
Software defined switches were distributed in security zones structured accord-
ing to the control system security guide from Tofino Security [5] (see Figure 4).
The topology comprised 35 software defined switches connected via 86 physi-
cal links that offered redundant communications between two segments. The
network topology had thirteen distinct security zones: External Network (X);
Corporate Boundary Management (B); Enterprise Network (E); Process Infor-
mation Network (I); Process Information Management Network (M); Supervi-
sory Networks (J1, J2); Control Networks (C1, C2); and Process Networks (P1,
P2).

First, the applicability of the proposed protection scheme to the scenario de-
scribed above was evaluated using the OptimalFlow software defined network
controller. The experiment was conducted using the Mininet network emula-
tor [17]. The δ > β > γ > α priority parameter configuration was employed
and IEC 61850 network traffic was generated using the MATLAB Power System
Analysis Toolbox (PSAT) running the IEEE 14-bus process model [19].

The analysis focused on three use cases: (i) complete network configuration;
(ii) partial network configuration in the case of a new flow; and (iii) partial
network configuration in the case of link failure.

Four flows, Flows 1-4, were defined for the first use case. Figure 4 shows
the optimal configuration. The optimizer minimized the number of anomaly
detection systems and zone entry conduits by reducing the number of com-
munications switches used to route flows. On the other hand, switches were
selected to ensure the shortest routing path. Obviously, the solution involved
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Figure 4. Experimental architecture with an SDN enabled topology.

a trade-off between the shortest routing path and the minimum numbers of
anomaly detection systems and zone entry conduits. For example, Flow 2 was
routed on a path comprising six links whereas the shortest path only required
five links along Switches 10-11-14-20-28-35. This is because the optimizer se-
lected Switch 19 for provisioning an anomaly detection system and as a zone
entry conduit. Therefore, the optimizer reduced the number of provisioned
anomaly detection systems and zone entry conduits by routing Flow 2 through
Switch 19.

In the second use case, a new flow, Flow 5, was added to the network topology
and the optimal network configuration was recomputed. Note that the initially-
configured flows and the anomaly detection system and zone entry conduit
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locations were not modified. This was achieved by setting the δ parameter
to be larger than the β, γ, α parameters in Equation (8). Figure 4 shows the
results of the optimization and the routing of Flow 5.

In the third use case, the physical link between Switches 8 and 14 was made
to fail by assigning it a capacity of zero. This action automatically triggered the
recomputation of the optimal configuration using OptimalFlow. The optimal
solution re-routed Flows 1 and 5 on Switches 8, 9 and 14. Subsequently, routing
rules were deleted on the link between Switches 8 and 14. The rest of the
configuration was not affected because δ was selected to be greater than the
other priority parameters.

The optimization and software defined network deployment times were 0.91 s
and 1.17 s for the first use case, 1.11 s and 0.76 s for the second use case and 1.18 s
and 0.46 s for the third use case, respectively. These results demonstrate that,
even if the optimization times are increased slightly when performing network
reconfiguration during the second and third use cases, the software defined
network times are considerably low. Thus, the total number of reconfiguration
operations are also reduced significantly.

Next, the effects of network reconfiguration on industrial traffic were inves-
tigated. The experiment involved the execution of a MATLAB Power System
Analysis Toolbox instance and an IEC 61850 server on the host attached to
Switch 33. The traffic was monitored using an IEC 61850 client on the ma-
chine attached to Switch 16 and by positioning two traffic capturing units,
one on the link between Switches 16 and 18 and the other on the link between
Switches 16 and 1. In the next step, Flow 3 was re-routed from the link between
Switches 16 and 18 to the path involving Switches 16, 17 and 18.

Figure 5 shows the effects of flow re-routing on the traffic monitored at the
network segments of interest. Note that the throughput on the link between
Switches 16 and 17 was initially around 4.5KB/s while there was no traffic
on the link between Switches 16 and 18. After the re-routing was triggered
(after 16 seconds), the traffic throughput exhibited slight changes. During the
re-routing, no data was transferred in Flow 3 for a short time period (around
200ms). This corresponds to the time required to delete the forwarding rules
for the failed link and to install new rules for the alternative links. This time
period is always shorter than the total software defined network deployment
time because it does not cover the communications and processing overhead
between OptimalFlow and the software defined network controller. After the
re-routing was completed, a temporary increase in the traffic was observed due
to the TCP re-transmissions required to recover the lost packets.

Finally, the effects of parameter value changes on the optimization time
were investigated. The experiments measured the optimization times for the
two topologies presented in Figures 3 and 4 for different numbers of flows.
The AIMMS optimization tool [2] was executed on a laptop with an Intel i7
quad core processor, 8 GB RAM and an SSD hard drive. Each configuration
was repeated five times. Table 1 presents the optimization times for various
parameter values and scenarios for the different configurations.
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(a) Traffic between Switches 16 and 17.

(b) Traffic between Switches 16 and 18.

Figure 5. Effects of re-routing network traffic.

Table 1. Optimization times for various parameter values and scenarios.

Flows Optimization Time (s)
Topology in Figure 3 Topology in Figure 4
Min Avg Max Min Avg Max

10 0.09 0.12 0.17 1.59 1.71 1.75
30 0.52 0.66 1.17 5.67 6.51 7.63
50 1.47 1.71 2.05 9.70 10.28 18.89
100 4.34 4.67 6.44 30.47 48.28 56.06

The experimental results demonstrate that the number of flows and the com-
plexity of the topology impact the optimization time. In both the topologies,
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increasing the number of flows significantly increases the optimization time.
Furthermore, increasing the complexity of the topology (i.e., numbers of soft-
ware defined switches, links and security zones) also increases the optimization
time. Nonetheless, the optimization time never exceeded one minute even in
the worst-case scenario and was under ten seconds in the majority of cases.

Note that the optimization time can be reduced further by solving the re-
duced optimization problem specified in Equation (8) and by partitioning the
network to leverage the ability of OptimalFlow to solve hierarchical optimiza-
tion problems. The combination of these strategies enhances the applicability of
the proposed network configuration strategy in real industrial control environ-
ments. However, current software defined networking technologies – and, thus,
the proposed methodology itself – may not be applicable in scenarios involv-
ing time-critical communications where network packets need to be delivered
within 10 to 20ms. Further research is needed to speed up the methodology
for network reconfiguration in industrial control environments with tight timing
constraints.

5. Conclusions
This research has proposed a novel three-tier protection architecture that

endows industrial control systems with response and reconfiguration capabili-
ties to cope with failures and cyber attacks. The communications tier, which
leverages software defined networking, enables dynamic flow configuration, re-
configuration and whitelisting; the application tier incorporates a distributed
anomaly detection infrastructure; and the supervision tier, which incorporates
a human in the loop, controls and synchronizes all three tiers. The protec-
tion solution is obtained by optimizing industrial control network flows and
the numbers and locations of anomaly detection systems and software defined
firewalls. The applicability of the proposed architecture is demonstrated by
implementing it using the OptimalFlow hierarchical software defined network
controller and conducting qualitative and quantitative assessments involving
three use cases.

Future research will focus on developing a more efficient optimization al-
gorithm. Additionally, heuristics will be identified and incorporated in the
algorithms to reduce the computational time and enhance their application
in industrial control environments with large infrastructures and tight timing
constraints.
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