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How to compute the response of a neuronal network to a time
dependent stimulus.
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@ Linear response theory in physics
© From firing rate neurons dynamics to linear response.
© From spiking neurons dynamics to linear response.

@ Linear response in experiments

Bruno Cessac Linear Response of General Observables in Spiking Neuronal N



Linear response theory in physics

P[S] = 1e A}
o Equilibrium stat. phys.
(Max. Entropy Principle). H{S} =3, AaXa {S}

AaXa ~E,P XV, u XN, hx M, ...

PV = nRT, ...




Linear response theory in physics

@ Equilibrium stat. phys.
(Max. Entropy Principle).

@ Non equilibrium stat. phys.
Onsager theory.

Jo = Fa(VAL, ..., VAg,...)

Fome S LagAs
B

-

Jo = —0eVV; jo=—-AVT,...




Linear response theory in physics

JTA:fa(ﬁ)\l,...,ﬁ)\g,...)

@ Equilibrium stat. phys. Ja ~ Z LogVAg+...
(Max. Entropy Principle). B
@ Non equilibrium stat. phys.

Onsager theory. = = = 5
=—0eVYV, =-AVT,...
@ Green-Kubo relations. Jel = JQ ’

Linear transport coefficients
%
equilibrium correlations of
currents.




From firing rate neurons dynamics to linear response.

From firing rate neurons dynamics to linear
response.
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From firing rate neurons dynamics to linear response.

B. Cessac, J.A. Sepulchre, PRE (2004); Chaos (2006); Physica D (2006)

u(t+1) = ZJ;jf(g ui(t)) +6;

f(x) = % (1+ tanh(x) )

u(t +1) = Jf(gu(t)) + 0 = F(u(t))

Amari, 1971; Wilson-Cowan, 1972; Cohen-Grossberg, 1983; Sompolinsky et al, 1988; ...

No mean-field, no "thermodynamic” limit.
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From firing rate neurons dynamics to linear response.

Dynamics
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From firing rate neurons dynamics to linear response.

Time dependent perturbation

u(t + 1) = F(u(t))
i(t + 1) = F(0(t)) + eS(t)
ou(t) = a(t) — u(t)

Expansive

Positive Lyapunov exponent

0,50

m(te1)

1,001~ 4

BT —
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From firing rate neurons dynamics to linear response.

Time dependent perturbation

u(t + 1) = F(u(t))

(e 1) = FE(0) + 5(0

du(t) = (t) — u(t) Butterfly effect

Temporal diagram
170

Expansive

Positive Lyapunov exponent

0,50

m(te1)

1,001~ 4

o E AR _
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From firing rate neurons dynamics to linear response.

Time dependent perturbation

Linear response vs chaotic

170

Butterfly effect
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From firing rate neurons dynamics to linear response.

The Sinai-Ruelle-Bowen measure

Time averaging is robust to perturbation.

T T
.1 ¢ o1 ¢
R SIS S
1 Lebesgue measure on the phase-space.

Z lim F**u, SRB measure

t—+o00

p

T—oo

-
lim ;_;CD[Ft(u)] “is'/QCD(u)p(dX)

Natural notion of averaging "on" the attractor.
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Gibbs distribution

@ Equilibrium stat. phys.

(Max. Entropy Principle). The Sinai-Ruelle-Bowen measure

is a Gibbs measure
@ Non equ. stat. phys. Onsager

theory.
H = —log det M“DF
@ Ergodic theory. o8 X




From firing rate neurons dynamics to linear response.

Out of equilibrium SRB state

D. Ruelle, J. Stat. Phys., 1998

pe=p+op= lim Fe.. .Frnp
n—-+o0o

5tp[¢]—62/pdu )DFL 1S, [F1(u)] .Vye—r—1y® + NL

T——00

l0] = €3 (5Se 010 FO),,

g
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From firing rate neurons dynamics to linear response.

Linear response in the firing rate neural network

B. Cessac, J.A. Sepulchre, PRE (2004); Chaos (2006); Physica D (2006)

Convolution

deplui] = e[x * ST; (¥)

N ot
:62 Z Xij(0)Sj(t—o—1)

j=1lo0=—
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From firing rate neurons dynamics to linear response.

Linear response in the firing rate neural network

B. Cessac, J.A. Sepulchre, PRE (2004); Chaos (2006); Physica D (2006)

Convolution

deplui] = e[ x * S]; (t)

N t

GZ Z Xij (t—o—1)

j=1 o0=—00

Xij(o) = Z’y,-j(a') 171 ks <H7:1 F' (g, (1= 1))>eq
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From firing rate neurons dynamics to linear response.

Linear response in the firing rate neural network

B. Cessac, J.A. Sepulchre, PRE (2004); Chaos (2006); Physica D (2006)

Convolution :
Linear response

deplui] = e[ x * S]; (t)

N t

GZ Z Xij (t—o—1)

j=1 o0=—00

Xij(o) = Z’y,-j(a') 171 ks <H7:1 F' (g, (1= 1))>eq
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From firing rate neurons dynamics to linear response.

Linear response in the firing rate neural network

B. Cessac, J.A. Sepulchre, PRE (2004); Chaos (2006); Physica D (2006)

Convolution :
Linear response

deplui] = e[ x * S]; (t)

N t

GZ Z Xij (t—o—1)

j=1 o0=—00

Xij(o) = Z’y,-j(a') 171 ks <H7:1 F' (g, (1= 1))>eq
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From firing rate neurons dynamics to linear response.

Linear response in the firing rate neural network

B. Cessac, J.A. Sepulchre, PRE (2004); Chaos (2006); Physica D (2006)

Convolution Linear response

deplui] = e[ x * ST, (t)

}“:V,‘: by f
d WM\
\1 [ /Jm

J

N
:ez Z Xij(0)Sj(t—o—1) 7
Jj=1 Y_/_J g

43

XI,J( ) ZVU )H7:1 Jk/k/—1 <H7:1 f/(uk/—1(/ - 1))>eq
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From firing rate neurons dynamics to linear response.

Linear response in the firing rate neural network

B. Cessac, J.A. Sepulchre, PRE (2004); Chaos (2006); Physica D (2006)

Convolution Linear response

deplui] = e[ x * S]; (t) ~ Kk
Q Iy

N t ; Kl by
SOIPIRUCEITE YA

43

Xij(o) = Z'y,-j(a) 171 ks <H7:1 F' (g, (1= 1))>eq

Bruno Cessac Linear Response of General Observables in Spiking Neuronal N




From firing rate neurons dynamics to linear response.

Resonances

Ruelle resonances

Power spectrum @ Ruelle-Pollicott resonances: In the
power spectrum. Absolutely
continuous part of the SRB
measure.

leas(@]
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From firing rate neurons dynamics to linear response.

Resonances

Ruelle resonances

Complex susceptibility @ Ruelle-Pollicott resonances: In the
power spectrum. Absolutely
continuous part of the SRB
measure.

@ Exotic resonances. Not in the
power spectrum. Singular part of
the SRB measure.

@ Predicted by D. Ruelle (J. Stat.
Phys, 1999)

@ Exhibited in B. Cessac, J.A.
Sepulchre, PRE, 2004.
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Response to a time-dependent stimulus
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From firing rate neurons dynamics to linear response.

Main conclusions

@ Linear response is possible in a chaotic neural network.

@ Convolution kernel depending on synaptic graph and dynamics
built on equilibrium (SRB) correlations.

@ The response graph is different from the synaptic weights
graph and depends on the stimulus.

@ Further steps in Onsager theory ? Transport of entropy ?
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From spiking neurons dynamics to line:

From spiking neurons dynamics to linear response.
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An Integrate and Fire neural network model with chemical
and electric synapses

R.Cofré, B. Cessac, Chaos, Solitons and Fractals, 2013

Vilt)

wi(n) (010]0]110]010101010[1100]




An Integrate and Fire neural network model with chemical

and electric synapses

R.Cofré, B. Cessac, Chaos, Solitons and Fractals, 2013

e Voltage dynamics is
time-continuous.

@ Spikes are time-discrete

Vill) _/V,\/ events (time resolution ¢ > 0).
t") € [nd, (n + 1)d]
\A| \A\ t =
wr(n) =1

wi(n) (010]0]110]0]0{0[01011]00]




An Integrate and Fire neural network model with chemical

and electric synapses

R.Cofré, B. Cessac, Chaos, Solitons and Fractals, 2013

@ Voltage dynamics is

time-continuous.

@ Spikes are time-discrete
events (time resolution ¢ > 0).

@ Spike state wk(n) € 0, 1.

Meuran number

- f A ; 1 s AW \4
150 200 50 300 350
Time {ms)



An Integrate and Fire neural network model with chemical

and electric synapses

R.Cofré, B. Cessac, Chaos, Solitons and Fractals, 2013

@ Voltage dynamics is

time-continuous.

@ Spikes are time-discrete
events (time resolution ¢ > 0).

@ Spike state wk(n) € 0, 1.
@ Spike pattern w(n).

Meuran number

a0
Time (ms)



An Integrate and Fire neural network model with chemical

and electric synapses

R.Cofré, B. Cessac, Chaos, Solitons and Fractals, 2013

@ Voltage dynamics is

time-continuous.

Spikes are time-discrete
events (time resolution ¢ > 0).

Spike state wx(n) €0, 1.
Spike pattern w(n).

Meuran number

Spike block w,.

Time {ms)



A conductance-based Integrate and Fire model

M. Rudolph, A. Destexhe, Neural Comput. 2006, (GIF model)
R.Cofré, B. Cessac, Chaos, Solitons and Fractals, 2013

Sub-threshold dynamics:

dVi
Co—X = _g (V. — E
K gLk(Vk — EL)

=Y gi(t.w)(Vi — )
J




A conductance-based Integrate and Fire model

M. Rudolph, A. Destexhe, Neural Comput. 2006, (GIF model)
R.Cofré, B. Cessac, Chaos, Solitons and Fractals, 2013

01
09

dVi
Ci— = — Vi — E
k dt gL,k( k L)

§ s

Sub-threshold dynamics:

1
1

-2t w)(Vi — )

o

L Y A
05 1 18 2 25 3 35 4
t

gij(t) = guj(t;) + Gjau(t — t;)

t >t




A conductance-based Integrate and Fire model

M. Rudolph, A. Destexhe, Neural Comput. 2006, (GIF model)
R.Cofré, B. Cessac, Chaos, Solitons and Fractals, 2013

Sub-threshold dynamics: o
009 //\ o

dv, o
C tk = —gLk(Vi — EL) o \\

‘ d o |
1 | /
03 / ““
- ngj(t7w)(vk - EJ) - | \/0
J L




A conductance-based Integrate and Fire model

M. Rudolph, A. Destexhe, Neural Comput. 2006, (GIF model)
R.Cofré, B. Cessac, Chaos, Solitons and Fractals, 2013

Sub-threshold dynamics:
UUD: ‘ ‘ ‘//\‘ ‘ ‘ 9‘”‘7

dV, w
k- —g1.k(Vic — Ep) [ \

006 | \

o

Py —
05 1 15 2 25 3 35 4

Kdt
—>_e(t,w)(Vi — ) o \/
; |

gkj(t, w) = Gy Z akj(t—nd)w;i(n

n>0




A conductance-based Integrate and Fire model

M. Rudolph, A. Destexhe, Neural Comput. 2006, (GIF model)
R.Cofré, B. Cessac, Chaos, Solitons and Fractals, 2013

Sub-threshold dynamics:
UUD: ‘ ‘ ‘//\‘ ‘ ‘ 9‘”‘7

dV, w
k- —g1.k(Vic — Ep) [ \

006 | \

o

Py —
05 1 15 2 25 3 35 4

Kdt
—>_e(t,w)(Vi — ) o \/
; |

+Sk(t) + oék(t)
gkj(t, w) = Gy Z akj(t—nd)w;i(n

n>0




A conductance-based Integrate and Fire model

Sub-threshold dynamics:

dV, .
de—k—kgk(t w) Vi = /k(t,w).

def

ag(t,w) = Zakjt né)w;(n)
n>0

i(t,w) = gLiEL+ Y Wigoug(t, w)+Si(t)+os8i(t)
J



A conductance-based Integrate and Fire model

Sub-threshold dynamics:

Dynamics integration

dV, )
Ck Ttk + 8k ( t,w) Vi = Ik(t,w).
Ce(tr, tow) = e G Juvry e BLuw) du
@ Linearin V.

@ Spike history-dependent.




A conductance-based Integrate and Fire model

Dynamics integration

Sub-threshold dynamics: 1t
M(t, t,w) = e_?kfflwk(““) 8w )

dV, )
Ck T:+gk ( tvw) Vk = ’k(tvw)'

@ Linear in V. W M//\/_m/

@ Spike history-dependent. |

wi(n) 10]0]0]110]0]0]0]0]0]1]0]0




A conductance-based Integrate and Fire model

Sub-threshold dynamics:

dVi, _ i
Co— T (60) Vi = ik(t,0). Ty(ty, t,w) = e G Javntem L0 e

@ Linearin V. 4
Vi(t, w) = V,ESP)(t,w) + V‘ES)(t,w) + V,E"""e)(t,w)

@ Spike history-dependent.




A conductance-based Integrate and Fire model

| P ——
Sub.threshold dynamics:

g
Cx % +ai(t,w) Vi = ik(t,w). Ti(tr,t,w)=e % Jepvmytesn 86 )

du

@ Linearin V. Vilt, w) = V‘SSp)(nw)Jr V[ES)(tyw)+v}£noise)(t7w)

—_—
V‘Edet)(t,w)

@ Spike history-dependent.




A conductance-based Integrate and Fire model

Dynamics integration

Sub-threshold dynamics:

=&l gk(u,w)du
dVi . rk(tl, t7w) — e G Juvr(tw) )
Ck ? + gk ( t,w) Vi = Ik(t,w).
o Linearin V Vi(t, ) = VP (2, w) + VD (1, 0) + V% (1, )
. N e’
@ Spike history-dependent. V9 (¢ )

vE(, w) = vt w) + VD (e, w),




A conductance-based Integrate and Fire model

1t
V, Mi(t1, t,w) =€ % Jarv (e 8x( ) du

d .
C d—tk—i—gk(t,w) Vi = ik(t, w).

Sub-threshold dynamics:

Vi(t, w) = V‘SSP)(t, w) + V‘ES)(t, w) +V‘E"°"se)(t, w)

@ Linearin V.

der)(f,w)

@ Spike history-dependent. vi

VIt w) = VDt w) + VD (E, w),

n 1
vlfsy )(t,w) = ? Z ij / Fk(tl, t,w)akj(tl,w)dtl



A conductance-based Integrate and Fire model

1t
V, Mi(t1, t,w) =€ % Jarv (e 8x( ) du

d .
C d—tk—i—gk(t,w) Vi = ik(t, w).

Sub-threshold dynamics:

Vi(t, w) = V‘SSP)(t, w) + V‘ES)(t, w) +V‘E"°"se)(t, w)

@ Linearin V.

der)(f,w)

@ Spike history-dependent. vi

VIt w) = VDt w) + VD (E, w),

n 1
vlfsy )(t,w) = ? Z ij / Fk(tl, t,w)akj(tl,w)dtl



A conductance-based Integrate and Fire model

1t
V, Mi(t1, t,w) =€ % Jarv (e 8x( ) du

d .
C d—tk—i—gk(t,w) Vi = ik(t, w).

Sub-threshold dynamics:

Vi(t, w) = V‘SSP)(t, w) + V‘ES)(t, w) +V‘E"°"se)(t, w)

@ Linearin V.

der)(f,w)

@ Spike history-dependent. vi

VIt w) = VDt w) + VD (E, w),

n 1
VIESy )(t,CU) = a Z Wk_/ / " w) rk(tl7 t,w)()[kj(t]_,OJ)dt]_
j_



A conductance-based Integrate and Fire model

1t
V, Mi(t1, t,w) =€ % Jarv (e 8x( ) du

d .
C d—tk—i—gk(t,w) Vi = ik(t, w).

Sub-threshold dynamics:

Vi(t, w) = V‘SSP)(t, w) + V‘ES)(t, w) +V‘E"°"se)(t, w)

@ Linearin V.

der)(f,w)

@ Spike history-dependent. vi

VIt w) = VDt w) + VD (E, w),

n 1
Vlfsy )(t,w) — FZ ij/ I'k(tht,w)akj(tl,w)dﬁ



A conductance-based Integrate and Fire model

Variable length Markov chain

Neuron index
past
present

Time (ms)



Markov chains and Gibbs distribution

Markov chain: P [w(n) |w”:,13 |>o0

n



Markov chains and Gibbs distribution

Markov chain: P [w(n) ‘w;'j) ]>0

n

plwl] = H P[w(/)’w;:lD]u[wm"‘D_l}, Vm<neZ
I=m+D



Markov chains and Gibbs distribution

Markov chain: P [w(n) ‘ng) |>o0

n

wlwm] = H P[w(/)’wtlD]u[merD*l}, Vm<neZ
I=m+D



Markov chains and Gibbs distribution

Markov chain: P [w(n) ‘w”j) |>o0

n

n
plopl=exp ¢/(wf_D>ﬂ[w$+D’l}, Ym<neZ
I=m+D

¢ (wLD) = log P [w(/) ‘wt/la }



Markov chains and Gibbs distribution

Markov chain: P [w(n) ‘ng) |>o0

n
plomlep Pt =ep 3 ¢(wlo). Vm<ncz
I=m+D

¢ (wLD) = log P [w(/) ‘wt/la }

Boundaries Past lime



Gibbs distribution

@ Equilibrium stat. phys.
(Max. Entropy Principle).

@ Non equ. stat. phys. Onsager Plw]= %e—BH{w}
theory. p o
@ Ergodic theory. {w} =30 AaXa {w}

@ Markov chains - finite memory. Xa(w) = Product of spike events

Hammersley, Clifford, 1971




Gibbs distribution

@ Equilibrium stat. phys.
(Max. Entropy Principle).

@ Non equ. stat. phys. Onsager
theory.

@ Ergodic theory.

@ Markov chains - finite memory.

@ Chains with complete
connections - infinite memory
(Left Interval Specification).

v

O. Onicescu and G. Mihoc. CRAS
Paris, 1935

R. Fernandez, G. Maillard, A. Le Ny,
J.R. Chazottes, ...




From spiking neurons dynamics to line:

Response to stimuli

B. Cessac, R. Cofré, Linear R

P of Gibbs es from Spiking Neuronal Network Models, submitted

Vi — V,Edet)(n - 1,w)
Uk(n - 170'-})

¢(n,w) = log Py [w(n) ’wﬁ; | =logII | w(n),
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From spiking neurons dynamics to line:

Response to stimuli

B. Cessac, R. Cofré, Linear R of Gibbs es from Spiking Neuronal Network Models, submitted

Ven — VP (t,0) = VO (t,0)
Uk(n - ].,(,«J)

¢(n,w) = log IT | w(n),
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From spiking neurons dynamics to line:

Response to stimuli

B. Cessac, R. Cofré, Linear R of Gibbs es from Spiking Neuronal Network Models, submitted

GIF model without stimulus =-stationary Gibbs distribution.

time-dependent stimulus S(t) =non stationary Gibbs distribution.
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From spiking neurons dynamics to line:

Response to stimuli

B. Cessac, R. Cofré, Linear R of Gibbs es from Spiking Neuronal Network Models, submitted

GIF model without stimulus =-stationary Gibbs distribution.

time-dependent stimulus S(t) =non stationary Gibbs distribution.

How is the average of an observable f(w, t) affected by the stimulus ?
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From spiking neurons dynamics to line:

Response to stimuli

B. Cessac, R. Cofré, Linear Resp of Gibbs es from Spiking Neuronal Network Models, submitted
GIF model without stimulus =-stationary Gibbs distribution.

time-dependent stimulus S(t) =non stationary Gibbs distribution.

How is the average of an observable f(w, t) affected by the stimulus ?

If S is weak enough: du[f(t)] =[rsxS]|(t) , (linear response).
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From spiking neurons dynamics to line:

Response to stimuli

B. Cessac, R. Cofré, Linear Resp of Gibbs es from Spiking Neuronal Network Models, submitted
GIF model without stimulus =-stationary Gibbs distribution.

time-dependent stimulus S(t) =non stationary Gibbs distribution.

How is the average of an observable f(w, t) affected by the stimulus ?

If S is weak enough: du[f(t)] =[rsxS]|(t) , (linear response).

[t—t] (1)
(r .)
— E c(sp) TS Y. Sl S AP Hy(r, r —1..
Rk, f ( t tl e t t17 )a O'k(r 1’ ) k(oa r B )
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From spiking neurons dynamics to line:

Response to stimuli

B. Cessac, R. Cofré, Linear Resp of Gibbs es from Spiking Neuronal Network Models, submitted
GIF model without stimulus =-stationary Gibbs distribution.

time-dependent stimulus S(t) =non stationary Gibbs distribution.

How is the average of an observable f(w, t) affected by the stimulus ?

If S is weak enough: du[f(t)] =[rsxS]|(t) , (linear response).

[t—t1] (1)
1 H, (.
K}kf(t— tl) = Ck E c* f(t_t]_7.)7o_k(l;(1))rk(07r—1,.)
r=—00 T

History dependence.
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From spiking neurons dynamics to line:

Response to stimuli

B. Cessac, R. Cofré, Linear Resp of Gibbs es from Spiking Neuronal Network Models, submitted
GIF model without stimulus =-stationary Gibbs distribution.

time-dependent stimulus S(t) =non stationary Gibbs distribution.

How is the average of an observable f(w, t) affected by the stimulus ?

If S is weak enough: du[f(t)] =[rsxS]|(t) , (linear response).

[t—t] (1)
(r .)
— E c(sp) py ) kN Hy(r, r —1..
Rk, f ( t tl e t tla )a O'k(r 1’ ) k(oa r B )

History dependence, observable
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From spiking neurons dynamics to line:

Response to stimuli

B. Cessac, R. Cofré, Linear Resp of Gibbs es from Spiking Neuronal Network Models, submitted
GIF model without stimulus =-stationary Gibbs distribution.

time-dependent stimulus S(t) =non stationary Gibbs distribution.
How is the average of an observable f(w, t) affected by the stimulus ?

If S is weak enough: du[f(t)] =[rsxS]|(t) , (linear response).
1 [t—tl] ’H(l)( )
prr(t—t) = = > ¢l {f(t t1,.), ofomgoy Th(0,r —1,.)

k="

History dependence, observable, network dynamics

Bruno Cessac Linear Response of General Observables in Spiking Neuronal N



From spiking neurons dynamics to line:

Response to stimuli

B. Cessac, R. Cofré, Linear Resp of Gibbs es from Spiking Neuronal Network Models, submitted
GIF model without stimulus =-stationary Gibbs distribution.

time-dependent stimulus S(t) =non stationary Gibbs distribution.

How is the average of an observable f(w, t) affected by the stimulus ?

If S is weak enough: du[f(t)] =[rsxS]|(t) , (linear response).

[t—t1] H(l)(rv')
K/k’f(t_t]_ = Z C(sp) f(t—tl,.),ﬁrk(oar_lw) )

History dependence, (spontaneous) correlation between-observable and=netwerk
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From spiking neurons dynamics to line:

Main conclusions

Linear response in a spiking neural network.

Convolution kernel depending on synaptic graph and dynamics
built on equilibrium (Gibbs) correlations.

@ Link with receptive fields for sensory neurons ?
@ Further steps. Handle this equation ... in a simple numerical
example.
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Linear response in experiments
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Response to stimuli

Range R observable monomial decomposition
(Hammersley-Clifford, 71)

f(t,w) =) fi(t) m(w)

Range R Gibbs potential monomial decomposition

W)~ 3 i(r)mi(wf_p).
!

Linear response

n=[t]
1= 3 S A [mies et o))
r=np+1 [
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Main conclusions

@ The response to a time dependent stimulus is expressed in
terms of correlations of unperturbed dynamics.

@ Which correlations are relevant ?

@ Problem of dimension reduction.
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Gibbs distribution

@ Equilibrium stat. phys.
(Max. Entropy Principle).

@ Non equ. stat. phys. Onsage
n equ phy nsager S. Amari et al;

neen; G. Mastromatteo et al.
@ Ergodic theory.
@ Markov chains - finite memory. R. Herzog, M. J. Escobar, R. Cofré, A.
Palacios, B. Cessac, submitted to

@ Chains with complete
connections - infinite memory
(Left Interval Specification).

PNAS.

@ Information geometry.
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