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ON THE BERNSTEIN-HOEFFDING METHOD

CHRISTOS PELEKIS, JAN RAMON, AND YUYI WANG

Abstract. We consider extensions of Hoeffding’s ”exponential method” approach for obtain-
ing upper estimates on the probability that a sum of independent and bounded random variables
is significantly larger than its mean. We show that the exponential function in Hoeffding’s ap-
proach can be replaced with any function which is non-negative, increasing and convex. As a
result we generalize and improve upon Hoeffding’s inequality. Our approach allows to obtain
”missing factors” in Hoeffding’s inequality. The later result is a rather weaker version of a
theorem that is due to Michel Talagrand. Moreover, we characterize the class of functions with
respect to which our method yields optimal concentration bounds. Finally, using ideas from
the theory of Bernstein polynomials, we show that similar ideas apply under information on
higher moments of the random variables.

1. Prologue, related work and main results

Given a real number p ∈ (0, 1) let B(p) denote the set consisting of all [0, 1]-valued random
variables whose mean is equal to p. This work is motivated by the problem of obtaining sharp
upper bounds on the ”tail probability”

P

[
n∑
i=1

Xi ≥ t

]
,

where t is a fixed real number t such that
∑n

i=1 pi < t < n and X1, . . . , Xn are independent
random variables such that Xi ∈ B(pi), for i ∈ {1, . . . , n}.

If t ≤
∑

i pi, then the problem is trivial; just choose Xi to be equal to pi with probability
1. Throughout the text, whenever a random variable X ∈ B(p) is under consideration, it will
be tacitly assumed that p ∈ (0, 1), thus excluding the uninteresting cases where X is either
identically equal to zero, or identically equal to one.

There is a vast amount of literature that is related to the aforementioned problem and the
interested reader is invited to take a look at the works of Bentkus [1], [2], [3], Fan et al. [5],
From [7], From et al. [8], Györfi et al. [9], Hoeffding [10], Kha et al. [14], Krafft et al. [11],
McDiarmid [12], Pinelis [17],[18], Schmidt et al. [19], Siegel [21], Talagrand [22], Xia [23], Zheng
[24], among many others.

Probably the first systematic approach that allows one to obtain upper bounds on the prob-
ability that a sum of independent [0, 1]-valued random variables is larger than its mean, was
devised by Hoeffding in [10]. Hoeffding’s approach is based on a method of Bernstein (see
[10, page 14]) and from now on will be referred to as the Bernstein-Hoeffding method. The
Bernstein-Hoeffding method is, briefly, the following.
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Markov’s inequality and the assumption that the random variables are independent imply
that

P

[
n∑
i=1

Xi ≥ t

]
≤ e−ht

n∏
i=1

E[ehXi ] ≤ e−ht
{

1

n

n∑
i=1

E[ehXi ]

}n
, for all h > 0,

where the last inequality comes from the arithmetic-geometric means inequality. Using the fact
that the function f(t) = eht is convex one can show (see Lemma 2.2 below) that

E[ehXi ] ≤ E[ehBi ],

where Bi is a Bernoulli random variable of mean pi. Therefore, it follows that

P

[
n∑
i=1

Xi ≥ t

]
≤ e−ht{(1− p) + peh}n, for all h > 0,

where p = 1
n

∑n
i=1 pi. Minimizing the expression in the right hand side of the last inequality

with respect to h, we find eh = t(1−p)
p(n−t) and hence we obtain the following celebrated result of

Hoeffding (see [10, Theorem 1]).

Theorem 1.1 (Hoeffding, 1963). Let the random variables X1, . . . , Xn be independent and
such that 0 ≤ Xi ≤ 1, for each i = 1, . . . , n. Set p = 1

n

∑n
i=1 E[Xi]. Then for any t such that

np < t < n we have

P

[
n∑
i=1

Xi ≥ t

]
≤ inf

h>0

{
e−ht

(
1− p+ peh

)n}
.

Furthermore,

inf
h>0

{
e−ht

(
1− p+ peh

)n}
=

(
p(n− t)
t(1− p)

)t((1− p)n
n− t

)n
:= H(n, p, t).

The function H(n, p, t) in the last expression is the so-called Hoeffding bound (or Hoeffding’s
function) on tail probabilities for sums of independent, bounded random variables. Here and
later, we denote by Ber(q) a Bernoulli random variable with mean q and by Bin(n, q) a binomial
random variable of parameters n and q. If two random variables W,Z have the same distribution
we will write W ∼ Z. Let us remark that the Hoeffding bound is sharp, in the sense that the
Bernoulli random variables Ber(pi) attain the bound, i.e.,

inf
h>0

e−ht

{
1

n

n∑
i=1

E[ehBi ]

}n
= H(n, p, t),

where Bi is a Ber(pi) random variable. The main ideas behind this work are hidden in the fact
that ∏

i

E
[
ehBi

]
≤ E

[
ehB
]
,

where B ∼ Bin(n, p) with p = 1
n

∑n
i=1 E[Bi], and the fact that the function f(x) = ehx, h > 0, is

non-negative, increasing and convex. In a subsequent section we will show that, while applying
the Bernstein-Hoeffding method, one can replace the exponential function f(x) = ehx, h > 0,
with any function f(·) having the aforementioned properties. Let us also remark that a slightly
looser but more widely used version of Hoeffding’s bound is the bound exp

(
−2n(t/n− p)2

)
,

which follows from the fact that H(n, p, t) ≤ exp
(
−2n

(
t
n − p

)2)
(see [10, formula (2.3)]).
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In this article we shall be interested in improvements upon Hoeffding’s theorem. This is a
topic that has attracted the attention of several authors (see, for example [2, 18, 21, 22]). Let
us bring to the reader’s attention the following result which is due to Talagrand (see [22, The-
orem 1.2]). Talagrand’s work focuses on obtaining a ”missing factor” in Hoeffding’s inequality.
The missing factor is obtained by combining the Bernstein-Hoeffding method together with a
technique (i.e., suitable change of probability measure) that is used in the proof of Cramér’s
theorem on large deviations, yielding the following.

Theorem 1.2 (Talagrand, 1995). Let the random variables X1, . . . , Xn be independent and
such that 0 ≤ Xi ≤ 1, for each i = 1, . . . , n. Set p = 1

n

∑n
i=1 E [Xi]. Then, for some absolute

constant K, and every real number t such that np+K ≤ t ≤ np+ np(1− p)/K, we have

P

[
n∑
i=1

Xi ≥ t

]
≤

{
θ

(
t− np√
np(1− p)

)
+

K√
np(1− p)

}
·H(n, p, t),

where H(n, p, t) is the Hoeffding bound and θ(·) is a non-negative function such that

1√
2π(1 + x)

≤ 2√
2π(x+

√
x2 + 4)

≤ θ(x) ≤ 4√
2π(3x+

√
x2 + 8)

, for x ≥ 0.

See [22] for the proof of this theorem and the precise definition of the function θ(·). In other
words, Talagrand’s result improves upon Hoeffding’s by inserting a ”missing” factor of order

≈
√
np(1−p)√

np(1−p)+t−np
< 1 in the Hoeffding bound. Notice that Talagrand’s result holds true for

moderate values of t, i.e., for t ∈ [np + K,np + np(1 − p)/K], for some absolute constant K
whose value does not seem to be known. Talagrand (see [22, page 692]) mentions that one can
obtain a rather small numerical value for K, but numerical computations are left to others with
the talent for it. One of the purposes of this article is to improve upon Hoeffding’s inequality
by obtaining ”missing” factors with explicit numerical value for the constant.

Another improvement upon Hoeffding’s theorem is due to Bentkus. In the proof of [2, The-
orem 1.2] (see [2, page 1659]) Bentkus, implicitly, obtains the following result.

Theorem 1.3 (Bentkus, 2004). Let the random variables X1, . . . , Xn be independent and such
that 0 ≤ Xi ≤ 1, for each i = 1, . . . , n. Set p = 1

n

∑n
i=1 E [Xi]. Then, for any positive real t

such that np < t < n, we have

P

[
n∑
i=1

Xi ≥ t

]
≤ inf

a<t

1

t− a
E [max{0, B − a}] ,

where B ∼ Bin(n, p).

The quantity infa<t
1
t−aE [max{0, B − a}] is estimated in [2, Lemma 4.2]. We will see in the

forthcoming sections that Bentkus’ result is optimal in a slightly broader sense, i.e., it is the
best bound that can be obtained from the inequality

P

[
n∑
i=1

Xi ≥ t

]
≤ 1

f(t)
E[f(B)],

where f is a non-negative, convex and increasing function.
We shall be interested in employing the Bernstein-Hoeffding method to a larger class of

generalized moments. Such approaches have been already considered by Bentkus [2], Eaton
[4], Pinelis [16],[18]. Nevertheless, we were not able to find a systematic study of the classes
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of functions that are considered in our paper. We now proceed by defining a class of functions
that pertains to the Berstein-Hoeffding method. For fixed t > 0, we denote by Fic(t) the class
of functions

Fic(t) := {f : [0,∞)→ [0,∞) : f is convex, increasing on [t,+∞) and f(t) = 1}.

Examples of functions belonging to the class Fic(t) are: f(x) = |x−ε|
t−ε for fixed ε < t, f(x) =

1
t−ε max(0, x− ε) for fixed ε < t, f(x) = eh(x−t) for h > 0 and so on. Our first result shows that

the Bernstein-Hoeffding method can be adapted to the class Fic(t).

Theorem 1.4. Let the random variables X1, . . . , Xn be independent and such that 0 ≤ Xi ≤ 1,
for each i = 1, . . . , n. Set p = 1

n

∑n
i=1 E[Xi]. Then the following hold true.

a) For any fixed real number t such that np < t < n, we have

P

[
n∑
i=1

Xi ≥ t

]
≤ inf

f∈Fic(t)
E[f(B)],

where B ∼ Bin(n, p) is a binomial random variable and Fic(t) is the class of functions
defined above.

b) Moreover, we have

inf
f∈Fic(t)

E[f(B)] = inf
a<t

1

t− a
E [max{0, B − a}] .

By employing Theorem 1.4 to a particular function from the class Fic(t), we deduce the
following improvement upon Hoeffding’s inequality.

Theorem 1.5. Let the random variables X1, . . . , Xn be independent and such that 0 ≤ Xi ≤ 1,
for each i = 1, . . . , n. Set p = 1

n

∑n
i=1 E[Xi] and let t be a fixed positive integer such that

enp
ep−p+1 ≤ t < n. Then

P

[
n∑
i=1

Xi ≥ t

]
≤ 1 + h

eh
· (H(n, p, t)− T (n, p, t;h)) +

(
1− 1 + h

eh

)
P [Bn,p = t] ,

where H(n, p, t) is the Hoeffding function, Bn,p is a binomial random variable of parameters n
and p,

T (n, p, t;h) =

t−1∑
i=0

eh(i−t)P [Bn,p = i] ,

and h is such that eh = t(1−p)
p(n−t) , i.e., it is the optimal real such that

1

eht
E[ehB] = inf

s>0

1

est
E[esB],

with B ∼ Bin(n, p).

Let us illustrate that the bound of the previous result is indeed an improvement upon Ho-
effding’s inequality. To see this, notice that the bound provided by Theorem 1.5 is

≤ 1 + h

eh
·H(n, p, t) +

(
1− 1 + h

eh

)
P [Bn,p = t]

and the later quantity is a convex combination of H(n, p, t) and P [Bn,p = t]. Now Hoeffding’s
Theorem 1.1 implies that P [Bn,p = t] ≤ P [Bn,p ≥ t] ≤ H(n, p, t) and therefore the bound of the
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previous result is smaller than Hoeffding’s. Let us also mention that, when t is not an integer,
one may use the bound of Theorem 1.5 with t replaced by btc := max{k ∈ N : k ≤ t}, since

P

[
n∑
i=1

Xi ≥ t

]
≤ P

[
n∑
i=1

Xi ≥ btc

]
.

In other words, Theorem 1.5 improves upon Hoeffding’s by adjusting ”missing factors” in the
Hoeffding bound. Notice that the bound provided by Theorem 1.5 holds true for large t, i.e.,

for t in the interval
[

enp
ep−p+1 , n

)
, in contrast to Talagrand’s result which holds true for moderate

values of t, and so it may be seen as complementary to Theorem 1.2. It is unclear how to see

whether the intervals [np+K,np+ np(1− p)/K] and
[

enp
ep−p+1 , n

)
overlap without knowing the

constant K. In case the intervals do overlap, it may be informative to include a few words on

comparison between the two factors. Since eh = t(1−p)
p(n−t) it follows that the ”missing” factor of

Theorem 1.5 can be written as

1 + h

eh
=

p

1− p

(n
t
− 1
)(

1 + ln
1− p

p(n/t− 1)

)
.

On the other hand, Talagrand’s result provides a factor that is approximately√
np(1− p)

√
2π(
√
np(1− p) + t− np)

+
K√

np(1− p)
.

If we assume that K = 0 then elementary, though quite tedious, calculations show that Tala-
grand’s bound is sharper than the bound of Theorem 1.5. Our bound has the advantage that
it does not involve unknown constants and that it is obtained using a rather simple argument
(see also Fan et al. [5] for refinements of Talagrand’s inequality having explicit values for the
constants).

Our last result may be seen as an extension of Theorem 1.1 for sums of bounded, independent
random variables whose first m moments are known. Before being more precise, let us first fix
some notation. Given real numbers µ1, . . . , µm ∈ (0, 1), we denote by B(µ1, . . . , µm) the set of
all [0, 1]-valued random variables whose i-th moment equals µi, i = 1, . . . ,m. Formally,

B(µ1, . . . , µm) := {X : 0 ≤ X ≤ 1,E[X] = µ1,E[X2] = µ2 . . . ,E[Xm] = µm}.

Notice that the set may be empty. Note also that if B(µ1, . . . , µm) is non-empty then we have
µ1 ≥ µ2,≥ · · · ≥ µm. Recall the definition of the class Fic(t), defined above.

Theorem 1.6. Fix positive integers, n,m ≥ 2 and for i = 1, . . . , n let {µij}mj=1 be a finite

sequence of real numbers such that the class B(µi1 . . . , µim) is non-empty. Let X1, . . . , Xn be
independent random variables such that Xi ∈ B(µi1, . . . , µim), for i = 1, . . . , n, and fix t ∈ (µ, n),
where µ =

∑
i µi1. Then

P

[
n∑
i=1

Xi ≥ t

]
≤ inf

f∈Fic(t)
E [f(Znm)] ,

where Znm =
∑n

i=1 Zi is an independent sum of random variables Zi such that

P [Zi = j/m] =

(
m

j

)
· E
[
Xj
i (1−Xi)

m−j
]
, for j = 0, 1, . . . ,m.
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Moreover,

inf
f∈Fic(t)

E [f(Znm)] = inf
a<t

1

t− a
E [max{0, Znm − a}] .

To the best of our knowledge, this is the first result that considers the performance of the
Bernstein-Hoeffding method under additional information on higher moments. Notice that the
probability distribution of the random variable Znm depends solely on the given sequence of
moments {µij}i,j . Indeed, using the binomial formula, it is easy to see that

E
[
Xj
i (1−Xi)

m−j
]

=

m−j∑
k=0

(
m− j
k

)
(−1)m−j−kµi,m−k

and so each Zi is uniquely determined by the given sequence of moments {µij}i,j . Let us also
mention that the random variables Zi arise in the study of the so-called Hausdorff moment
problem (see Feller [6]).

The remaining part of our article is organized as follows. In Section 2 we prove Theorem 1.4,
by employing ideas from the theory of convex orders. Moreover, we show that the functions from
Fic(t) that minimize 1

f(t)E[f(B)] are those that occur in the aforementioned result of Bentkus,

i.e., Theorem 1.3. In Section 3 we prove Theorem 1.5 by employing Theorem 1.4 to a suitable
class of functions. In Section 4, we prove Theorem 1.6 using ideas from the theory of Bernstein
polynomials. Finally, in Section 5, we provide some pictorial comparisons between the bound
given in Theorem 1.5 and a refinement of Hoeffding’s that is due to Zheng [24].

2. Proof of Theorem 1.4

In this section we prove Theorem 1.4, which allows to improve upon Hoeffding’ bound by
suitably choosing function from the class Fic(t). Notice that Theorem 1.4 implies that there
may be some space for improvement upon Hoeffding’s bound. We will employ this result and
en route find a function φ ∈ Fic(t) such that

E[φ(B)] < inf
h>0

e−htE[ehB],

where B ∼ Bin(n, p). Hence there is indeed space for improvement upon Hoeffding’s bound.
The proof of Theorem 1.4 will require some well-known results and the following notion of

ordering between random variables (see [20]).

Definition 2.1. Let X and Y be two random variables such that

E[f(X)] ≤ E[f(Y )], for all convex functions f : R→ R,

provided the expectations exist. Then X is said to be smaller than Y in the convex order,
denoted X ≤cx Y .

We begin with the following, well-known, result whose proof is included for the sake of
completeness.

Lemma 2.2. Fix real numbers a, b such that a < b. Let X be a random variable that takes
values on the interval [a, b] and is such that E[X] = p. Let B be the random variable that takes

on the values a and b with probabilities b−E[X]
b−a and E[X]−a

b−a , respectively. Then for any convex

function, f : [a, b]→ R, we have

E[f(X)] ≤ E[f(B)].
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Proof. Given X, we couple the random variables by setting BX to be either equal to a with
probability b−X

b−a , or equal to b with probability X−a
b−a . It is easy to see that E[BX |X] = X and

so

E[BX ] = E[E[BX |X]] = E[X] = p.

Jensen’s inequality now implies that

E[f(X)] = E[f(E[BX |X])] ≤ E [E[f(BX |X)]] = E[f(BX)],

as required. �

The following two results are well-known (see Theorems 3.A.12 and 3.A.37 in [20] and The-
orem 4 in [10]). The first one shows that convex order is closed under convolutions.

Lemma 2.3. Let X1, . . . , Xn be a set of independent random variables and let Y1, . . . , Yn be
another set of independent random variables. If Xi ≤cx Yi, for i = 1, . . . , n, then

n∑
i=1

Xi ≤cx
n∑
i=1

Yi.

The next lemma shows that a sum of independent Bernoulli random variables is dominated,
in the sense of convex order, by a certain binomial random variable.

Lemma 2.4. Fix n real numbers p1, . . . , pn from (0, 1). Let B1, . . . , Bn be independent Bernoulli
random variables with Bi ∼ Ber(pi). Then

n∑
i=1

Bi ≤cx B,

where B ∼ Bin(n, p) is a binomial random variable of parameters n and p := 1
n

∑
i pi.

We are now ready to prove the first statement of Theorem 1.4.

Proof of Theorem 1.4, a). Fix f ∈ Fic(t). Since f(·) is non-negative, increasing in [t,∞) and
f(t) = 1, Markov’s inequality implies that

P

[
n∑
i=1

Xi ≥ t

]
≤ E

[
f

(
n∑
i=1

Xi

)]
.

Since f(·) is convex, Lemmata 2.2 and 2.3 imply that

E

[
f

(
n∑
i=1

Xi

)]
≤ E

[
f

(
n∑
i=1

Bi

)]
,

where Bi ∼ Ber(E[Xi]), i = 1, . . . , n. Now Lemma 2.4 yields

E

[
f

(
n∑
i=1

Bi

)]
≤ E [f (B)]

and the result follows. �

Similar ideas as above have been employed to sums of independent Bernoulli random variables
by León and Perron in [13].

We now proceed with the second statement of Theorem 1.4. Let the random variables
X1, . . . , Xn be independent and such that 0 ≤ Xi ≤ 1, for each i = 1, . . . , n. Set p =
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1
n

∑n
i=1 E[Xi] and fix a real number t such that np < t < n. We have already seen that,

for every f ∈ Fic(t), it holds

P

[
n∑
i=1

Xi ≥ t

]
≤ E [f (B)] , where B ∼ Bin(n, p).

Notice that

E[f(B)] =

n∑
i=0

f(i) · P[B = i].

Notice also that a function f ∈ Fic(t) that minimizes E[f(B)] has to be such that E[f(B)] ≤
np
t ; indeed, since np

t is the bound on P [
∑

iXi ≥ t] given by Markov’s inequality (or by The-
orem 1.4,(a) applied to the function f(x) = x/t) it follows that an optimal function has to
provide a bound that is at least as good. Hence, for the purpose of characterising the function
that minimize E[f(B)], we may assume that f belongs to the class F∗ic(t), where F∗ic(t) consists
of all functions in f ∈ Fic(t) that satisfy E[f(B)] ≤ np

t . The following result characterizes the
functions f ∈ F∗ic(t) that minimize E[f(B)].

Theorem 2.5. Let f ∈ F∗ic(t). Then there exists ε ∈ [0, t) such that E [φε(B)] ≤ E [f(B)],
where φε(x) = max{0, 1

t−ε · (x− ε)}.

Proof. Let mt := min{n ∈ N : t < n} be the smallest positive integer that is strictly larger than

t. Note that, by definition, 0 < mt− t ≤ 1. Let ε = tf(mt)−mt

f(mt)−1 and for x ≥ 0 define the function

φε(x) := max

{
0,

1

t− ε
(x− ε)

}
.

In other words, φε(·) equals zero for x < ε and for x ≥ ε it is a straight line starting from point
(ε, 0) ∈ R2 and passing through the points (t, f(t)) and (mt, f(mt)). Since the function f(·) is
convex it follows that for every integer i in the interval [0, n] we have φε(i) ≤ f(i) and this, in
turn, implies

E [φε(B)] ≤ E [f(B)] .

Clearly, we have ε < t and it remains to show that ε ≥ 0. Indeed, if ε < 0, then φε(0) > 0 and

the function f1(x) = 1−φε(0)
t x+ φε(0) is such that

np

t
+ φε(0)

(
1− np

t

)
= E[f1(B)] ≤ E[f(B)].

This implies that E[f(B)] is even worse than the bound obtained by Markov’s inequality, and
contradicts the assumption that f ∈ F∗ic(t). The result follows. �

In other words, Theorem 2.5 implies that, in order to minimize E[f(B)] for f ∈ F∗ic(t), it is
enough to consider functions of the form max{0, 1

t−ε ·(x−ε)}, for ε ∈ [0, t). The following result
is an immediate consequence of Theorem 2.5 and finishes the proof of the second statement of
Theorem 1.4.

Corollary 2.6. Let the parameters n, p, t be as in Theorem 1.4. Then for any t ∈ (np, n) we
have

inf
f

E[f(B)] = inf
a<t

1

t− a
E [max{0, B − a}] ,

where B ∼ Bin(n, p) and the infimum on the left hand side is taken over all functions f ∈ Fic(t).
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Notice that we can write the function ρε(x) := max{0, 1
t−ε · (x − ε)}, for ε ∈ [0, t), in the

form gh(x) := max{0, h · (x− t) + 1}, where h = 1
t−ε , and that this correspondence is injective.

Notice also that, since ε ≥ 0, we have h ≥ 1/t. The following question arises naturally from
Corollary 2.6.

Question 2.7. What is the optimal ε such that

inf
a<t

1

t− a
E [max{0, B − a}] = E [ρε(B)] ?

We remark that such an ε will satisfy ε ≤ dte − 1, where dte := min{k ∈ N : t ≤ k}. To
see this notice that if ε > dte − 1, then ρε(dte − 1) = 0 and we may decrease ε, until it reaches
the point dte − 1, without increasing the value E [ρε(B)]. Since ε ≤ dte − 1 it follows that
h ≤ 1

t−dte+1 . Now, finding the optimal ε is equivalent to finding the optimal h. We are not

able to find this h. Nevertheless, due to the following result, one can easily find h using, say, a
binary search algorithm.

Proposition 2.8. Let the parameters n, p, t be as in Theorem 1.4. Let h > 0 be such that

E [max{0, h · (B − t) + 1}] = inf
s>0

E [max{0, s · (B − t) + 1}] ,

where B ∼ Bin(n, p). Then we may assume that h = 1
t−j , for some positive integer j ∈

{0, 1, . . . , dte − 1}.

Proof. Recall that h ∈
[
1
t ,

1
t+1−dte

]
. We have

E[gh(B)] =
n∑
i=0

(
n

i

)
pi(1− p)n−i · gh(i).

It is clear that the function E(h) := E[gh(B)] is linear on the interval
[

1
t−j ,

1
t−j−1

]
, for every

j ∈ {0, 1, . . . , dte−1}. Hence the function E(h) is continuous and piecewise linear on the interval[
1
t ,

1
t−dte+1

]
and this implies that it attains its minimum at the endpoints of

[
1
t−j ,

1
t−j−1

]
, for

some j ∈ {0, 1, . . . , dte − 1}. The result follows. �

In the next section we obtain an improvement upon Hoeffding’s bound.

3. Proof of Theorem 1.5

This section contains the proof of Theorem 1.5.

Proof of Theorem 1.5. Given h > 0 define the function f(x) = max{0, h(x− t) + 1}, for x ≥ 0.
Clearly, we have f ∈ Fic(t). Let mt be the largest positive integer for which f(mt) = 0. Using
Theorem 1.4 and the inequality ex > 1 + x, for x ∈ R, we estimate

P

[
n∑
i=1

Xi ≥ t

]
≤ E[f(B)] =

n∑
i=mt+1

(h(i− t) + 1)P[B = i]

<

n∑
i=mt+1

eh(i−t)P[B = i]

≤ H(n, p, t),
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which shows that E[f(B)] is strictly smaller than Hoeffding’s bound. Since we assume that
t ≥ epn

ep−p+1 it follows that h ≥ 1 which in turn implies, since t is an integer, that f(i) = 0, for

all i ∈ {0, 1, . . . , t− 1}. Hence we can write

H(n, p, t)− E[f(B)] =

n∑
i=0

eh(i−t)P[B = i]−
n∑

i=t+1

(h(i− t) + 1)P[B = i]

=

t−1∑
i=0

eh(i−t)P[B = i]

+

n∑
i=t+1

(
eh(i−t) − (h(i− t) + 1)

)
P[B = i].

For i ≥ t+ 1, we have

eh(i−t) − (h(i− t) + 1) =

(
1− 1 + h(i− t)

eh(i−t)

)
eh(i−t)

≥
(

1− 1 + h

eh

)
eh(i−t)

which implies that

H(n, p, t)− E[f(B)] ≥
(

1− 1 + h

eh

)
H(n, p, t) +

1 + h

eh
·
t−1∑
i=0

eh(i−t)P[B = i]

−
(

1− 1 + h

eh

)
P [Bn,p = t] .

The result follows. �

4. Proof of Theorem 1.6

In this section we prove Theorem 1.6. The proof borrows ideas from the theory of Bernstein
polynomials (see Phillips [15, Chapter 7]). Recall that, for a function f : [0, 1] → R, the
Bernstein polynomial corresponding to f is defined as

Bm(f, x) =
m∑
j=0

(
m

j

)
xj(1− x)n−jf (j/m) ,

for each positive integer m. The following is a folklore result regarding Bernstein polynomials.

Lemma 4.1. If f : [0, 1]→ [0,∞) is convex, then

f(x) ≤ Bm(f, x), for all x ∈ [0, 1].

If f : [0, 1]→ [0,∞) is continuous, then

sup
x∈[0,1]

|f(x)−Bm(f, x)| → 0, as m→∞.

Proof. See [15] Theorems 7.1.5 and 7.1.8. We remark that the first statement is easy to prove
and the second arose from Bernstein’s search for a proof of Weierstrass’ theorem. �

We can now provide a proof of Theorem 1.6.
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Proof of Theorem 1.6. Let f ∈ Fic(t). Since f is non-negative and increasing and f(t) = 1,
Markov’s inequality yields

P

[
n∑
i=1

Xi ≥ t

]
≤ E

[
f

(
n∑
i=1

Xi

)]
.

Since f is convex and Xi ∈ [0, 1], Lemma 4.1 implies that

E [f (Xi)] ≤ E [Bm (f,Xi)] .

Now note that

E [Bm (f,Xi)] =
m∑
j=0

(
m

j

)
· E
[
Xj
i (1−Xi)

m−j
]
· f(j/m).

For j = 0, 1 . . . ,m let

πj :=

(
m

j

)
· E
[
Xj
i (1−Xi)

m−j
]
.

Notice also that

E
[
Xj
i (1−Xi)

m−j
]

=

m−j∑
k=0

(
m− j
k

)
(−1)m−j−kµi,m−k

which implies that E
[
Xj
i (1−Xi)

m−j
]

is the same for all random variables from the class

B(µi,1, . . . , µi,m). It is easy to verify that
∑m

j=0 πj = 1. Now, if we define the random vari-

able Zi that takes on the value j
m with probability πj , j = 0, 1, . . . ,m, we have E[f(Xi)] ≤

E[Bm(f,Xi)] = E[f(Zi)], for convex f . Since the convex order is closed under convolutions, by
Lemma 2.3, the first statement follows. The proof of the second statement is almost identical
to the proof of Theorem 2.5 and is left to the reader. �

5. Comparisons

In this section we perform pictorial comparisons between the bound given by Theorem 1.5
and a refinement of Hoeffding’s bound which is due to Zheng [24]. In [24] it is shown, under
the same assumptions as in Theorem 1.5, that certain refinements of the arithmetic-geometric
means inequality yield the following estimate:

(1) P

[
n∑
i=1

Xi ≥ t

]
≤ w−t

(
1− p+ pw − σ2(w − 1)2

2w

)n
, for np < t < n,

where w = −B+
√
B2−4AC
2A and A = (1− t/n)(p− σ2/2), B = − t

n(1− p + σ2), C = σ2

2 (1 + t/n)

and σ2 = 1
n

∑n
i=1(E[Xi]− p)2.

Let us remark that comparisons between the bound provided in Theorem 1.5 and the bound
given in (1) require quite tedious calculations. However, it is rather straightforward to put the
computer to work and see that the two bounds are quite close to each other.

More precisely, let Z(n, p, t) be the right hand side of (1) and let Y (n, p, t) be the bound
given in Theorem 1.5. In Figure 1 we fix the value of n, draw n numbers p1, . . . , pn from [0, 1]
(which serve as the expected values of the random variables) uniformly at random and then

plot the function f(t) = Y (n, p, btc)−Z(n, p, t) for t ∈
[

enp
ep−p+1 , n

)
. For moderate vales of t the

bound given by (1) performs slightly better than our bound; while for larger values of t the two
bounds are almost equal. In all cases, the two bounds are very close to each other. Notice that
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as n gets larger the difference between the bounds appears to get closer to zero.

25 26 27 28 29 30

0.
00

0
0.

00
2

0.
00

4
0.

00
6

n= 30

t

f(
t)

45 50 55 60

0.
00

00
0

0.
00

00
5

0.
00

01
0

0.
00

01
5

n= 60

t

f(
t)

75 80 85 90 95 100

0e
+

00
1e

−
06

2e
−

06
3e

−
06

4e
−

06
5e

−
06

n= 100

t

f(
t)

160 170 180 190 200

0e
+

00
2e

−
11

4e
−

11
6e

−
11

8e
−

11

n= 200

t

f(
t)

Figure 1. Pictorial comparisons between the bound of Theorem 1.5 and the
bound given in Zheng [24].
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